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Dear ONCON2022 participants, 

Welcome to ONCON2022, the 1st Annual Online Conference of IEEE Industrial 
Electronics Society (IES)! 
When the world is trying to get back to physical and offline activities, 
IEEE IES has decided to keep one online annual conference active. 
Therefore, ONCON has started this year and ONCON2022 is the first 
conference of a new series. 

We have tried to keep all good aspects of an offline conference. Other 
than the regular technical sessions, ONCON2022 has keynote and 
plenary lectures, industry talks, WIE event, Tutorials and Technical 
Committee Presentation. To facilitate presentation of papers from 
entire Globe, the time-schedule of conference is spread over three time 
zones viz. Session-A, B and C respectively. While Session-A is to fit 
Region-10, Session-B is for Region-8 and Session-C is to fit Regions-1 to 
7 and 9. 

ONCON2022 is unique in many aspects. The technical program 
committee chairs are all from corresponding Technical Committees 
(TCs) of IES. We have 12 tracks covering all the technical areas that are 
within the scope of IEEE Industrial Electronics Society. 

ONCON2022 is introducing three different prizes to encourage and 
promote all researchers around the Globe. The Help Others Programme 
(HOPE) Prize is a new concept to encourage social outreach. This will 
promote efforts to empower or enhance the quality of life of the under-
privileged or developing nations using electricity or informatics.  

The Prize for Best Ph.D thesis and Outstanding Paper in ONCON2022 
will encourage researchers round the world to excel and get 
acknowledged. These young researchers will join IEEE and also 
Industrial Electronics Society and contribute for mutual growth. 

The Keynote lectures are delivered by Prof. Saifur Rahman, Prof. David 
Perreault and Prof. Yoichi Hori, whereas, the Plenary Lectures are from 
Prof. Leopoldo G. Franquelo, Prof. Leila Parsa, Prof. Xing Yu and Prof. 
Marco Liserre. All the speakers spoke on their research activities 
highlighting the future challenge. ONCON2022 also had Indutry talks 



from Experts. The Industry talks are delivered by Dr. Armin U. Schmiegel, 
Dr. Yebin Wang and Dr. Mark Wehde and. All the presentations are well 
attended. 

The WIE lectures added great value to the conference. The WIE event is 
chaired by Prof. Lucia Lo Bello and two experts, Dr. Daniela Chrenko and Dr. 
Chathurika Wickramasinghe Brahmana delivered technical talks and also 
shared their experience that will definitely help women in engineering to 
overcome challenges in life and will empower them to convert every 
difficulty/crisis to an opportunity. 

The two tutorials, one by Prof. Subhasish Bhattacharya on SiC Power Devices 

in High/Medium Power Applications and another by Prof. Biplab Sikdar on 
Cyber security for smart grids were very useful to conference participants. 
Students, industry professionals as well as faculty members from academic 
institutions are greatly benefitted from the tutorials. 

The conference has received 246 initial submissions. Final submissions are 
recorded as 185. The acceptance rate is slightly above 75%. The accepted 
papers are from 33 countries. 

We take this opportunity to thank all the authors for their research work 
leading to manuscripts submitted in the conference. Thanks to all the 
reviewers, track chairs, technical program chairs and general chairs for 
conducting the review process thoroughly in a short time frame. All papers 
have at least received two non-conflicting reviews and many have received 
three or more reviews. Thanks to all other committee members for their 
support in their respective roles. Thanks to IIT Kharagpur and the dedicated 
conference-volunteers for extending the necessary support. We deeply 
acknowledge the support from Prof. Mariusz Malinowski, Prof. Milos Manic, 
Prof. Yang Shi, Prof. Valeriy Vyatkin and Prof. Thilo Sauter, Mr. Stamatis 
Karnouskos, Prof. Huijin Gao, Prof. Yusef Ibrahim and Prof Stoyan Nihtianov. 
We acknowledge the support from our very active Secretary and Lead, WIE, 
Prof. Lucia Lo Bello. Thanks to all the ADCOM members of IES for 
unconditional support. 

We look forward to ONCON2023!! Wish you Merry X’Mas and a Very Happy 
New Year 2023!!! 



Best regards 

General Chairs, ONCON2022 

Mo-Yuen Chow 
\ 

Kiyoshi Ohishi Juan Jose Rodriguez-
Andina 

Akshay K. Rathore Chandan Chakraborty 



SESSION-A (JST) SESSION-B (CET) SESSION-C (EST)

Technical Paper Session-IA3

KAMAL AL-HADDAD AUDITORIUM

Technical Paper Session-IB3

KAMAL AL-HADDAD AUDITORIUM

Technical Paper Session-IC3

KAMAL AL-HADDAD AUDITORIUM

Technical Paper Session-IIA3

LEOPOLDO GARCIA FRANQUELO 

AUDITORIUM

Technical Paper Session-IIAA3

LEOPOLDO GARCIA FRANQUELO 

AUDITORIUM

Technical Paper Session-IIB3

IEEE Industrial Electronics Society Annual On-Line Conference (ONCON) -2022 SCHEDULE

Day-1 : Friday, 09 December, 2022 (IST)

TIME (IST)
CORRESPONDING TIME IN OTHER TIME ZONES

SESSION TYPE SPEAKER DETAILS & VENUE

07:15 AM -- 08:00 AM 10:45 AM – 11:30 AM 02:45 AM – 03:30 AM 08:45 PM – 09:30 PM Tutorial-1
Prof. Subhashish Bhattacharya, NCSU, USA

TERRY MARTIN AUDITORIUM

06:30 AM – 07:15 AM 10:00 AM – 10:45 AM 02:00 AM – 02:45 AM 08:00 PM – 08:45 PM Keynote Lecture-1
Prof. Saifur Rahman, PhD,  Virginia Tech, USA

TERRY MARTIN AUDITORIUM

TERRY MARTIN AUDITORIUM

02:45 PM -- 03:30PM 06:15 PM -- 07:00 PM 10:15 AM -- 11:00 AM 04:15 AM -- 05:00 AM Industrial talk-1
Dr. Armin U. Schmiegel, Senior Vice President R&D | ENG, REFU Drive

TERRY MARTIN AUDITORIUM

Technical Paper Session-IA2

TERRY MARTIN AUDITORIUM XINGHUO YU AUDITORIUM

Break

02:00 PM -- 02:45 PM 05:30 PM -- 06:15 PM 09:30 AM -- 10:15 AM 03:30 AM -- 04:15 AM Plenary lecture-1
Prof. Leopoldo G. Franquelo, Sevilla University, Spain

08:00 AM -- 09:30 AM 11:30 AM – 01:00 PM 03:30 AM -- 05:00 AM 09:30 PM -- 11:00 PM Technical Paper Session-IA

Technical Paper 

Session-IA1

Technical Paper Session-IB2

TERRY MARTIN AUDITORIUM XINGHUO YU AUDITORIUM

Break

06:00 PM – 07:30 PM 09:30 PM -- 11:00 PM 01:30 PM -- 03:00 PM 07:30 AM -- 09:00 AM Technical Paper Session-IC
Technical Paper Session-IC1

03:30 PM -- 05:00 PM 07:00 PM -- 08:30 PM 11:00 AM -- 12:30 PM 05:00 AM -- 06:30 AM Technical Paper Session-IB

Technical Paper 

Session-IB1

Technical Paper Session-IC2

TERRY MARTIN AUDITORIUM XINGHUO YU AUDITORIUM

07:30 PM -- 09:00 PM 11:00 PM -- 12:30 AM 03:00 PM -- 04:30 PM  09:00 AM -- 10:30 AM WIE Lecture
WIE Co-ordinator: Prof. Lucia Lo Bello, University of Catania, Italy

TERRY MARTIN AUDITORIUM

Day-2 : Saturday, 10 December, 2022 (IST)

06:30 AM – 08:00 AM 10:00 AM – 11:30 AM 02:00 AM -- 03:30 AM 08:00 PM -- 09:30 PM Technical Paper Session-IIA
Technical Paper Session-IIA1 Technical Paper Session-IIA2

JOHN HUNG AUDITORIUM
GERARD-ANDRE CAPOLINO 

AUDITORIUM

08:45 AM –09:30 AM 12:15 PM -- 01:00 PM 04:15 AM -- 05:00 AM 10:15 PM -- 11:00 PM Plenary lecture-2
Prof. Leila Persa, Baskin School of Engineering, UC Santa Cruz, USA

JOHN HUNG AUDITORIUM

08:00 AM -- 08:45 AM 11:30 AM -- 12:15 PM 03:30 AM -- 04:15 AM 09:30 PM -- 10:15 PM Keynote Lecture-2
Prof. David Perreault, Massachusetts Institute of Technology, USA

JOHN HUNG AUDITORIUM

Technical Paper Session-IIAA2

JOHN HUNG AUDITORIUM
GERARD-ANDRE CAPOLINO 

AUDITORIUM

Break

02:00 PM -- 02:45 PM 05:30 PM -- 06:15 PM 09:30 AM -- 10:15 AM 03:30 AM -- 04:15 AM Plenary lecture-3
Prof. Xinghuo Yu, RMIT University, Melbourne, Australia

09:30 AM -- 11:00 AM 01:00 PM -- 02:30 PM 05:00 AM -- 06:30 AM 11:00 PM -- 12:30 AM Technical Paper Session-IIAA

Technical Paper Session-IIAA1

JOHN HUNG AUDITORIUM

02:45 PM -- 03:30PM 06:15 PM -- 07:00 PM 10:15 AM -- 11:00 AM 04:15 AM -- 05:00 AM Industry Sponsor Session
OPAL-RT Technologies, ANSYS Technologies, Entuple Technologies and TSUYO 

JOHN HUNG AUDITORIUM

Technical Paper Session-IIB2
03:30 PM -- 05:00 PM 07:00 PM -- 08:30 PM 11:00 AM -- 12:30 PM 05:00 AM -- 06:30 AM Technical Paper Session-IIB

Technical Paper Session-

IIB1



LEOPOLDO GARCIA FRANQUELO 

AUDITORIUM

Technical Paper Session-IIC3
LEOPOLDO GARCIA FRANQUELO 

AUDITORIUM

Technical Paper Session-IIIA3

BOGDAN M. WILAMOWSKI AUDITORIUM

Technical Paper Session-IIIB3

BOGDAN M. WILAMOWSKI AUDITORIUM

Technical Paper Session-IIIC3

BOGDAN M. WILAMOWSKI AUDITORIUM

JOHN HUNG AUDITORIUM
GERARD-ANDRE CAPOLINO 

AUDITORIUM

02:00 AM -- 03:30 AM 08:00 PM -- 09:30 PM Technical Paper Session-IIIA

Technical Paper Session-IIIA1 Technical Paper Session-IIIA2

KOUHEI OHNISHI 

AUDITORIUM
CHARLES W. EINOLF, JR. AUDITORIUM

JOHN HUNG AUDITORIUM
GERARD-ANDRE CAPOLINO 

AUDITORIUM

Break

06:30 PM – 08:00 PM 10:00 PM -- 11:30 PM 02:00 PM -- 03:30 PM 08:00 AM -- 09:30 AM Technical Paper Session-IIC
Technical Paper Session-IIC1

03:30 PM -- 05:00 PM 07:00 PM -- 08:30 PM 11:00 AM -- 12:30 PM 05:00 AM -- 06:30 AM Technical Paper Session-IIB

Technical Paper Session-IIC2

08:45AM -- 09:30 AM 12:15 PM -- 01:00 PM 04:15 AM -- 05:00 AM 10:15 PM -- 11:00 PM Tutorial-2
Prof. Biplab Sikdar, National University of Singapore, Singapore

KOUHEI OHNISHI AUDITORIUM

08:00PM -- 08:45 PM 11:30 PM -- 12:15 AM 03:30 PM -- 04:15 PM 09:30 AM -- 10:15 AM Industrial talk-2
Dr. Yebin Wang, Mitsubishi Electric Research Laboratories, Cambridge, MA 

JOHN HUNG AUDITORIUM

08:00 AM -- 08:45 AM 11:30 AM -- 12:15 PM 03:30 AM -- 04:15 AM 09:30 PM -- 10:15 PM Industrial talk-3
Dr. Mark Wehde, Mayo Clinic, USA

KOUHEI OHNISHI AUDITORIUM

Day-3 : Sunday, 11 December, 2022 (IST)

06:30 AM – 08:00 AM 10:00 AM – 11:30 AM

Break

02:00 PM -- 02:45 PM 05:30 PM -- 06:15 PM 09:30 AM -- 10:15 AM 03:30 AM -- 04:15 AM Plenary lecture-4
Prof. Marco Liserre, Kiel University, Kiel, Germany

KOUHEI OHNISHI AUDITORIUM

09:30 AM –10:30 AM 01:00 PM -- 02:00 PM 05:00 AM -- 06:00 AM 11:00 PM -- 12:00 AM Keynote Lecture-3
Prof. Yoichi Hori, Tokyo University of Science, Japan

KOUHEI OHNISHI AUDITORIUM

KOUHEI OHNISHI 

AUDITORIUM
CHARLES W. EINOLF, JR. AUDITORIUM

02:45 PM -- 03:30PM 06:15 PM -- 07:00 PM 10:15 AM -- 11:00 AM 04:15 AM -- 05:00 AM
IES Technical Committee(s) 

Session

IES TC Presentations

KOUHEI OHNISHI AUDITORIUM

08:00PM -- 09:00 PM 11:30 PM -- 12:30 AM 03:30 PM -- 04:30 PM 09:30 AM -- 10:30 AM
Award and Valediictory 

Session

Award and Valediictory Session

KOUHEI OHNISHI AUDITORIUM

Technical Paper Session-IIIB2

KOUHEI OHNISHI 

AUDITORIUM
CHARLES W. EINOLF, JR. AUDITORIUM

Break

06:30 PM – 08:00 PM 10:00 PM -- 11:30 PM 02:00 PM -- 03:30 PM 08:00 AM -- 09:30 AM Technical Paper Session-IIIC

Technical Paper Session-

IIIC1

03:30 PM -- 05:00 PM 07:00 PM -- 08:30 PM 11:00 AM -- 12:30 PM 05:00 AM -- 06:30 AM Technical Paper Session-IIIB

Technical Paper Session-IIIB1

Technical Paper Session-IIIC2



Paper ID Paper Title Track Author's 
Affiliation Country

ONCON22-
000076

Multi-head Attention based Model for Non-Intrusive Appliance State Detection 
in Smart Buildings IIT Bhubaneswar India

ONCON22-
000078

Distributed Cooperative Control for DC Microgrids with Communication Time 
Delays Using Networked Predictive PI Scheme

Southern University of 
Science and Technology China

ONCON22-
000190

Multi-Objective Optimal Component Capacity and MPC-based Optimal 
Scheduling in Smart Apartment Building

University of the 
Ryukyus Japan

ONCON22-
000195 Optimal placement allocation and capacities of storage batteries in  future grid University of the 

Ryukyus Japan

ONCON22-
000226

Decentralized Dynamic Disturbance Compensation control strategy for Multiple 
Parallel Inverters in microgrid

University of Science 
and Technology Beijing China

ONCON22-
000171 Comparative Study of ML Algorithms for Load Redistribution Attack Detection Indian Institute of 

Technology Kharagpur India

ONCON22-
000066

Study on Commutation Torque Ripple Reduction Strategy for Brushless DC 
Motor Targeting Electric Vehicle Applications

National Institute of 
Technology Calicut India

ONCON22-
000071

A Combined Second-Order-Generalized-Integrator Based FLL and Two-Degree-
of-Freedom PID Current Control scheme with Quintic Torque Sharing Function 

for Torque Ripple Minimization in SRM Drives

Indian Institute of 
Technology,Bhubanesw

ar
India

ONCON22-
000123

A Direct Torque Control Scheme for BLDC Motor Drives with Open-end 
Windings

Indian Institute of Space 
Science and Technology, 

Thiruvananthapuram
India

ONCON22-
000141 Universal Model of a Multiphase Permanent Magnet Synchronous Motor Moscow Power 

Engineering Institute
Russian 

Federation
ONCON22-

000177 Investigation on the vibration of a 3-phase SRM Analysis IIEST, Shibpur India

ONCON22-
000217

Effects of Inset-Magnet Depth on the Performance of Axial-Flux PM BLDC 
Machine

I-Hub Foundation for 
cobotics, IIT Delhi India

ONCON22-
000013

Design and Control of a Silicon Carbide (SiC)-Based Isolated Full-Bridge 
Converter with Current-Doubler Rectifier

Indian Institute of 
Technology, Madras India

ONCON22-
000015

Design of a Parasitic Inductance Based Shoot-Through Protection Scheme for 
SiC MOSFET Gate Driver

Indian Institute of 
Technology, Madras India

ONCON22-
000035

High Step-up Common Grounded Switched Quasi   Z-Source dc-dc Converter 
Using Coupled Inductor

Senior Lecturer in Smart 
Power Systems, 

Federation University 
Australia

Australia

ONCON22-
000228

A High Gain Modified Voltage Lift Cell Based DC-DC Converter Using Single 
Switch NIT Raipur India

ONCON22-
000053

A Design Principle Ensuring Uniform Flux Density Distribution of the Two 
Middle Legs Planar Core for LLC Converter Zhejiang University China

ONCON22-
000130

Design and Development of Multi-pulse Rectifier Based DC Injection Circuit 
for More Electric Aircraft Application 

Malaviya National 
Institute of Technology 

(MNIT)
India

ONCON22-
000021 On Synchronization of Van der Pol Oscillator Based Multi-agent Systems RMIT University Australia

ONCON22-
000043

Composite Learning Control for Hypersonic Flight Vehicle Using Historical 
Stack

Harbin Institute of 
Technology China

ONCON22-
000088

Generalization Enhancement of Operator-LSSVM-Based Hysteresis Model 
Using Improved Particle Swarm Optimization for Piezoelectric Actuators

Department of Electrical 
Engineering,  King Saud 

University
Saudi Arabia

ONCON22-
000114

Mixed H∞/H2 Control of a Soft Robotic Structure Actuated by Dielectric 
Elastomers

Polytechnic University 
of Bari Italy

ONCON22-
000128 Sensor Fault Estimator and Fault Tolerant Controller for Boost Converter Northumbria University United Kingdom

ONCON22-
000212

On the Remote Control of Differential Drive Mobile Robots through Wireless 
Networks

National and 
Kapodistrian University 

of Athens
Greece

ONCON22-
000170

Active Disturbance Rejection Control-Based Speed Control of Sensorless 
BLDC Motor IIT Roorkee India

ONCON22-
000232

Open Switch Fault Diagnosis of VSI-fed PMSM Drive using MPC Cost 
Function and Burg Algorithm

Vellore Institute of 
Technology, Vellore India

Day-1 : Friday, 09 December, 2022 (IST)

Technical Paper Session-IA1 / Microgrid Technologies Venue: TERRY MARTIN AUDITORIUM

Power Systems 
and Smart Grid

Technical Paper Session-IA2 / Electric Drives - Modulation and Torque Co ntrol Venue: XINGHUO YU AUDITORIUM

Electrical 
Machines and 

Drives 

Technical Paper Session-IA3 / DC-DC Converters - Design Venue: KAMAL AL-HADDAD AUDITORIUM

Power 
Electronics & 

Energy 
Conversion 

Technical Paper Session-IB1 / Advanced Control and Automation Venue: TERRY MARTIN AUDITORIUM

Control, 
Robotics, and 
Mechatronics

Technical Paper Session-IB2 / Emerging Trends in Industrial Motor Drives and Controls Venue: XINGHUO YU AUDITORIUM



ONCON22-
000233

Performance Comparison of Different Multi-Carrier based PWM Approaches  
for Cascaded H-Bridge Inverter-fed Induction Motor Drives

College of Technology 
,Pantnagar India

ONCON22-
000257

Controller Design Based on Fractional Filter with IMC-PID: Application to 
Servo System and Single Area Power System

Indian Institute of 
Technology, Roorkee, 
Uttarakhand-247667

India

ONCON22-
000259

DC-link Capacitor Voltage Balancing Technique for Four-Level π-Type Inverter 
fed PMSM for Marine Propulsion Application IIT Roorkee India

ONCON22-
000260

Solar PV Assisted Dual Active Bridge Based Multiport EV Fast Charging 
Circuit IIT Roorkee India

ONCON22-
000220

Sliding Mode Control for Single-Leg Multi-Mode Converter for Battery Storage 
Applications Texas A&M University Qatar

ONCON22-
000011

A Comparative Investigation of Design Methods for Control of dc/dc Power 
Supplies

Technical University of 
Iasi Romania

ONCON22-
000080

A Gate Driver Circuit with Variable Gate to Source/Emitter Voltage Applicable 
on Si-MOSFETs, SiC MOSFETs and IGBTs

Indian Institute of 
Science Bangalore India

ONCON22-
000179

Small-Signal Analysis of Parallelly Connected Buck Converters and Nonlinear 
Droop Control Design for Ultra-Fast Transient Performance in DC Microgrids

Associate Professor, IIT 
Kharagpur India

ONCON22-
000213

Fundamental Comparison of Efficiencies of Voltage Source Converter Phase-
Leg Configurations with Super-Junction MOSFETs

University of 
Strathclyde United Kingdom

ONCON22-
000198

PID Controller Tuning in Scalable Multiphase Buck Converters under Constant 
On-Time Control for Ultra-Fast Transient with Phase Current Balancing

Associate Professor, IIT 
Kharagpur India

ONCON22-
000022 Optimizing the process of Police hotlines PhD student at saint 

joseph university Lebanon

ONCON22-
000163

A Programmatical Method for Real-time Simulation of Black-box LSTM-based 
Models of Power Electronic Converters in Hypersim

École de technologie 
supérieure (ÉTS) Canada

ONCON22-
000146

Robust Distributed MPC for Constrained Multi-Agent Systems against DoS 
Attacks University of Victoria Canada

ONCON22-
000157

Creep and Hysteresis Compensation with Feedforward/Feedback Controller for 
an Ultra-Precise Nanopositioning Stage 

Department of Electrical 
Engineering, King Saud 

University
Saudi Arabia

ONCON22-
000112

Sharing the digital product memory on the supply chain in the context of 
Industry 4.0

Universidade de São 
Paulo, Escola 

Politécnica
Brazil

ONCON22-
000280 An Integrated Simulation Framework for Construction Site Operations Mälardalen University Sweden

ONCON22-
000031

Fuzzy Based Adaptive Linear Active Disturbance Rejection Control for High 
Speed PMSM Kiel University Germany

ONCON22-
000039 A New Torque Ripple Minimization Approach for Switched Reluctance Drives University of 

Strathclyde United Kingdom

ONCON22-
000062

Performance Investigation of a Traction Electric Drive Under Various 
Modulation Strategies, DC-link Voltages and Switching Frequencies University of Windsor Canada

ONCON22-
000205

A torque-based MRAS estimator for position/speed sensor-less control of DFIG 
systems University of Pretoria South Africa

ONCON22-
000137 SiC inverter induction motor drive for automotive powertrains Hella Timisoara Romania

ONCON22-
000244

Virtual Voltage Space Vector based Direct Torque Control Scheme with 
Common Mode Voltage Elimination for Induction Motor Drives 

Indian Institute of Space 
Science and Technology, 

Thiruvananthapuram
India

ONCON22-
000131

Performance Analysis of R-int Approximation in Battery Equivalent Circuit 
Models University of Windsor Canada

ONCON22-
000132 Real-time Battery Capacity Estimation Based on Opportunistic Measurements University of Windsor Canada

ONCON22-
000133

Tabular Open Circuit Voltage Modelling of Li-ion Batteries for Robust SOC 
Estimation University of Windsor Canada

ONCON22-
000247

State-of-charge estimation of batteries using the extended Kalman filter: 
insights into performance analysis and filter tuning University of Windsor Canada

ONCON22-
000251

Development of a Machine Learning Technique to Accurately Estimate Battery 
State of Charge

University of Wisconsin-
Madison United States

ONCON22-
000065

Power Electronics Based High-Speed Switching Module for 1500 V dc Traction 
Rectifier Stations NA Germany

ONCON22-
000219

A Comprehensive Review of Active EV Battery Cell Voltage Balancing 
Systems: Current Issues and Prospective Solutions Ontario Tech University Canada

Industrial 
Automation, 

Communication, 
Networking, and 

Informatics

Emerging 
Trends in 

Industrial Motor 
Drives and 
Controls

Technical Paper Session-IB3 / DC-DC Converters - Analysis and Control Venue: KAMAL AL-HADDAD AUDITORIUM

Power 
Electronics & 

Energy 
Conversion

Technical Paper Session-IC1 / Advanced Control and Informatics Venue: TERRY MARTIN AUDITORIUM
Cloud 

Computing, Big 
Data and 
Software 

Engineering

Control, 
Robotics, and 
Mechatronics

Electric 
Transportation

Technical Paper Session-IC2 / Electric Drives - Control Aspects Venue: XINGHUO YU AUDITORIUM

Electrical 
Machines and 

Drives 

Technical Paper Session-IC3 / Battery Energy Storage System - Modeling and Estimation Venue: KAMAL AL-HADDAD AUDITORIUM

Electrical 
Energy Storage 

Systems



Paper ID Paper Title Track Author's Affiliation Country

ONCON22-
000045 Stability Analysis of Active Front End Rectifier in Low-Voltage AC Micro-grid University of Nottingham Ningbo 

China China

ONCON22-
000090 Irradiance Effect on the Bifaciality Factors of Bifacial PV Modules IIT KGP India

ONCON22-
000096 Control of Single Phase Grid-Integrated Isolated Converter Based PV Supply Shri G. S. Institute of Technology 

and Science Indore India

ONCON22-
000104

A Combined Adaptive Coefficient Particle Swarm Optimization MPPT approach and TT 
configured PV Array to Enhance Maximum Power under PSC

National institute of Technology 
Goa India

ONCON22-
000142

Minimizing the Energy Storage Size in a Full Solar EV Charging Station by Optimising the Size 
and Orientation of PV Panel Group Sets

Politeknik Pertanian Negeri 
Payakumbuh Indonesia

ONCON22-
000273 Control of a Two-Stage Multiple Photovoltaic and Central BES Based Microgrid Indian Institute of Technology 

Delhi India

ONCON22-
000207

Implementation and Efficiency Calculation of Fuel-Cell Vehicles Using a Bidirectional DC/DC 
Converter with ZVS 

Senior Lecturer in Smart Power 
Systems, Federation University 

Australia
Australia

ONCON22-
000208 A New Transformer-Less Common Grounded Nine-Level Grid-Connected Boost Inverter

Senior Lecturer in Smart Power 
Systems, Federation University 

Australia
Australia

ONCON22-
000249

A New Modulation Technique for H6 Transformerless Inverter to Minimize Leakage Current with 
Reduced Power Loss 

Senior Lecturer in Smart Power 
Systems, Federation University 

Australia
Australia

ONCON22-
000286 Power Quality Improvement of the Distribution System using a Solid-State Transformer University of Wollongong Australia

ONCON22-
000101

Prevention of an Overvoltage Problem by adding a Receiver Circuit for a Wireless Power Transfer 
System with Misalignment

Tokyo University of Marine 
Science and Technology Japan

ONCON22-
000069

Dual CL/LLC DC/DC Resonant Circuit Modules For Step-up Power Interface in Microwave 
Magnetron Application York University Canada

ONCON22-
000002

Model-Free Neural-Network-Based Adaptive Control for Single-Phase Dual-Active-
Bridge Converter

Saint-Joseph University of 
Beirut Beirut

ONCON22-
000140

Stability Design of Single-loop PI Controller for Grid-Forming Converter with Compact 
LLCL Filter TU Kaiserslautern Germany

ONCON22-
000174

A virtual impedance droop controller to reduce the circulating current and enhance the 
transient response of parallel inverters during island operation of AC microgrids

École de technologie supérieure 
ÉTS Canada

ONCON22-
000175

A Particle Swarm Optimization based Hybrid Pulse Width Modulation Strategy for 
Single DC Source per Phase Fed Binary Asymmetric Cascaded H-bridge Photovoltaic 

Inverter
India

ONCON22-
000204

Artificial neural network based auto-tuned PI compensator to enhance the dynamic 
response of the DC-link voltage in a grid-connected voltage source converter University of Sousse Tunisia

ONCON22-
000019 Real-Time Simulation of a Neutral Point Clamped Dual Active Bridge Converter Electronic System on Chip and 

Embedded Control Polytechnique Montréal Canada

ONCON22-
000085

A Novel Hybrid DC Circuit Breaker Topology with Extended Operating Time Suitable 
for Mechanical Switches

Indian Institute of Science 
Bangalore India

ONCON22-
000106 A Bridge-less Cuk-derived Voltage Doubler Based Power Factor Correction Rectifier MNIT Jaipur India

ONCON22-
000107

Integrating Second Life EV batteries to a PV based DC system using a Novel 
Bidirectional Four-Port Converter IIT Kharagpur India

ONCON22-
000125

INTERNAL MODEL CONTROL SCHEME BASED PV BATTERY CHARGING 
SYSTEM UTILISING BUCK CONVERTER FOR EV APPLICATION NIT Patna India

ONCON22-
000117

PI controller with decoupler design for SIDO buck converter based on frequency 
response approximation NIT Patna India

ONCON22-
000203

A Single Phase DC-AC Converter using Dual Active Bridge fed Unfolder Circuit with 
Current Stress Minimization

Indian Institute of Technology 
Delhi India

ONCON22-
000004

Evaluation of DC Machine Armature Winding Temperature Estimation Using 
Temperature Measured on Brush and Bearing Universiti Malaysia Pahang Malaysia

ONCON22-
000038

A Pulse-injection Based Position Sensorless Control of SRM with Adaptive 
Commutation Angle For EV IIT Delhi India

ONCON22-
000026

Design of Single-Stage Light Electric Vehicles Battery Charger based on Isolated 
Bridgeless Modified SEPIC Converter with Reduced Switch Stress Electric Transportation IIT Delhi India

ONCON22-
000033 Estimation of Iron Losses in a SynRM with Segmented Rotor Universiti Malaysia Pahang Malaysia

ONCON22-
000172

Exploring Multi Phase Transformer and Floating Voltage Source Inverter based 
Induction Motor Drive System IIT Delhi India

ONCON22-
000055

A Three Phase Universal PEV Charger Based on SRC-FBLLC DC-DC Converter for 
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Abstract—Non-intrusive load monitoring, also known as energy
disaggregation, is the task of identifying the status of the electrical
appliances and their energy consumption in a building from the
knowledge of the aggregate energy consumption alone. Recently,
many deep learning approaches have successfully handled this
problem. Generally, the deep learning models for the task take
the low-frequency aggregate energy data collected by the smart
meter of the building and estimate the status of the target
appliance (ON/OFF). In this paper, an attempt is made to further
improve the performance and generalizability property of the
task by adopting the powerful multi-head attention mechanism
from the field of language translation. In addition, two parallel
branches of the convolutional layer are also placed to extract
the features of the input at different scales, which assists the
attention mechanism in improving the performance. The model’s
performance is compared with another deep learning-based state-
of-the-art model using two publicly available datasets. The test
results establish the superior performance and generalizability
of the proposed model.

Index Terms—Energy disaggregation, Deep learning, Attention
model, Non-intrusive load monitoring

I. INTRODUCTION

Smart Meters (SM) play a significant role in making build-
ings energy-aware and energy-efficient. Recently, SMs have
been deployed aggressively worldwide, mainly to log energy
consumption and events accurately, monitor the quality of
supplied energy, and manage the energy intelligently in a
building. For proper energy management, the SM must know
about the individual appliance’s status (ON/OFF) and energy
consumption levels. These days, this information is obtained
non-intrusively without using dedicated sensors or sub-meters.
The aggregate energy signal of the building, measured by the
SM, is processed using software to estimate the individual
appliance status. This technology is known as Non-Intrusive
Load Monitoring (NILM) or energy disaggregation.

The idea of NILM was first introduced in [1] by G.W. Hart
in 1992 using clustering techniques and was realized by de-
ploying separate data acquisition mechanisms. Since then, the
technology has continuously evolved to its present form where
NILM is a functionality of SM primarily solved using either
sophisticated signal processing, modern machine learning or
deep learning (DL) approach. So far, all the methodologies
developed for NILM can be broadly classified into two major
categories: event-based and eventless methods [2]. In event-

based methods, an event detector detects the occurrence of
electrical events. Later, using the signature of each detected
event, the appliance responsible for that event is identified
either by using signature matching, machine learning, or opti-
mization algorithms. A few recent event-based NILM solutions
can be found in [3], [4]. In an eventless method, avoiding the
event detection stage, the aggregate energy data is directly used
to infer the combination of appliances that gives rise to the
aggregate energy. This problem is mainly solved using state-
based methods like the Factorial Hidden Markov Model [5].
Recently, a significant section of eventless NILM algorithms
has been developed using DL models, where separate models
corresponding to different target appliances are learned to
identify the appliance’s status and energy consumption level.
In such algorithms, a sequence of aggregate energy samples
is studied to infer the status of the target appliance. Popular
DL models for the NILM task include recurrent-based Long
Short Term Memory (LSTM) [6], [7], Convolutional Neural
Network (CNN) [8], [9], Temporal Convolutional Network
(TCN) [10]–[12], and denoising autoencoders [13]. A detailed
review describing the evolution of NILM and, specifically,
the DL approaches for NILM can be found in [2] and [14],
respectively.

The recurrent network-based models are suitable for han-
dling sequential information but fail to handle long sequences
due to vanishing gradient problems. Also, it can not efficiently
use computing resources due to its inherent property of using
one piece of information at a time. Hence, sometimes it
is used in conjunction with a convolution-based network,
which uses layers of filters to gather information from a
wider section of the input sequence. However, the architecture
still precludes parallelization. Moreover, the performance of
these models still needs significant improvement to handle
real-life appliance monitoring scenarios. As a solution, this
work introduces multi-head attention (MHA) based network
inspired by the powerful transformer model [15] from the
field of language translation. To the authors’ knowledge, this
is the first attempt that creatively adopts the transformer
architecture initially developed for the sequence-to-sequence
type of learning problem in the appliance classification task.
The results obtained from the proposed model tested on a
publicly available dataset prove the model’s superiority over
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Fig. 1. NILM in a Smart Building

the state-of-the-art model developed using TCN. Further, the
trained model is also evaluated in a cross-domain scenario
where the test appliances are chosen from a building of a
completely different dataset to establish the model’s general-
izability property.

The remainder of the article is as follows. Sec. II formally
introduces the NILM problem and discusses various building
blocks of the proposed model. The detailed architecture of the
proposed solution methodology is discussed in Sec III. In sec.
IV, experimental settings and the performance of the proposed
model are discussed. At last, sec V concludes the article and
highlights the future developments.

II. BACKGROUNDS AND PROBLEM FORMULATION

A. NILM software as a element of smart meter

The task of NILM is to process the aggregate signals
(e.g., real and reactive power, voltage or current) collected
at the electrical entrance of the building and estimate the
status(ON/OFF) of the major appliances in the building. In
some NILM solutions, the software is designed to estimate
the energy consumption of the appliances directly. The SM is
an ideal choice to host the NILM software as it is capable
and suitably located to acquire the required information.
A schematic of the NILM algorithm running in an SM is
illustrated in Fig. 1. As per the requirements of the NILM
algorithm, the SM samples and feeds the desired aggregate
signal. The output of NILM can be utilized for building energy
management, generating itemized energy bills and assessing
appliance health conditions. The NILM information can also
be used by the utility in implementing effective demand-side
management and performing energy forecasting.

B. Problem Formulation

Consider a building with K number of target appliances,
where kth appliance consumes yk(t) energy at time instant t.
Then the aggregate energy consumption x(t) of the building
at time instant t can be written in the form of Eq. 1.

x(t) =

K∑
k=1

yk(t) + e(t) (1)

where, e(t) is the sum total of energy consumed by an
unknown appliance and the error associated with the energy

Fig. 2. Dot product attention and multi-head attention mechanism

measuring devices. Further, using the ON/OFF status of the
appliance, Eq. 1 can be rewritten as in Eq. 2.

x(t) =

K∑
k=1

sk(t).yk
on + e(t) (2)

where,

sk(t) =

{
1, if kth appliance is ON at time t
0, if kth appliance is OFF at time t

(3)

and yk
onrepresents the ON-state energy consumption of kth

appliance. Assuming yk
on remains within a range for a target

appliance, the task for NILM is to estimate sk(t) for all the
target appliances solely on the basis of x(t). The task is
achieved by learning separate models corresponding to each
target appliance. In particular, to estimate star(t) for a given
target appliance, the Eq. 2 takes the form of Eq. 4

x(t) = star(t).ytar
on +

K∑
k=1,k ̸=tar

sk(t).yk
on + e(t)

= star(t).ytar
on + ϵ(t)

(4)

where ϵ(t) is IID non-Gaussian noise representing the sum
of e(t) and the contribution of all other appliances to x(t).
The above learning task is challenging and not learnable given
a single sample of x(t). Hence, a finite length sequence of
x(t) is used for learning a function for detecting the state of
the target appliances. Mathematically, learn a function Fstatus

that maps input aggregate energy sequence of length w to
a binary class representing the ON/OFF status of the target
appliance, i.e., Rw

+
Fstatus−−−−−→ [on, off]. This type of problem

is generally known as a sequence-to-point learning problem
and can be solved using modern DL approaches. This paper
realizes the function Fstatus using a novel DL model which
predicts the appliance status corresponding to the end-point of
the aggregate input sequence X of length T .

C. Attention and Multi-head Attention

The attention mechanism helps focus on the input se-
quence’s most significant parts while predicting an output.
The introduction of the attention mechanism assisted many DL
models in achieving state-of-the-art results in various fields of
applications. Among the various methods available to calculate
attention, dot product attention is the most popular owing to
faster operation and space efficiency. The dot product attention
is calculated using the information retrieval method’s query,



Fig. 3. Proposed model architecture for appliance state detection

key, and value concepts. Specifically, given a query (q ∈ Rdk )
corresponding to a position in the input sequence of length
T , and key-value pairs (K ∈ RTXdk , and V ∈ RTXdv ) for
whole sequence, attention calculates the weighted sum of all
the values. The attention weights are calculated using query
and corresponding keys. In practice, to leverage the power of
matrix multiplication, attention for all the input positions in
the sequence is calculated at once by stacking all the q′s in a
matrix Q(∈ RTXdk). Mathematically,

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (5)

where, softmax(QKT

√
dk

) ∈ RTXT is the attention weight
matrix and ijth element in the matrix represents how much
attention to be paid to jth location while processing the
information at ith location. This is called scaled dot product
attention. Moving a step ahead, the Q, K, and V matrices
are independently and linearly projected multiple times (called
number of heads, h) to obtain multiple representations of
attention parallelly. This modification is more powerful than
single attention and is known as multi-head attention. Fig.
2 illustrates the scaled dot product attention and multi-head
attention.

D. Convolutional Neural Network

Traditionally, convolutional neural networks are developed
for computer vision applications like object detection and
image classification. However, the one-dimensional version of
CNN is also helpful for various sequence modelling appli-
cations, including audio processing, machine translation, and
NILM [8], [13]. This is mainly due to its superior feature
extraction and multi-scale information capture abilities.

III. PROPOSED METHODOLOGIES

This section discusses the proposed model architecture and
explains the loss function to train the model. As depicted in
Fig. 3, the proposed model constitutes four major modules:
feature extractor, positional encoding, MHA and feed-forward
module. The model takes a window of aggregate signal, X of
length T , as input and produces a binary output representing
the status of the target appliance. The input signal is first
passed through two parallel branches of 1-D CNN structures of
different filter lengths. Each branch in this layer helps extract

the useful features, f , from the input sequence as per Eq. 6.
Both the CNN structure uses dmodel number of filters, making
f of shape RTXdmodel , which are then added to prepare the
input to the attention module.

f = F (X, θCNN ) = ReLu(Conv1D(X, θCNN )) (6)
It is to be noted that, in the above step, the temporal

information of the input sequence is lost as the whole input
sequence is presented at once. Hence, to inject the positional
information into the input sequence, a positional encoder
layer which generates sine and cosine functions of varying
frequencies is deployed. To inject the positional information
to the tth element of the input sequence, whose dimension is
dmodel, Eq. 7 and Eq. 8 are used. Here, i ranges from 0 to
(dmodel

2 − 1).

PE(t,2i) = sin(t/100002i/dmodel) (7)

PE(t,2i+1) = cos(t/100002i/dmodel) (8)

The embedded input sequence with added positional in-
formation ∈ RTXdmodel is presented to the MHA module.
Inside the MHA, the sequence is passed through three parallel
linear layers each of dimension RdmodelXdmodel to produce
the Q ∈ RTXdmodel , K ∈ RTXdmodel , and V ∈ RTXdmodel

matrices. Each of the above Q, K, and V matrices are
passed into h different heads for calculating the attention. In
particular, inside each head, the dimension of Q, K, and V is
shrink to RTXdk , via linear projections, where dk = dmodel/h.
Now, the self-attention is calculated for all the heads parallelly
as per scaled dot product attention discussed in sec II-C.
The output from each head is then concatenated to regain
the original dimension of RTXdmodel . This operation enables
the model to attend different representation subspaces and
positions jointly. For example, one head may learn to focus
on the energy level transitions of the appliance, and another
head might learn to focus on the ON-state duration of the
appliance. This module establishes a residual connection with
identity mapping to help during the training of such a deep
network.

The architecture’s last module consists of two stages of
feed-forward layers followed by a softmax layer. The softmax
operation produces the probability of the appliance status.



The goal of training the model is to optimize the parameters
of all the modules so that the model predicts the correct output
label for a given input sequence. This can be mathematically
expressed as,

θ∗ = argmaxθ∗
CNN ,θ∗

MHA,θ∗
FF
p(s|X) (9)

where θ∗ represents the optimal parameter of the overall
network and θ∗CNN , θ

∗
MHA, and θ∗FF represent the optimal

parameters of the individual modules. Note that there are no
parameters to learn in the positional encoding module. The
model is trained using the cross-entropy loss function, which
is expressed in Eq. 10.

L = −(s log ŝ+ (1− s) log(1− ŝ)) (10)

Generally, mini-batches of size Nb samples are applied to the
model at once to speed up the training process. In such a case,
the cross-entropy loss takes the form of Eq. 11.

L = − 1

Nb

Nb∑
n=1

(sn log ŝn + (1− sn) log(1− ŝn)) (11)

IV. EXPERIMENT SETTINGS AND RESULTS

This section explains the details regarding the implemen-
tation of the proposed model and various ways to access its
performance.

A. Dataset

This work considers two publicly available datasets, REFIT
[16] and UK-DALE [17], for training and assessing the per-
formance of the proposed model. The REFIT dataset contains
appliance and aggregate data collected over two years from
20 different buildings in England. Here, both the appliance
and aggregate data are sampled every eight seconds. Similarly,
the UK-DALE dataset contains appliance and aggregate infor-
mation of 5 different buildings located in the UK. Here, the
aggregate and appliance data are sampled every six seconds.
Additionally, only aggregate data sampled every second is
available in the UK-DALE dataset. The model is trained with
data from different buildings in the REFIT dataset in this
work. The trained model is tested in two different scenarios as
follows. The model was tested in an unseen building from the
REFIT dataset in one scenario. The model is tested in a facility
from the UK-DALE dataset in another scenario. The latter
scenario is called a cross-domain scenario and is challenging,
as the statistical property of two different datasets is distinct.
However, this test is necessary to evaluate the generalizability
of the model. Details about different buildings used for training
and testing in the above two scenarios are listed in Table I.

B. Data Preprocessing

As the sampling of the UK-DALE dataset is different from
the REFIT dataset, it is down-sampled to match the sampling
rate of the REFIT dataset, which is 8 sec. A few other
cleaning and processing of the raw data are necessary as some
appliances operate sparsely. For example, the washing machine
may operate only for a few hours weekly. This makes the

TABLE I
BUILDINGS USED TO TRAIN AND TEST IN DIFFERENT SCENARIOS

Training Testing

Appliances Buildings
of REFIT Dataset

Same Domain Testing
using REFIT Dataset

Cross Domain Testing
using UK-DALE Dataset

Microwave 2,6,10 4 2
Dishwasher 2,5,13,16 9 2
Washing Machine 2,6,10 16 2
Fridge 1,6 7 2
Kettle 5,6,8 2 2

training data highly unbalanced, making the model harder to
train. Further, testing with such unbalanced data yields less
meaningful results. Hence, to balance the data, sub-sequences
containing the activation window of the appliances, along
with some non-activation windows, are extracted. These sub-
sequences are appended to prepare the aggregate and appliance
data sequences. Following this, the sequences are standardized
using, x = (x−x̄)

σ . Where x̄ and σ correspond to the mean
value and standard deviation of the sequence x. Training
samples are prepared from these standardized sequences by
running a sliding window of length T with stride 1.

C. Implementation Details

The model takes the input signal of window length, T , of 36
samples which correspond to 4.8 minutes of aggregate signal
and produces binary output representing the ON/OFF status of
the target appliance corresponding to the endpoint of the input
window. The appliance’s energy consumption is estimated by
simply multiplying its ON state energy consumption. The ON
state energy for appliance dishwasher, microwave, fridge and
kettle is chosen as 2200, 1100, 80, and 2750, respectively.
The energy consumption for the appliance washing machine
is not estimated as its ON-state energy ranges from a few
watts to 2000 watts. Convolutional kernels of size 3 and 4
are used in the feature extraction layer of the model. The
model dimension, dmodel and the number of heads h are
chosen as 128 and 8, respectively. Training samples are divided
into mini-batches of size 128 and trained using Adam as an
optimizer for a sufficient number of epochs. The whole model
is developed in Python 3.10 using Pytorch as a library and
trained in an NVIDIA GeForce GTX 1050 Ti GPU.

D. Performance Evaluation Metrics

Two popular metrics, accuracy and f -score as per Eq. 12
and 13, are used to assess the status detection performance
of the model. Here, TP , TN , FP and FN represents
true positive, true negative, false positive and false negative
respectively and precision = TP

TP+FP , recall = TP
TP+FN .

Signal Aggregate Error (SAE) metric, as per Eq. 14, is used
to assess the energy disaggregation performance. In Eq. 14,
N represents the number of disjoint blocks in the total test
duration, each with M time steps.

Accuracy =
TP + TN

TP + TN + FP + FN
∗ 100% (12)

f − score =
2 ∗ precision ∗ recall
precision+ recall

(13)



TABLE II
TEST RESULTS IN AN UNSEEN BUILDING OF REFIT DATASET. MW →

MICROWAVE, DW → DISH WASHER, WM → WASHING MACHINE

Metrics Methods MW DW WM Fridge Kettle

f -score (%) TCN [11] 80.56 90.35 67.97 84.04 83.78
Ours 90.33 95.08 71.55 87.45 88.10

Accuracy (%) TCN [11] 85.54 91.67 68.20 87.78 89.34
Ours 92.18 90.00 72.06 91.10 92.02

SAE (Watt) TCN [11] 77.14 141.40 - 9.71 67.78
Ours 30.08 58.92 - 5.74 33.52

SAE =
1

N

N∑
n=1

1

M

∣∣∣∣∣
M∑

m=1

y(m)−
M∑

m=1

ˆy(m)

∣∣∣∣∣ (14)

E. Results and Discussions

The performance of the proposed model evaluated in an
unseen building of the REFIT dataset as per Table I is
reported in Table. II. All the results are collected by averaging
the results of three trials. The results are compared with
those obtained from a model developed using layered TCN
architecture as discussed in [11]. As in [11], it is already
established that the TCN’s performance is superior to the
CNN model; we have not explicitly tested with a CNN-based
model. It can be observed from the results that the proposed
model performs better for all the appliances while compared
using both f -score and accuracy metric. In particular, the
f -score for the appliance microwave, dishwasher, washing
machine, fridge and kettle is higher than the TCN-based
model by 12.1%, 5.2%, 5.2%, 4%, and 5.1% respectively.
Similarly, the accuracy score for the appliance microwave,
dishwasher, washing machine, fridge and kettle is higher than
the TCN-based model by 7.7%, 1.85%, 5.65%, 3.7%, and
3% respectively. This is mainly due to the powerful multi-
head attention mechanism, which pays attention to significant
positions in the input sequences while classifying the status.
Further, the convolutional filters aid the attention module by
providing meaningful information about the input sequence.
The disaggregation result of the proposed model using the
SAE metric also supports the results of the classification task.
Again, all four appliances perform better than the TCN-based
model. Disaggregation results for a few portions of the test
data are plotted in Fig. 4 considering constant ON state energy
consumption. As the washing machine operates at different
energy levels during its operation cycle, its SAE calculation
will be erroneous. Hence, we refrain from calculating SAE
for the appliance “washing machine”. It can be seen that the
proposed model satisfactorily disaggregates all the appliances
except for a few complex scenarios. For instance, the model
for the appliance dishwasher is momentarily confused with
the switching of another appliance having a similar ON state
energy level. Similarly, the model for the appliance kettle
yields some disaggregation error due to asynchronous labeling
on the aggregate and the ground truth information in the
dataset. The comparison of the models based on the Precision
and Recall metric is also indicated in fig. 5.
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Fig. 4. Disaggregation results in unseen buildings of REFIT dataset

Both models perform relatively poorly for the appliance
washing machine as it is a multi-state appliance with four
distinct operating zones, making the classifier challenging to
train. Similarly, the signature of the small energy-consuming
appliance, the fridge, fades while large appliances dominate
the aggregate signal. As a solution to this, the concept of
ON state augmentation, as discussed in [12], is used in this
paper. This modification improves the classification results of
the fridge significantly.

The generalizability property of the proposed model is also
tested in the cross-domain UKDALE dataset. The results of
the model evaluated in the UKDALE dataset are reported
in Table III and fig. 6. It can be observed from the results
that the proposed model is robust enough to perform in an
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Fig. 5. Classification results in unseen buildings of REFIT dataset

TABLE III
TEST RESULTS IN UNSEEN BUILDING OF UKDALE DATASET. MW →

MICROWAVE, DW → DISH WASHER, WM → WASHING MACHINE

Metrics Methods MW DW WM Fridge Kettle

f -score (%) TCN [11] 67.33 90.07 50.19 96.64 80.69
Ours 78.86 91.69 77.04 97.09 82.36

Accuracy (%) TCN [11] 94.01 93.90 74.96 97.42 95.48
Ours 96.51 95.02 86.04 97.83 95.95

SAE (Watt) TCN [11] 59.70 123.28 - 3.77 100.51
Ours 36.08 106.27 - 3.97 88.97

unseen scenario with significant differences from the training
scenario in terms of its statistical properties. Further, it can also
be observed that the proposed model can satisfactorily detect
appliances with complex operating patterns that exhibit various
cycles during their operation. For instance, the performance of
the proposed model for complex appliances like microwave,
and washing machine shows significant improvement over the
TCN-based model. It is to be noted that both the models
perform almost similarly for simple appliances with constant
ON state values, like fridge and kettle.
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Fig. 6. Classification results in cross-domain UKDALE dataset

V. CONCLUSION

This paper presents a novel multi-head attention-based
model architecture to classify the status of the major ap-
pliances in a smart building. The task is accomplished by
solely processing the aggregate energy signal data of the
building collected by the SM. A window of low-frequency
aggregate energy samples is first passed through a CNN
layer to extract the meaningful features. It also makes the
input sequence suitable for the subsequent attention layer. The
attention layer calculates self-attention among the positions of
the input signal. Finally, the output of the attention layer is
passed through the softmax layer to produce a binary output
corresponding to the ON/OFF status of the target appliance.
The proposed model’s performance is tested using two pub-
licly available datasets in two different scenarios. The test
results indicate the model’s superiority over the state-of-the-art
model developed using TCN. However, a few improvements

can still be made to the model to make it more accurate
and most suitable for real-life applications. First, the feature
extraction capability of the model can be further enhanced to
improve the overall performance of the model. To this end,
the CNN feature extractor module can be replaced with a
“kernelized” version of CNN called a kervolutional neural
network or a TCN module. The kervolution operation (e.g.,
a Gaussian kernel) can extract more meaningful features by
using a highly non-linear projection of the input sequence.
Similarly, a TCN can help extract features from a longer
time horizon without increasing the number of parameters.
Second, the complexity of the model in terms of the number of
parameters can be optimized without sacrificing performance
by using non-parameterized feature extraction methods. These
improvements will make the model more robust and ready for
wide-scale adoption.
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Abstract—This paper is concerned with the communication
time delay problem in the cyber-physical DC microgrid. A
networked predictive PI control scheme is proposed to realize
simultaneous voltage recovery and power sharing in the presence
of time delays. The proposed method actively compensates for
communication delays in a distributed manner. Owing to the
proactive prediction, the microgrid can achieve a good perfor-
mance with delays in the cyber layer. The effectiveness of the
proposed scheme is validated via detailed simulations.

Index Terms—DC microgrids, distributed cooperative control,
predictive PI control, communication delay

I. INTRODUCTION

With the rapid development of renewable distributed gen-
eration (DG) techniques, DC microgrids are gaining more
attention nowadays since they are more efficient when con-
necting DGs, loads, and storage units [1], [2]. To effectively
manage the energy, the hierarchical control architecture is
generally utilized in microgrids [3]. In the control hierarchy,
the distributed cooperative secondary control strategy becomes
an alternative to centralized or decentralized control strategies.
The main purpose of the secondary control is to restore the
voltage drop caused by the droop-based primary control and to
achieve precise proportional power sharing [4]. For example,
the predefined-time secondary control for DC microgrids is
proposed in a distributed manner in [5]. To reduce the commu-
nication burden, an event-triggered distributed control strategy
is developed in [6]. Clearly, all these secondary control meth-
ods rely on communication networks for data exchange. As a
coin has two sides, the communication network introduced for
secondary control inevitably introduces communication time
delays [7]. Therefore, it is necessary and meaningful to solve

This paper was supported in part by the National Natural Science Founda-
tion of China under Grants 62173255 and 62103308.

the communication time delay problem in microgrid secondary
control schemes.

In recent years, various results are obtained for commu-
nication delays within microgrids. Shyam et al. review the
existing secondary controller against communication delays
in [8], and the delay margin and its sensitivity to system
parameters are analyzed with a PI-based consensus algorithm.
In [9], a droop-free distributed controller is designed to achieve
simultaneous voltage restoration and load sharing, and the
stability criteria under both constant and time-varying com-
munication delays are derived. Considering the communication
delay, a surplus consensus-based distributed secondary control
is proposed in [10]. The proposed observer is proven to be
robust to communication delays. Additionally, the Lyapunov-
Krasovskii functional and the scattering transformation tech-
nique are effective for communication time delays [11]–[13].
In summary, the aforementioned schemes all adopt a passive
approach to solve the delay problem. Although the effect of
communication delays can be mitigated to a certain extent,
we prefer to solve the problem in a proactive way for better
performance.

Inspired by the networked predictive control (NPC) scheme
which actively compensates for time delays [14], several
results are achieved for the power grids. In [15], a wide-area
power oscillation damper is designed for wind farms with com-
munication constraints based on the NPC scheme. However, it
is only available for single-agent systems. For DC microgrids,
a coordinated predictive control scheme is proposed to actively
address the delay issue of microgrids in [16], but the neighbor
coupling term may affect its distributed characteristic. As
known, the distributed control framework is a fundamental
requirement for microgrids. Hence, more efforts should be
made to improve the strategy in [16].
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Motivated by the discussion above, this paper aims to
develop a distributed control scheme to reduce the impact
of communication time delay in a proactive way. Different
from the existing works, the contributions of this paper can
be concluded as follows.

1) Different from the previous passive solutions for com-
munication delays in microgrids, this paper proposes a
predictive PI (PPI) control scheme for the secondary
control subject to communication time delays.

2) This paper modifies the previous NPC strategy, mainly
on distributed features. The conventional multi-agent
system NPC has high requirements on communication
topologies, while the predictor proposed in this paper
can operate in a distributed manner.

The rest of this paper is organized as follows. In Section
II, the conventional control structure for DC microgrids and
its communication constraints are presented. The networked
PPI control scheme is carried out in Section III. Simulation
evaluations of the proposed controller are presented in Section
IV. The conclusion is given in Section V.

II. PRELIMINARIES AND PROBLEM STATEMENT

Fig. 1 depicts the structure of an islanded DC microgrid and
its distributed control framework. The DC microgrid mainly
includes power supplies of DGs or energy storage units,
power converters, and various loads. In order to facilitate the
understanding of the subsequent work, this section provides
a brief overview of distributed secondary control and its
communication delay.

A. Primary Control and Distributed Secondary Control

The two main control objectives of DC microgrids are
accurate voltage regulation and proportional power sharing. To
achieve the two objectives, the primary and secondary control
schemes are employed, as shown in Fig. 1. Specifically, the
droop mechanism generate the reference voltage value vrefi for
local voltage/current controller as follows.

vrefi = vni −Rvir
i ii, (1)

where vni represents the voltage setpiont given by the sec-
ondary control layer, Rvir

i is the virtual impedance for power
allocation, and ii represents the output current of the ith DG.

Due to the droop nature of the primary control, the sec-
ondary control is employed for voltage restoration and precise
power sharing by regulating the setpoint vni for the primary
control. In general, vni can be calculated by the secondary
control output ui as shown below.

vni =

∫
uidt (2)

The secondary control consists of two parts, the auxiliary
control variables uvi and uii for voltage and current regulation
respectively, as shown below.

ui = uvi +Rvir
i uii (3)
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Fig. 1. Structure of the DC microgrid and its control framework.

As reported in [8], the secondary control generally utilizes a
consensus-based PI algorithm for coordination as the following
shows.

uvi =kvipe
v
i + kvii

∫
evi dt, (4a)

uii =k
i
ipe

i
i + kiii

∫
eiidt, (4b)

evi =
∑
j∈Ni

aij (vj − vi) + gi (vref − vi) , (4c)

eii =
∑
j∈Ni

aij

(
ij

iratedj

− ii
iratedi

)
, (4d)

where kvip, k
v
ii, k

i
ip, k

i
ii are the corresponding proportional-

integral gains for voltage and current auxiliary controllers, vref
represents the desired voltage, and iratedi represents the rated
current of the ith DG.

In controller (4), we apply the graph theory to describe the
communication topology of DGs in microgrids. Explicitly, aij
represents the communication weight between the ith and the
jth DG. If the jth DG is connected to the ith DG, aij >
0 and j ∈ Ni, where Ni represents the ith DG’s neighbor
set. Otherwise, aij = 0 and j /∈ Ni. Additionally, gi is the



pinning gain, which represents whether the ith DG can obtain
the desired voltage value.

B. Communication Delay Problem

As stated in the Introduction, communication time delays
are unavoidable due to the actual sparse communication net-
work. Against such a backdrop, the information used in the
secondary controllers is not real-time data but lagging data,
such as vi(t − s) and ij(t − s), where s represents the time
delay.

From the viewpoint of the actual digital controllers, all
time delays should be integer multiples of the sampling time.
Moreover, as stated in [17], the communication time delay
should be upper bounded, otherwise, the system will become
open-loop. Therefore, it is assumed that the communication
delay has an upper bound τ and it is an integer. Furthermore,
for subsequent predictive algorithm execution, it is assumed
that the local control sequence is memorized.

The secondary controller (4) with communication time
delays can be rewritten as follows.

uvi (k) =k
v
ipe

v
i (k) + kvii

∫
evi (k) dt (5a)

uii (k) =k
i
ipe

i
i (k) + kiii

∫
eii (k) dt (5b)

evi (k) =
∑
j∈Ni

aij [vj (k − τ)− vi (k − τ)]+

gi [vref − vi (k − τ)] (5c)

eii (k) =
∑
j∈Ni

aij

[
ij (k − τ)

iratedj

− ii (k − τ)

iratedi

]
(5d)

Conventional passive schemes utilize robust techniques to
tolerate delays using lagging data. While in this paper, an
active distributed method is proposed via the networked PPI
control.

III. NETWORKED PPI CONTROL SCHEME FOR
MICROGRIDS SUBJECT TO COMMUNICATION DELAYS

In order to implement the networked PPI control scheme, we
first need to build the discrete-time microgrid system model.

Benefiting from the fast-tracking nature of the local control,
it can be assumed that vi = vrefi at the secondary control
layer. Combining (1)–(3) and the definition in [18], the system
dynamics can be discretized as follows.

vi (k + 1) =vi (k) + uvi (k) (6a)

ii (k + 1) =ii (k) + uii (k) (6b)

Then, we try to obtain the predictions v̂i(k|k−τ), îi(k|k−τ)
with the idea of NPC scheme, where x̂(t|t− s) represents the
state prediction of time t based on the information at time
t− s.

Substituting k in (6a) with k − τ gives

v̂i (k − τ + 1) = vi (k − τ) + uvi (k − τ) . (7)

Similarly, replacing k in (7) by k + 1 yields

v̂i (k − τ + 2) = v̂i (k − τ + 1) + uvi (k − τ + 1) . (8)

From the assumption in Section II, the local control se-
quence is available till time k. Thus, by the iterative calculation
like (7) and (8), the latest prediction can be obtained as
follows.

v̂i (k|k − τ) = v̂i (k − 1) + uvi (k − 1)

= v̂i (k − 2) + uvi (k − 2) + uvi (k − 1)

= . . .

= vi (k − τ) +
τ∑

n=1

uvi (k − n)

(9)

At this stage, the local prediction v̂i(k) can be achieved by
the available information at time k.

However, the neighbor’s control sequence is not available
for the ith DG. At time k, it can only obtain the control
input uj(k− τ), j ∈ Ni. As a sub-optimal approach, the zero-
order holder technology is employed here for prediction. The
prediction v̂j(k|k − τ) can thus be calculated as

v̂j (k|k − τ) = vj (k − τ) + τuvj (k − τ) , j ∈ Ni. (10)

Although the predicted value here is not always equal to
the actual value, it is at least closer to the actual value than
the lagged data.

Motivated by the voltage predictive process, the ith DG’s
and its neighbors’ currents can be obtained in a similar way
as below.

îi (k|k − τ) = ii (k − τ) +
τ∑

n=1
uii (k − n)

îj (k|k − τ) = ij (k − τ) + τuij (k − τ) , j ∈ Ni

(11)

Finally, the conventional consensus-based PI control can be
modified by replacing lagging data with the latest predictions.
The proposed networked PPI control scheme can be described
as follows.

êvi (k) =
∑
j∈Ni

aij [v̂j (k|k − τ)− v̂i (k|k − τ)]+

gi [vref − v̂i (k|k − τ)]

êii (k) =
∑
j∈Ni

aij

[
îj (k|k − τ)

iratedj

− îi (k|k − τ)

iratedi

]

uvi (k) =k
v
ipê

v
i (k) + kvii

∫
êvi (k) dt

uii (k) =k
i
ipê

i
i (k) + kiii

∫
êii (k) dt

(12)

Fig. 2 illustrates the whole control structure of the proposed
networked PPI control scheme for DC microgrids subject to
communication time delays. Specifically, once receiving the
lagging data from the communication network, the controller
utilizes the predictor (9), (10) and (11) to generate the pre-
dictions. Then, the voltage tracking error and the current
coordination error can be obtained by the consensus algorithm.
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Fig. 3. Detailed schematic of the test DC microgrid.

The errors are used to generate auxiliary control input via a
PI control protocol. Finally, one can get the secondary control
output. Through the droop-based primary control layer, it will
be converted into PWM waves which can directly drive the
converters.

IV. SIMULATION RESULTS

In order to verify the performance of the proposed PPI
method, a low-voltage DC microgrid shown in Fig. 3 is
simulated in the MATLAB/Simulink environment. Four DGs
are connected in parallel to the DC bus with a resistive load.
In the cyber layer, the communication topology of the test
microgrid is given in Fig. 3 as well. Detailed physical and
control parameters are listed in Table I.

TABLE I
PARAMETERS OF THE TEST DC MICROGRID

Parameters Value
Desired bus voltage 48 V
DC source 100 V
Load resistance 4 Ω
Secondary control period 10 ms
Communication time delay τ= 3 step (i.e. 30 ms)
Pinning gain g1 = 1
Communication weights aij = 1, j ∈ Ni

PI parameters for uv
i kvip= 5, kvii= 0.01

PI parameters for ui
i kiii= 40, kiii= 0.1

Power allocation ratio 3: 1: 3: 1
Primary control period 0.1 ms
Virtual reistances 1, 3, 1, 3 Ω
Voltage loop PI gains 1, 10
Current loop PI gains 0.01, 1

The following two cases are performed in the presence of
the communication delay τ = 30ms. The specific steps are:

1) In the initial stage, only the droop control is applied.
2) At 1 s, the secondary controller is activated.

A. Case 1: Without delay compensation

First, a distributed secondary controller proposed in [19]
against time delays in DC microgrid is applied here as a
comparison. The voltage responses of four DGs and the bus
voltage are illustrated in Fig. 4 (a), (b). Before applying the
secondary control, there is a mismatch between output voltages
and the desired value. However, due to the communication
delay effect, the voltages diverge after activating the secondary
controller. The current response of each DG is plotted in Fig.
4 (c) and currents are diverging as well. It is obvious that the
fluctuations in the microgrid are beyond the tolerance range,
thus an effective control method is necessary.
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(c)

(a)

(b)

Fig. 4. Performance of the test DC microgrid without delay compensation in
Case 1. (a) Output voltage. (b) DC bus voltage. (c) Output current.

B. Case 2: With the proposed PPI scheme

For verifying the validity of the proposed method, the
networked PPI scheme (12) is applied in the secondary control
layer. Fig. 5 (a) and (b) present the voltage performance. As
seen, the dynamic response achieves a significant improvement
compared to Case 1. The DC bus voltage recovers to 48 V
within one second. Moreover, the current sharing evaluation
is shown in Fig. 5 (c). It can be seen that the proposed
PPI control scheme can realize voltage recovery and accurate
power sharing simultaneously with time-delayed information.

By comparing the very different results of Case 1 and 2,
one can find the effectiveness of the PPI method. Moreover,

(a)

(b)

(c)

Allocation in a ratio of 3:1:3:1

Fig. 5. Performance of the test DC microgrid using the PPI scheme in Case
2. (a) Output voltage. (b) DC bus voltage. (c) Output current.

although the prediction may be inaccurate, it is better to predict
forward than to do nothing at all, which ties well with previous
simulation results.

V. CONCLUSION

In this paper, an improved distributed cooperative control is
developed in islanded DC microgrids subject to communica-
tion time delays. Based on the networked predictive idea, the
lagging information can be replaced by the latest predictions.
Therefore, the microgrid system performance can be improved
via such active compensation. Moreover, the proposed method
is a fully distributed algorithm and can be employed to



extensive disperse DGs. Finally, the feasibility and efficacy are
verified by simulations in MATLAB/Simulink environment.
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Abstract—In this study, we propose an optimization algorithm
that achieves both optimal component capacity and high effi-
ciency operation of a Smart Apartment Building (SAB). Multi-
objective optimization is used to optimize component capacity,
with the goal of minimizing the total cost and carbon footprint
of the SAB. A Pareto front is then gener-ated to present
flexibility to the SAB operator. For high efficiency operations,
a Model Predictive Control (MPC)-based optimal scheduling
method is used. This method can achieve higher operational
efficiency than conventional methods by taking future data into
account. Furthermore, it avoids over-integration of components
by evaluating component capacities determined by a multi-
objective optimization problem. As a result, compared to the
base case, the MPC algorithm reduces operation costs by 73.0%
and carbon emissions by 49.0%.

Index Terms—Smart Apartment Building, Multi-Objective Op-
timization, Model Predictive Control

I. INTRODUCTION

In recent years, Demand-Side Management (DSM) has un-
dergone a major transition, as changes in the energy landscape,
such as the massive introduction of Renewable Energy Sources
(RES), have focused research attention on energy management
methods for the electric grid. In addition, recent studies have
shown that buildings are consuming more energy at the same
time that people are spending more time inside buildings,
such as residences, due to COVID-19 [1]. This background
has promoted the development of Home Energy Management
Systems (HEMS) and the optimal scheduling of household
appliances.

In many recent DSM studies, reducing the burden on the
demand side has been considered as the highest priority.
The simplest way to accomplish this task is to consider
optimal scheduling of appliances and evaluate the economics
of integrated components. In [2], an algorithm is proposed
to select the optimal Battery Energy Storage System (BESS)

size for the market price of electricity, the amount of solar
Photovoltaic (PV) generation, the amount of EV charging, and
the uncertainty that grid power has, thereby reducing costs.
In [3], a solar thermal system is integrated and a method is
proposed to find the optimal size of the main components.
Particle Swarm Optimization (PSO) is used in this method
and is compared to other methods. In [4], a bi-level model
HEMS is proposed to study PV and BESS capacity allocation
strategies for a Smart House (SH). In [5], the optimal size
of a BESS for an electrification building is studied with the
goal of reducing the building operator’s monthly payment.
The optimization problem is constructed with a Mixed-Integer
Linear Programming (MILP) model to provide highly accurate
results. In [6], the optimal capacity of PV and BESS in an
off-grid SH system is studied. Compromise solutions obtained
by a multi-objective optimization problem evaluating capacity
and operation are evaluated in different case studies.

Many studies on DSM have examined the capacity of
components to be integrated as described above. However,
these studies do not take into account the high efficiency
operations that actually take place and may result in over-
integration of components. In this study, component capac-
ity optimization and high-efficiency operation will be im-
plemented simultaneously to close this research gap. Model
Predictive Control (MPC)-based scheduling algorithms are
used for high-efficiency operations. The MPC can present a
highly efficient method of operation compared to traditional
algorithms by taking future data into account. Simultaneous
consideration of the two optimization strategies is expected
to reduce the burden on the demand side and promote the
adoption of RES.

This paper is organized as follows. Section 2 describes the
HEMS modeling proposed in this study. Section 3 describes
component sizing and the MPC algorithm. Section 4 presents
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the results of numerical experiments. Section 5 concludes this
study.

II. HOME ENERGY MANAGEMENT SYSTEM

A. Smart Apartment Building Model

A schematic of the SAB model assumed in this study is
shown in Figure 1. This model integrates PV, Heat Pump
(HP) water heaters, BESS, and Hot Water Tank (HWT). HP
and BESS are controllable loads, and operation scheduling is
determined by an optimization problem that minimizes the cost
paid by the SAB. The operation cost of the SAB model and
the initial cost of the components are formulated as follows.

Costday =

T∑
t=1

Costele(t) + Costini (1)

Costele(t) = cpur · P pur(t)− csell · P sell(t) (2)

Costini = cPV · CapPV + cBESS · CapBESS (3)

Components have a life span of 10 years, and investment
costs must be recovered within 10 years.

Furthermore, the carbon dioxide emissions generated by the
purchase of electricity can be formulated as follows.

CO2day = celeCO2

T∑
t=1

P pur(t) (4)

The power supply-demand balance in the SAB model must
be maintained at all times. The power balance is expressed as
follows.

P grid + PBESS −
N∑

n=1

PHP
n = P load − PPV (5)

The power flow at the point of interconnection between the
SAB model and the power grid has a maximum fluctuation
limit for the power flow of the previous time step. The limits
of the power flow variation are expressed as follows [7].

|P grid(t− 1)− P grid(t)| ≤ ∆P grid (6)

Purchased and sold power cannot run simultaneously in the
system. Therefore, they are represented as follows using binary
variables that control the purchasing and selling of power [7].

0 ≤ P pur(t) ≤ PFmax · α (7)

0 ≤ P sell(t) ≤ PFmax · (1− α) (8)

B. Photovoltaic

The integrated PV has a conversion efficiency is ηPV , the
number of panels is nPV , and the total panel area is SPV .
Where, based on solar radiation IPV , the power generated by
PV is formulated as follows.

PPV = ηPV nPV SPV IPV (1− 0.005(Tempout − 25)) (9)
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Fig. 1: Smart Apartment Building Model

C. Battery Energy Storage System

In this study, BESS is integrated into the SAB model. The
state of charge (SOC) of the BESS is expressed as follows,
with upper and lower SOC limits from the perspective of
controlling BESS degradation [8].

SOC(t) = SOC(t− 1) + P cha(t) · ηBESS − P dis(t)

ηBESS
(10)

SOCmin ≤ SOC(t) ≤ SOCmax (11)

In addition, charging and discharging of the BESS cannot
be done simultaneously, and the use of binary variables to
control charging and discharging is expressed as follows [7].

0 ≤ P cha(t) ≤ Chamax · β (12)

0 ≤ P dis(t) ≤ Dismax · (1− β) (13)

D. Hot water Supply System

The SAB model assumed in this study takes into account
the use of hot water as a heat demand. HP water heaters are
gaining attention as flexible devices that can be controlled for
the time they run. In this study, a minimum running/stopping
time is established for HP water heaters, which is expressed
as follows.

T run(t) ≥ Tmin (14)

T stop(t) ≥ Tmin (15)

The HWT integrated into the SAB model is used as a hot
water storage tank connected to the HP water heater. The hot



water in the hot water storage tank is diluted with cold water,
adjusted, and supplied to each consumer. To ensure occupant
comfort, the hot water in the hot water storage tank must be
maintained at a constant temperature during the time of hot
water demand. Therefore, the HP water heater is operated to
raise the water temperature in HWT. The water heating system
is represented as follows [9].

QHP +Qsity −Qsup −Qloss = cwaρwaV tankγ
dTemptank

dt
(16)

The water temperature in HWT is maintained at a preset
value for the comfort of the occupants. The water temperature
constraint is expressed as follows.

Temptank(t) ≥ Temptar (17)

III. OPTIMIZATION PROBLEM FORMULATION

In this study, two optimization strategy loops are included
in the main optimization loop. A flowchart of the optimization
strategies is shown in Figure 2. First, a multi-objective opti-
mization is performed in the first sub-loop to determine the
capacities of the components to be integrated. Next, the de-
termined component capacities are input into the second sub-
loop. In this loop, the MPC algorithm is used to determine how
to operate the SAB model, and at the same time component
capacities are considered. Each subloop is described in detail
in the following sections.

A. Component Sizing Problem

In this study, the optimal component capacities are deter-
mined to achieve the two objectives of minimizing the total
cost and carbon footprint of the SAB model. Because of
the trade-off between these two objectives, a Pareto-front is
generated. This will enable the company to propose various
operational methods to meet the needs of consumers. In this
study, the ε-constraint method is adopted as an approach
to achieve multi-objective optimization. This transforms the
problem into a single-objective optimization problem when
there are multiple objectives to be minimized, by setting one
of the objectives as the objective function and treating the
other objectives as constraints. In this study, total cost is set
as the objective function and carbon dioxide emissions as
the constraint. Carbon dioxide emissions are constrained as
follows.

celeCO2

T∑
t=1

P pur(t) ≤ CO2max (18)

The optimization problem is then expressed as follows.

Min Costday

subject to (5)− (8), (10)− (18)

B. Optimal Scheduling Problem

In this study, an MPC-based scheduling algorithm is em-
ployed to achieve highly efficient operation of the SAB model.
If the control horizon is k and the prediction horizon is H ,
the optimization algorithm runs in [k, k+H] to minimize the

Fig. 2: Optimization flow

total cost over the time horizon. Thus, the optimal scheduling
problem is formulated as follows.

Min

k+H∑
k

Costday

subject to (5)− (8), (10)− (17)

IV. NUMERICAL EXPERIMENT

The SAB model is the electrification building, with power
supplied by an integrated PV and power grid. Electricity tariffs
are Time-of-Use (TOU) price and are shown in Table I. Power
consumption of the Non-Controllable Loads (NCL) in the SAB
model, solar radiation, and outdoor temperature are shown in
Figure 3. The SAB model takes into account the use of hot
water supply, with 300 L of hot water used from 7:00-8:00
and 900 L from 20:00-23:00.

The optimization problem is implemented in MATLAB
R2020b on a desktop PC core i9-10980XE 64GB RAM,
modeled as a MILP problem and solved using the MATLAB
toolbox.



TABLE I: Time-of-Use (TOU) price

Type of Service Unit Unit Charge[JPY]
Basic Charge ― ― 1,620.00

Energy Charge
Daytime Summer

1kWh

38.65
Other 35.23

Living Time 26.71
Night Time 10.97
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Fig. 3: Input data

A. Optimal Component Capacity Sizing

The Pareto front generated by the multi-objective optimiza-
tion is shown in Figure 4. The total cost and carbon footprint
of each solution are also shown in Table II. Solution 0 is a
traditional apartment building, where all equipment consists of
NCL and the heat demand is satisfied by a gas boiler. From
Figure 4, a Pareto front has been generated, allowing for the
selection of component capacities to meet the needs of the
consumer. Where Solution 1 has the lowest carbon footprint,
indicating that it is a consumer who is proactive in reducing
its environmental impact. Solution 10, on the other hand,
has the lowest total cost and is therefore an economically-
minded consumer. This study examines the simulation results
of Solution 5, which is a compromise between the two
objectives. Therefore, the optimal PV capacity is 25.1 kW and
the optimal BESS capacity is 14.7 kWh.
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Fig. 4: Pareto front

TABLE II: Cost and CO2 emission of each solution

Solution TC [JPY] OC [JPY] CE [t-CO2]
0 3,216,400 3,216,400 67.1
1 1,601,500 830,080 34.1
2 1,577,700 848,880 34.5
3 1,558,700 870,220 35.0
4 1,539,800 894,050 35.6
5 1,522,500 918,250 36.1
6 1,507,000 944,200 36.8
7 1,493,700 970,580 37.3
8 1,482,700 997,390 37.9
9 1,481,100 1,003,000 38.0
10 1,480,900 1,012,700 38.3

TC:Total Cost OC:Operation Cost CE:CO2 Emission

B. Optimal Scheduling with MPC Algorithm

This study employs an MPC-based scheduling algorithm as
a means of achieving highly efficient scheduling. Three case
studies are compared to demonstrate the effectiveness of this
algorithm. The case studies are as follows.

Case A. Traditional Consumer
In this case there is no distributed power supply
installed in the building. Therefore, all components
are NCL and the required electricity is purchased
from the power grid. In addition, the heat demand
is satisfied by a gas boiler and the required gas is
purchased from the gas supplier.

Case B. SAB with traditional algorithm
In this case, PV, BESS, and HP water heaters are
integrated in the SAB; BESS and HP water heaters
are controllable loads and optimal scheduling is
determined. Electrical energy is provided by the
power grid, PV, and BESS discharges, and thermal
energy is provided by the HP water heaters. A
traditional algorithm is used for scheduling, and the
daily optimization is repeated for one year.
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Fig. 5: Simulation results of Case C

Case C. SAB with MPC Algorithm
The components considered in this case are the same
as in Case B. The MPC algorithm developed in this
study is used for optimal scheduling.

Simulation results for Case C are shown in Figure 5. Figure
5(a) shows the running/stopping state of the HP water heater.
On Day 1, the HP water heater operates from 0:20-12:40. By
starting operation before the heat demand occurs and using the
PV output to run until noon, the nighttime hot water demand
is also satisfied. It can be seen that the same operational
procedure is followed after the second day. Figure 5(b) also
shows the water temperature in the hot water storage tank
connected to the HP water heater. In this study, the target
temperatures at 7:00 and 20:00 are set at 40°C, which confirms
that the constraint is satisfied. The rapid decrease in water
temperature in the morning and at night is due to the discharge

TABLE III: Operation cost and CO2 emission of each case

Case OC [JPY] CE [t-CO2] RR(Cost) [%] RR(CO2) [%]
Case A 3,216,400 67.1 － －
Case B 918,250 36.1 71.5 46.2
Case C 868,110 34.2 73.0 49.0

OC:Operation Cost CE:CO2 Emission RR:Reduction Rate

TABLE IV: Investment Cost Recovery

Case Component cost [JPY] Profit [JPY] Years
Case C 12,053,600 2,393,290 5.04

of thermal energy from the use of hot water. Also, the water
temperature is rising during the HP water heater’s operating
hours.

Figure 5(c) shows the operational results of the entire SAB
model and Figure 5(d) shows the SOC of the BESS; on days
1 and 2, the BESS is recharged using late night electricity
with low electricity prices and surplus power from the PV.
Since PV output is low on the third day, operation costs are
reduced by purchasing power during hours when electricity
prices are relatively low. In addition, during peak load hours,
when electricity prices are high, the amount of electricity
purchased is reduced by discharging BESS.

The operation costs and carbon emissions for all case studies
are shown in Table III, with Case B having 71.5% lower
operation costs and 46.2% lower carbon emissions than Case
A. This demonstrates the effectiveness of the integrated com-
ponent. In addition, comparing Case C to Case A, operation
costs and carbon dioxide emissions are reduced by 73.0% and
49%, respectively. In Case C, the MPC algorithm is used
to achieve highly efficient operations by taking future data
into account, thereby reducing operation costs and carbon
emissions. Furthermore, compared to Case B, the MPC al-
gorithm demonstrated a 1.5% increase in cost savings and a
2.8% increase in carbon emission reductions, demonstrating
the superiority of the MPC algorithm over the traditional
algorithm.

Table IV shows the initial component costs and the number
of years required for payback in Case C. Table 4 shows that
all component costs will be paid off in 5.04 years. Compo-
nent capacity evaluations using high-efficiency operation cost
simulation results allow consumers to have accurate payback
years on their investment costs and avoid over-integration of
components.

V. CONCLUSION

In this study, we proposed an optimization algorithm that
achieves both optimal component capacity determination and
highly efficient operation according to consumer needs; by
considering the two optimization strategies simultaneously,
we can reduce the burden on the consumer and avoid over-
integration of components. The component capacity decision
problem was formulated as a multi-objective optimization
problem and a Pareto front was generated to account for



consumer needs. For the high-efficiency operation, we devel-
oped an MPC algorithm and proposed a method of operation
that considers future data. As a result, the MPC algorithm
reduced operation costs by 73% and carbon emissions by 49%
compared to the base case, while presenting flexibility to the
consumer through multi-objective optimization. Additionally,
the investment cost of the component is 5.04 years, a time less
than the life span of the component.

As a future challenge, uncertainty must be taken into
account. We will adopt robust optimization as a method for
this, and develop models that are more responsive to the real
world by considering worst-case scenarios.
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Abstract—In recent years, countries have enacted CO2 reduc-
tion targets due to the progression of global warming. Therefore,
in the field of electric power systems, power generation from
renewable energy sources that do not emit CO2 through non-
fossil fuel power generation is attracting attention. In particular,
PV (Photovoltaic) is expected to see an increase in the amount
of PV installed from the viewpoint that it can be introduced
into ordinary households, but there is a possibility that a duck
curve phenomenon will occur due to the mass introduction of
PV. In order to cope with the duck curve phenomenon, PV
power generation is being curbed and energy storage facilities
are being installed, but PV curtailment needs to be carefully
considered from the perspective of energy use.Therefore, this
paper proposes Unit Commitment to determine the optimal
however bar and capacity of storage batteries in the grid in
2030. This proposal enables simulations with reduced operating
costs and PV suppression by determining the optimal installation
bus bar and optimal capacity of storage batteries in a grid with
increased renewable energy generation.

Index Terms—Unit Commitment, Optimize Capacity, Rewer-
able Enegy

I. INTRODUCTION

In recent years, the progression of global warming has led
to the establishment of CO2 reduction targets in many coun-
tries. In Japan as well, the Paris Agreement and the Energy
Strategic Plan set targets for reducing future CO2 emissions
and increasing the ratio of non-fossil fuel power generation. To
achieve these goals, renewable energy generation facilities are
attracting attention in the field of power systems [1]. Among
renewable energy sources, PV power generation (photovoltaic
generation) can be installed in ordinary households. Therefore,
PV power generation is expected to increase [2], but excessive
introduction of PV power generation may lead to the occur-
rence of the duck curve phenomenon [3]. The occurrence of
the duck curve phenomenon can lead to unstable grid operation
and increased operating costs [4]. Currently, the introduction
of storage batteries and PV generation curtailment can be
cited as means of mitigating the duck curve phenomenon.

PV curtailment is effective in reducing costs [5], but must be
carefully considered from the perspective of effective energy
use. Storage batteries may not be operated efficiently unless
the optimal location and capacity are determined. Previous
studies have not determined the optimal placement and capac-
ity of storage batteries in grids with large PV installations [6].
Therefore, in this paper, we determined the optimal installation
bus and optimal capacity of storage batteries in a grid that
assumes the main island of Okinawa Prefecture in 2030,
when the introduction of renewable energy has increased, and
compared the operation costs and PV curtailment.

This paper consists of five chapters: Chapter 2 describes the
formulation of the constraints used in this simulation, Chapter
3 describes the simulation conditions, Chapter 4 discusses the
simulation results, and Chapter 5 concludes.

II. PROBLEM FORMULATION

A. Determination of optimal installation bus and capacity of
storage batteries

The optimal placement of storage batteries was introduced
with reference to previous studies. The introduction method is
shown below [6].

Equation (1) shows the cost of installing storage batteries.
The determination of the optimal capacity of storage batteries
is divided into three stages, and the methods are described
below.

ICsoc =
Csoc

h× 365
(1)

where ICsoc: the installation cost of the storage battery, Csoc:
the cost of the storage battery per MWh, and h: the expected
lifetime of the storage battery.

・phase1 Annual operation is performed with the installed
bus bar and capacity as variables. Here, busbars that are not
installed are not considered as installation baselines in the next
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TABLE I
BATTERY PARAMETERS

Storage battery type Nas
Capacity per unit 4.8MWh
Output per unit 0.8MW

Efficiency 0.9

stage. Equation (2) was used as the criterion for determining
the installation bus lines.

SOC ≥ MaxPV

2× bus
(2)

where SOC: the capacity of the storage battery determined in
phase 1, MaxPV : the maximum PV power generation in a
year, and bus: the number of buses.

・phase2 Annual operation with capacity as a variable for the
installed bus lines determined in the first phase. The optimal
capacity is determined by the decision of the second phase.

・phase3 Install storage batteries of the capacity determined
in the second phase on the bus line determined in the first
phase and operate the system for one year. The storage
batteries are assumed to be NAS batteries, with a cost of
40,000 yen per kWh and an ageing life of 15 years.

B. Object fanction

Minimize =
∑
k

∑
j

(cFk,j + cSk,j + cPk ) +
∑
b

(ICsocb) (3)

cFk,j = Ajvk,j +Bjpk,j + Cjp
2
k,j (4)

cSk,j = SUCj × vk,j(1− vk−1,j) (5)

where cFk,j : fuel cost of generator j at time k, cSk,j : startup cost
of generator j at time k, cPk : Penalty cost of PV suppression at
time k, ICSoc: Cost of PV suppression at time k, and ICsoc:
the installed cost of storage batteries at the busbar b. Also,
SUCj : startup cost of generator j, and vk,j : the start-stop state
of generator j at time k (0: stop, 1: start), and Aj , Bj , Cj : fuel
cost coefficients of generator j.

Equations (4) and (5) are nonlinear and were linearized for
introduction into the MILP solver. Equation (4) was linearly
approximated using piecewise linearization.

C. constraint

• Power balance constraint
The load demand and power supply at each bus bar must
be equal. In addition, the amount of power tidal flow from
other bus barriers, recharge/discharge of storage batteries,
and PV suppression are taken into consideration.

LDk,b =
∑
j

pk,j,b + PFk,b + ESSk + penak (6)

where LDk,b: load demand on bus b at time k, pk,j,b:
output of generator j on bus b at time k, PFk,b: transmis-
sion line tidal flow on bus b at time k, ESSk: distributed
storage battery charge/discharge at time k, penak: PV
suppression at time k.

• Generation output limits
The output of the generator must be within a certain
range.

Pmin
j ≤ pk,j ≤ Pmax

j (7)

where Pmin
j : minimum output of generator j, Pmax

j :
maximum output of generator j.

• Ramp rate
The rate of change of the generator output in one hour
must be within a certain value.

|pk,j − pk,j−1| ≤ ∆Pmax
j (8)

where ∆Pmax
j : the maximum output change of generator

j.

• Transmission capacity constraint
The amount of transmission line flow must be within a
certain range.

−PFmax
s,r ≤ θk,s − θk,r

Xs,r
≤ PFmax

s,r (9)

where PFmax
s,r : maximum capacity of the transmission

line between busbars s, r, Xs,r: reactance of the transmis-
sion line between busbars s, r, θk,s, θk,r: transfer angle
of busbars s, r at time k.

• Minimum up/down time
If the generator is started, it must not be stopped for the
minimum operating time. Conversely, if the generator is
stopped, it must not be started for the minimum time.

T on
j ≤ Xon

k,j(t) (10)

T off
j ≤ Xoff

k,j (t) (11)

where T on
j , T off

j : minimum operation and shutdown
times of generator j, Xon

j (t), Xoff
j (t): the time that

generator j is kept operation and shutdown at time k.

• State of charge constraint
The storage battery capacity at time k is the sum of the
storage capacity at time k − 1 and the charge/discharge
at time k.

SOCk = SOCk−1 + chk − disck (12)



where SOCk: storage battery capacity at time k,
SOCk−1: storage capacity at time k − 1, chk: charge
amount at time k, and disk: discharge amount at time k.

• Charge / discharge constraint
The maximum output for charging and discharging must
be within a certain value according to the relationship
between the rated capacity and rated output of the storage
battery.

chmax, dismax = SOCmax × OutR

SOCR
(13)

where chmax, dismax: maximum output of charge and
discharge, SOCmax: maximum capacity of storage bat-
tery, OutR, SOCR: rated output and rated capacity of
storage battery. In addition, considering the uniqueness
of charge and discharge and the efficiency of the storage
battery, the output range of charge amount chK and dis-
charge amount disK is shown by the following equation.

0 ≤ chk ≤ chmaxSOCvk (14)

0 ≤ disck ≤ discmax(1− SOCvk) (15)

where SOCvk: charge/discharge state of the storage
battery at time k (SOCvk = 1: charge, SOCvk = 0:
discharge)

III. SIMULATION CONDITIONS

The power system model shown in Figure 1 was used in
this paper. This model represents the main island of Okinawa
Prefecture. The GA to GE represent the 12 thermal power gen-
erators on the main island of Okinawa, and L1 to L9 represent
the load demand. Renewable energy sources are considered to
be wind and solar, distributed in the proportions shown in table
II. Load demand and renewable energy generation used data
from 2019. The simulation period was one year. The study
was simulated in two cases. Details of each case are presented
below.

A. Case1:2019 Simulation
In Case 1, a one-year simulation was performed using

actual data for 2019 to determine the optimal installation and
capacity of storage batteries. The amount of renewable energy
generation in Okinawa in 2019 is 6% of the total load demand.
Therefore, the total load demand for one year is 8,086,100
MWh and the amount of renewable energy generation is
437,220 MWh.

B. Case2:2030 Simulation
Okinawa Prefecture has set a target of 18% renewable en-

ergy generation by 2030. Therefore, in Case 2, simulations are
performed using the amount of renewable energy generation
in 2030. However, load demand in 2019 is used, assuming no
large fluctuations in load demand. Thus, the annual renewable
energy generation is 1,400,300 MWh.

TABLE II
PERCENTAGE DISTRIBUTION OF EACH PARAMETER

1 2 3 4 5 6 7 8 9
Load,PV[％] 1.5 0 17.5 15 2.5 14 4 3.5 42

WG[％] 62 0 0 13 0 0 0 25 0

Fig. 1. Power system model

IV. SIMULATION RESULT

A. Case1:2019 simulation results

The simulation results for 2019 are shown in Tables III and
IV. The results of phase1 in equation (1) and table IV show
that the bus line 2 is not suitable as the optimal installation
bus line. Next, phase2 simulations are performed to determine
the optimal capacity of the storage batteries in 2019, as shown
in Table IV. As a result of phase2, a total of 254.4 MWh of
storage batteries were determined.

The results of phase 3 are shown in Table V. A comparison
is made with the case of installing 254.4 MWh of storage
batteries on the maximum load bus line, bus 9, and the
minimum load bus line, bus 1. The results show that the cost
of the optimal placement is minimized.

B. Case2:2030 simulation results

The results of the optimal placement and optimal capacity
of storage batteries in the grid in 2030 are shown in Tables VI
and VII. The simulation of phase2 is performed by excluding
bus lines 2, 4, and 6 from the results in Table VI. As a result
of phase2, 561.6 MWh of storage batteries are installed.

Table VIII shows the results of phase3 of case2. In the
case of no storage batteries installed in the grid with a large
amount of renewable energy, the amount of renewable energy
curtailed was 3367.5 MWh. As in Case 1, we compared the
cost of installing storage batteries in the maximum load bus
and the minimum load bus. The results showed that the cost
was minimized in the case of optimal placement. The amount
of renewable energy curtailment is also 1.364 MWh, which



TABLE III
CASE1 PHASE1 RESULT

Bus No. 1 2 3 4 5 6 7 8 9
Installed

days 38 15 57 20 40 34 40 34 34

Introduction
Unit 6 2 12 3 4 6 8 5 5

Optimum
capacity[MWh] 28.8 9.6 57.6 14.4 19.6 28.8 38.4 24 24

TABLE IV
CASE1 PHASE2 RESULT

Bus No. 1 2 3 4 5 6 7 8 9
Installed

days 26 0 64 26 33 20 78 17 35

Introduction
Unit 4 0 13 5 5 3 14 3 6

Optimum
capacity[MWh] 19.2 0 62.4 24 24 14.4 67.2 14.4 28.8

Total[MWh] 254.4

TABLE V
CASE1 PHASE3 RESULT

operation cost installation cost Total[million yen]
not BESS 422.40 0 422.40
Optimum 336.19 6.75 342.94

1 336.21 6.75 342.96
9 336.22 6.75 342.97

is a significant reduction compared to the case where storage
batteries are not installed.

Figures 2～5 show the UC results with and without storage
batteries in case2. Figures 2 and 3 show the UC results when
no storage batteries are installed, and it is clear that the power
generation is in line with the load demand. The duck curve
phenomenon occurs, especially in Figure 3, where one unit
is operated at 14:00, the peak PV generation time. And five
generators are in operation from 18:00 to 22:00, the peak load
hours. These factors have increased the number of generator
startups and shutdowns, resulting in unstable grid operation.

Figures 4 to 5 show the optimal placement of storage batter-
ies. In both figures, the introduction of storage batteries allows
each peak to be increased or reduced. Comparing the change in
the number of generators starting and stopping between 12:00
and 15:00 during the solar power generation peak, Figure
3 shows that four types of thermal power generation start
and stop Figure 5 shows that the system can be operated
with only one generator. During peak load hours, Figure 3
shows a maximum of five units in operation, however Figure
5 shows that four units can be operated due to the effect of
storage battery discharge. From these figures, it is clear that
the introduction of storage batteries has reduced the number
of generator startups and shutdowns.

TABLE VI
CASE2 PHASE1 RESULT

Bus No. 1 2 3 4 5 6 7 8 9
Installed

days 78 6 31 5 15 7 13 9 22

Introduction
Unit 20 6 31 5 15 7 13 9 12

Optimum
capacity[MWh] 96 28.8 148.8 24 72 33.6 62.4 43.2 57.6

TABLE VII
CASE2 PHASE2 RESULT

Bus No. 1 2 3 4 5 6 7 8 9
Installed

days 39 0 153 0 41 0 81 29 43

Introduction
Unit 12 0 51 0 11 0 25 8 10

Optimum
capacity[MWh] 57.6 0 244.8 0 52.8 0 120 38.4 48

Total[MWh] 561.6

TABLE VIII
CASE2 PHASE3 RESULT

operation
cost

installation
cost

suppression
[MWh ]

Total
[million yen ]

not BESS 373.99 0 3367.5 373.99
Optimum 349.57 14.9 1.364 364.47

1 349.66 14.9 0.654 364.56
9 349.68 14.9 661 364.58

Fig. 2. case2:No BESS(cloud)

V. CONCLUSION

In the paper, the optimal placement and capacity of storage
batteries in the grid in 2019 and 2030 are determined. The
optimal placement of storage batteries in the grid in 2019 and
2030 and their capacities were determined. As a result of the
optimal placement, it was possible to reduce the cost compared
to the case of installing the batteries in other bus. In the 2030
grid operation, a duck curve phenomenon occurred due to the
increase in PV generation. However, the optimal introduction
of storage batteries reduced the number of generator startups
and shutdowns, and at the same time achieved reductions
in costs and PV curtailment. As a future challenge, since
the introduction of storage batteries alone did not enable the



Fig. 3. case2:No BESS(sunny)

Fig. 4. case2:with BESS(cloud)

Fig. 5. case2:with BESS(sunny)

mitigation of the duck curve phenomenon, it is necessary to
introduce other load control methods into the operation.
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Abstract—In order to enhance the anti-disturbance
capability of voltage fluctuation during microgrid island
operation, a decentralized dynamic disturbance compensation
control strategy for multiple inverters in parallel based on
robust residual generator is proposed. First, a parallel state
space model of multiple inverters with line parameters under
quasi-stationary line conditions is established. Secondly, for the
double closed loop control structure of the inverter, a dynamic
compensation controller Q(s) is designed from the perspective
of disturbance cancellation, and its control signal is applied to
the input terminal of the current loop to realize superposition
with the original system current given signal. Then, a residual
generator and a dynamic compensation controller Qi(s) are
added to each parallel inverter to realize mutual influence
among multiple inverters further decoupling. Finally,
hardware-in-the-loop experiment on three inverters in parallel
are designed on the RTDS platform to verify the effectiveness
of the proposed strategy.

Keywords—islanding microgrid, multiple parallel inverters,
disturbance compensation control, voltage fluctuation;

I. INTRODUCTION

The microgrid is a controllable power supply system
which integrates distributed energy, energy storage system,
power electronic conversion device and various loads. When
the microgrid is operating in isolation, load switching will
cause the inverter output current to change constantly, which
will lead to a temporary rise and fall of the inverter output
voltage, resulting in a shock to the microgrid[1]. In addition,
unbalanced and nonlinear loads can inject negative diodes
and high-frequency disturbance currents into the inverter
output current, causing power quality problems to microgrid
bus voltage.

To satisfy system expansion and power output
requirements, multiple inverters are required to be connected
in parallel. Droop control has become the mainstream control
strategy for parallel connection of inverters because it fully

meets the plug-and-play characteristics of distributed power
supplies, but droop control does not solve the power quality
problems in the system. Therefore, it is important to study
and solve the disturbance problem of parallel systems [2-3].
In [4] an adaptive virtual harmonic impedance control
method is proposed, which effectively improves the
harmonic equalization accuracy and takes into account the
power quality of the common AC bus. In [5] a
comprehensive power quality management strategy based on
the idea of frequency division droop is proposed, which has a
good compensation effect on both harmonics and unbalanced
loads but does not consider the step-type disturbance current
compensation method such as when the load is switched on.
Based on the idea of hierarchical control, literature [6]
improves the voltage tracking performance of parallel
inverters by adding multiple resonance controllers and
multiple voltage regulator compensators, but adds additional
equipment and costs. The literature [7] borrows the idea of
relaxation variables and designs a decentralized state
feedback controller for shunt inverters. The controller is
improved based on the principle of three-degree-of-freedom
controller design, which reduces the influence of
disturbances in shunt inverters during load and distributed
power throwing and provides a novel solution idea, but the
method has limitations when the line impedance is large, and
it is itself a non-droop control method with controller
solution is relatively complex.

This paper is organized as follows. In Section II, parallel
inverters of microgrid and its control strategy model is
introduced. In Section III, a decentralized dynamic
disturbance compensation control strategy is deduced and its
correctness is proved. And based on the robust model
matching principle, the voltage dynamic compensation
controller is designed. Experimental results are depicted in
Section IV. The feasibility and effectiveness of the proposed
control strategy are verified. Finally, this paper is concluded
in Section V.

II. PARALLEL INVERTERS OF MICROGRID AND ITS
CONTROL STRATEGY MODEL

The microgrid studied in this paper is composed of

This work was supported in part by the Natural Science Foundation of
China under Grant 61873024, and in part by the National Key R&D
Program of China through Key Special Projects for International
Cooperation in Science and Technology Innovation between Governments
under Grant 2021YFE0103800.
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multiple distributed power sources, power electronic
converters and loads, etc. During grid-connected operation,
the microgrid exchanges energy with the superior grid
through switches and transformers at the bus. In isolated
island operation, the power distribution of distributed power
supply and load is realized by droop control of parallel
inverters.

Fig. 1. Parallel inverters equivalent topology

Suppose there are n parallel inverters in the system. The
equivalent topology is shown in Fig. 1. Where Lf,i, Cf,i and
rf,i are the filter inductance, filter capacitance and
equivalent internal resistance of the i-th inverter,
respectively. Vt,i and It,i are the output voltage of the
three-phase bridge of the i-th inverter and the three-phase
current on the filter inductance, respectively. Vo,i and Io,i
are the three-phase voltage at the filter capacitor end of
the i-th inverter and the three-phase current on the line,
respectively. rL,i and LL,i are the line resistance and
inductance of the i-th inverter connected to the point of
common coupling (PCC), respectively. VL is the three-
phase voltage of the PCC point.

The differential equation of the i-th inverter in the dq
coordinate system is:

t,
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Where ω1 is the fundamental wave angular frequency of the
system.

According to Kirchhoff's current law at PCC node, the
current Io,i of each inverter in parallel can be calculated as
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Where ZLoad is the load impedance, ZL,i is the line
impedance of the i-th inverter (Z 2

L,i= r 2
L,i+ω 2

1 L 2
L,i), Ix,i is the

steady-state current component of the Io,i, Icir,i is the
circulating current component of the Io,i.

According to (2), when the respective voltage Vo,i of
parallel inverters are equal, the inverter's current Io,i is
proportionally distributed and the circulating current
component Icir,i is 0, when the respective voltage Vo,i of
parallel inverters are not equal, the circulating current
component Icir,i will make the output power of the parallel
system cannot be accurately distributed. The differential
equation of the circulating current component Iij between the
i-th and j-th inverters in the dq coordinate system is written
as follows:

,
1 , o, o, ,

ij dq
ij ij ij qd idq jdq ij ij dq

dI
L L I V V r I

dt
     (3)

Where rij and Lij are the total line resistance and line
inductance between the i-th inverter and the j-th inverter
(Lij=LL,i+LL,j；Xij=ω1Lij；rij=rL,i+rL,j)

The line inductance satisfies dIij,dq/dt=0 under the
assumption of quasi-stationary line[8], the line dynamics in
(3) can be written as follows:

, 1 , o, o,+ij ij dq ij qd idq jdqr I I V V   (4)

Substituting equations (2) and (4) into Equation (1), the
state-space mathematical model of the i-th inverter in the
parallel inverter is established
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Where xs,i=[It,idq,Vo,idq]T is the state, xs,j=[It,jdq,Vo,jdq]T is the
coupled state, us,i=[Vt,idq]T is the input, ds,i=[Ix,idq]T is the
disturbance, ys,i=[Vo,idq]T is the output, the specific
expressions of coefficient matrix As,I, Bs,i, Asij, Es,i and Cs,i.

In this paper, the parallel inverters adopts the P − f and
Q − V droop control. The droop coefficient of each inverter
is inversely proportional to the capacity and the voltage
reference values are set the same. The virtual impedance
makes the equivalent line impedance of the inverter
inductive and inversely proportional to the capacity, the
reactive power among the parallel inverters is:

n n

n n

= =L j j ji i L i i i

j L i i j L i i j i

V n X XQ Q V n X Q
Q V n X Q V n X Q X

 
 

 
(6)

Where ni, Qin and Qi are the reactive droop coefficient, the
rated reactive power and the actual average reactive power
of the i-th inverter, respectively. Xi is the equivalent line
impedance after virtual impedance is added to the i-th
inverter.

In steady state, the output voltage ratio of parallel
inverter is
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According to (7), when the output power of the parallel
inverters are distributed according to capacity, the output
voltage of each inverter is equal, and the circulating current
of the parallel inverter is suppressed. The model of the i-th
inverter in the droop control can be transformed into:

s, ss, s, s, s, s, ss,
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i i i i i i i

i i i i n
  

  

x A x B u E d
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Where Ass,i is the state matrix of the i-th inverter in the
droop control, the disturbance dss,i is the respective
current Io,idq of the parallel inverters.

Compared with (5), the submatrix i in Ass,i is the zero
matrix. Therefore, droop control is actually a decentralized
control strategy for parallel inverters.

III. A DECENTRALIZED DYNAMIC DISTURBANCE
COMPENSATION CONTROL STRATEGY

A. Dynamic Disturbance Compensation Theory Based on
Residual Generator
For the parallel connected inverters in the microgrid, by

adding a residual generator to each inverter, without adding
additional load current sensor and the electrical information
of the other inverters, the residual signal can be obtained
and the inverter can be dynamically compensated only with
the original local measurement information, reduces
equipment investment and communication costs, and
facilitates the realization of the plug-and-play function of
parallel inverters. The dynamic disturbance compensation
principle based on the residual generator is described below.

Consider the state space representation of an n
dimensional linear system G(s):

( )= ( ) ( )+ ( )
( )= ( )
s s s s
s s





x Ax Bu Ed
y Cx

(9)

Where x(s), u(s), d(s) and y(s) are the state, the input, the
disturbance and the output, respectively. If the system is
detectable, a residual generator based on a full - dimensional
state observer is designed as follow[9-10]:
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Where ˆ ( )sx is the estimated state of the system, L is the
gain matrix of the observer, and r(s) is the residual of the
system.

Theorem 1: Given the control loop of the controlled
plant Gp(s) and the control signal u0(s) provided by the
original controller K(s), if the control loop is internally
stable, then all internally stable controllers can be
parameterized as:

0( ) ( ) ( ) ( )s s s s u u Q r (11)
Where Q(s) is the parameterized dynamic compensation
controller matrix to be solved.

Although (11) is an alternative form of the well-known
Youla parametrization, it is of considerable practical
interests. It allows us to update the controller for some
performance optimization objective without changing the
existing controller and thus with a stability guarantee.

Q(s) enhances the robustness of the closed-loop system
without affecting the tracking performance of the original
controller K(s), and can feed back the residual signal to the
control signal through the output of Q(s) under the condition
of ensuring the stability of the closed-loop system, the
output of Q(s) is superimposed with the output signal of the
original controller to realize rapid dynamic disturbance
compensation control. The dynamic disturbance
compensation architecture based on the robust residual
generator is shown in Fig. 2.

Fig. 2. Dynamic disturbance compensation architecture based on robust
residual generator

It can be seen from Fig. 2 that, in order to realize
complete compensation for disturbance d(s), the structure
needs to satisfy the following equation in theory

p 0 p yd( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0s s s s s s s s   y G u G Q r G d (12)

Where Gyd(s) is the transfer function when the disturbance
acts on the control plant alone.

B. Decentralized Dynamic Disturbance Compensation
Control Architecture for Parallel Inverters
In Fig. 6, the original controller of the inverter is

composed of K1(s), K2(s), K3(s) and K4(s), among which
K1(s) represents the PI controller and PWM of the inner
current loop, K2(s) represents the PI controller of the voltage



loop, K3(s) represents the virtual impedance loop, K4(s)
represents the power outer- loop. The control plant is
composed of G1(s) and G2(s), G1(s) represents the filter
inductance and equivalent internal resistance, and G2(s)
represents the filter capacitor.

Fig. 3. An inverter dynamic disturbance compensation architecture based
on robust residual generator

It can be seen from Fig. 3 that the output of Qs(s) is not
directly superimposed with the output of the original
controller of the inverter, but moves the operating point to
the input side of K1(s), the output of Qs(s) is added to the
reference current signal of the original system. The
architecture considers that the output of Qs(s) passes
through the complete current inner loop and directly
compensates the disturbance signal d(s) dynamically,
avoiding the joint compensation signal u(s) will be fed back
to the action point of signal y1(s) when passing through
G2(s), introducing a secondary disturbance to the original
controller. To achieve compensation for disturbance d(s)
under this architecture, it needs to satisfy
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Combining (9) and (10), the transfer function of
disturbance d(s) as input and residual r(s) as output is Grd(s).
In the compensation architecture in Fig. 3, the dynamic
compensation controller Qs(s) can be solved according to
the following equation.
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s ss
s s s


K GQ

G K G
(14)

To solve a series of problems caused by disturbance
current in parallel inverters, a novel decentralized dynamic
disturbance compensation control strategy for parallel
inverters is proposed. That is, robust residual generator and
dynamic compensation controller are introduced in each
inverter and applied to droop control. The action spot of the
compensation signal is selected at the input of the inner
current loop.

Through the robust residual generator, the residual rs,i of
the i-th inverter can be obtained as follows:
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Where us,i and ys,i are the input of the robust residual
generator in the i-th inverter, us,i=[Vt,id,Vt,iq]T,
ys,i=[Vo,id,Vo,iq]T, output is the residual rs,i=[rs,id, rs,iq]T, Ls,i is
the gain matrix of the full-dimensional state observer of the
i-th inverter. Obviously (Ass,i,Cs,i) satisfies the observability.

According to the pole assignment theory, the pole
assignment of the observer is 2 ~ 5 times of the negative real
part of the system pole.

Based on (14) and the decentralized dynamic
compensation control architecture of parallel inverters, the
dynamic compensation controller Qs,i of the i-th inverter can
be transformed into the solution of the disturbance
cancellation structure shown in Fig. 4, that is, the control
target zin,i=0. Gc,j is the inner current loop transfer function
of the i-th inverter.

Fig. 4. Disturbance cancellation structure is used to solve dynamic
compensation controller Qs,i

IV. RTDS EXPERIMENTAL VERIFICATION AND ANALYSIS

In order to verify the correctness and effectiveness of the
decentralized dynamic disturbance compensation control
strategy for parallel inverters proposed in this paper, a
hardware in loop experiment platform for parallel inverters
was established based on RTDS.

A. Load changes
This example verifies the dynamic compensation effect

of the control strategy proposed in this paper when the load
is suddenly change.
Condition 1: The active load and reactive load supplied

by three parallel inverters are Pload=60 kW and Qload=6 kVar
respectively. At t = 0.5 s, system is in stable.
Condition 2: The active load and reactive load reduced by

50%, which means Pload=30 kW and Qload=6 kVar of each
load at t = 1.0 s.
Condition 3: The active load and reactive load increased

by 50% compared with condition 2, which means Pload= 60
kW and Qload = 6 kVar of each load at t = 2 s.

It can be seen from Fig. 5 and Fig 6 that when the load is
suddenly change, the bus voltage of the proposed control
strategy takes the d-axis as an example, the overshoot and
the adjustment time are reduced, which greatly improves the
dynamic response process.

Fig. 5. D axis bus voltage under traditional droop control strategy



Fig. 6. D axis bus voltage under decentralized dynamic disturbance
compensation control strategy.

B. Unbalance Load
In this example, an unbalanced load is connected to the

bus of parallel inverters to verify the dynamic compensation
effect of the control strategy proposed in this paper. Phase A
and phase B are connected to a 5Ω resistive load, and phase
C is an open circuit. Fig. 7 and Fig. 8 are the waveform
diagrams of the bus voltage under the traditional droop
control strategy and the decentralized dynamic disturbance
compensation control strategy. Under the decentralized
dynamic disturbance compensation control strategy, the
voltage fluctuation of voltage bus is significantly reduced.

Fig. 7. Bus voltage of traditional droop control strategy under unbalanced
load

Fig. 8. Bus voltage of decentralized dynamic disturbance compensation
control strategy under unbalanced load

C. Nonlinear load
In this example, a three-phase diode rectifier-type

nonlinear load is connected to the bus of parallel inverters to
verify the dynamic compensation effect of the control
strategy proposed in this paper. Fig. 9 and Fig. 10 are the
waveform diagrams of the bus voltage under the traditional
droop control strategy and the decentralized dynamic
disturbance compensation control strategy. Under the
decentralized dynamic disturbance compensation control
strategy, the voltage fluctuation of voltage bus is
significantly reduced.

Fig. 9. Bus voltage of traditional droop control strategy under nonlinear
load

Fig. 10. Bus voltage of decentralized dynamic disturbance compensation
control strategy under nonlinear load

V. CONCLUSION

In this paper, aiming at the power quality problem of bus
voltage in microgrid, a decentralized dynamic disturbance
compensation control strategy based on robust residual
generator is added to the traditional droop control of
inverters, which realizes the function of power quality
governance. The experiment results show that decentralized
dynamic disturbance compensation control strategy can
effectively reduce the voltage fluctuation caused by load
switching, reduce the harmonics caused by nonlinear load,
and restrain the three-phase unbalance caused by
unbalanced load.
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Abstract—A Load Redistribution (LR) attack is a special type
of False Data Injection (FDI) attack on the power grid in
which the attacker manipulates the load request. This manip-
ulation results in false dispatch decisions by the grid operator,
which causes congestion/overflow in the lines and uneconomic
operation of the grid. The drawbacks of conventional detection
mechanisms have motivated researchers to explore data-driven
mechanisms employing Machine Learning (ML) techniques. This
paper presents a comparative study of the performance of 6
different ML algorithms for detecting LR attacks on the IEEE
30 bus test system.

Index Terms—Machine learning, Cyber Security, Load Redis-
tribution attack, Smart grid,

I. INTRODUCTION

With the large-scale integration of information and com-
munication technology (ICT), the conventional power grid is
transforming into one of the largest cyber-physical systems
known as the smart grid. A smart grid’s secure, efficient,
and reliable functioning is crucial. The ICT integration has
improved the grid’s performance and added a significant
unprecedented advantage. However, this integration is also one
of the severe threats to the secure operation of the smart grid
and the main source of vulnerability to cyber-attack.

Recent examples of such cyber attacks include cases in
Ukraine [1] and Israel [2]. In the case of Ukraine, the attack
resulted in a blackout that affected approximately 200000
people [3]. Israel’s power grid suffered a phishing attack
in 2016. Depending upon the characteristics of attack, some
popular cyber attacks on the grid include false data injection
(FDI) attacks [4], LR attacks [5], network topology attacks [6],
transmission line rating attacks [7], and denial of service (DoS)
attacks [8].

In [5], authors (Yuan et al) introduced the LR attack in
2011. [9], [10]. The LR attack follows 3 unique characteristics
as compared to the FDI attacks

1) Due to direct communication between the power plant
and the control center, an attack on the generator side
is impossible. Therefore, the attacker’s ability is limited
to manipulating the load requests and line power flow
data by injecting false data.

2) The total amount of manipulation in the loads is zero;
therefore, total pre-attack and post-attack demands re-
main the same.

3) The false data injected at individual load measurements
must remain within a reasonable range.

These 3 characteristics of the LR attack make the attack more
realistic and practical than the FDI attack.

The conventional detectors involve the use of State Esti-
mators (SE), residual-based bad data detectors (BDD), Su-
pervisory Control and Data Acquisition (SCADA), etc. These
categories of detectors suffer two main disadvantages:

1) For the DC load flow model, Jacobian matrices are
sparse, so the performance of sparse state vector es-
timation methods depends on the sparsity of Jacobian
matrices [11].

2) When manipulated data resides in the column vectors of
the Jacobian matrix H, then it can bypass the residual-
based BDDs [11], [12].

The drawbacks mentioned above of these categories of
detectors have motivated the researchers to explore the data-
driven mechanism for detection.

The data-driven mechanism explores the ability of ML
techniques to defend the grid against attacks. Therefore, this
paper presents a comparative study of the performance of 6
ML algorithms for detecting LR attacks.

The rest of the paper is organized as follows: The con-
ventional approach of attack detection and their drawback
is discussed in Section II. In Section III, the equivalent
ML detection problem formulation is discussed. Section IV
presents the methodology to evaluate the performance of ML
detectors for LR attacks. Section V presents the case study
to illustrate the performance of ML detectors on the IEEE 30
bus system. Finally, conclusions are drawn in Section VI.

II. CONVENTIONAL APPROACH OF ATTACK DETECTION

In power grids, state estimation is the process of estimating
the state variables x from remote field measurements Z by
solving the following least square formulation:

min ||Z −Hx||2 (1)
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Fig. 1: Schematic of an LR attack on Grid

The solution of equation (1) is known as estimated values
of state variables x̂. The accuracy of state estimators is
determined by calculating the 2-norm residual given by:

r = ||Z −Hx̂||2 (2)

If the 2-norm residual r exceeds the pre-determined threshold,
ε, that is:

r ≥ ε (3)

then Z is said to have unacceptable bad data, and this process
is known as residual-based Bad Data Detection (BDD).

The attacker’s main aim is to inject the attack vector, a, in
the measurement, Z, without being detected. Following [11],
the manipulated measurement is defined as:

Za = Hx+ a (4)

where a represents the attack vector.
The manipulated measurement, Za, can bypass the residual-

based BDD when a, resides in the column vector of H [13].
Therefore the attack vector is given by:

a = Hc (5)

where c represents the state variables error vector.
Equation (5) indicates that if attacked data obeys KCL and

KVL of the system and when equation (5) is satisfied, the
attacked data will not increase the 2-norm residue. Therefore
the attacked data a will be able to bypass the residual test and
remain unobservable.

With the assumption that generation data can not be manip-
ulated, the authors in [14] have shown that equation (5) can
be modified for the modeling of LR attack as:

∆F = −SF ·KD ·∆D (6)

∆D = 0 (7)

−αD ≤ ∆D ≤ αD (8)

where ∆D and ∆F are injected false data in the load and
line power flow measurements, KD and SF represent bus
load incidence matrix and shift factor matrix of the grid, which
can be constructed from the Jacobian matrix H [15]. The load
shift factor (LSF) is denoted by α, which limits the amount of
deviation that the attacker can introduce on individual loads
of the grid.

Such an unobservable LR attack can bypass the conven-
tional SE and BDD [12]. These limitations have motivated the
research community to explore using ML-based detectors for
LR attacks.

III. EQUIVALENT ML PROBLEM FOR ATTACK DETECTION

Given a set of load measurements {P l
m}Mm=1 and a set of

labels {ym}Mm=1 the ML detection problem is building a hy-
pothesis function, which relates the input load measurements
to the output labels (safe/attack) [16]. A load measurement
will be said to be attacked if it causes congestion or overflow
in the lines of the grid. Therefore, the binary classification
problem for learning the hypothesis function is modeled as
below:

ym =

{
1, if mth load measurement is attacked
0, otherwise

(9)

The attack vector a will increase the distance between the
normal and attack load vectors. ML detectors can learn this
distance to identify an attack vector even if it is otherwise
unobservable.



IV. METHODOLOGY

We evaluate the performance of 6 ML algorithms, namely
Decision Tree (DT), Naive Bayes (NB), k Nearest Neighbours
(kNN), Support Vector Machine (SVM), Boosted Tree (BT),
and Neural Network (NN). Since these algorithms are already
prevalent, therefore, details of the algorithms are not repro-
duced here. The procedure for evaluating the performance of
ML algorithms is as follows:

• Step 1 : We generate the load vectors P l
m ={

P l
1, . . . , P

l
M
}

using Monte Carlo (MC) Simulation and
obtain the line vectors P k

i =
{
P k
1 , . . . , P

k
M
}

through
load flow analysis.

• Step 2 : We group the load vectors {P l
m}Mm=1 into two

groups, namely attacked and normal measurement based
upon the power flow in the lines as follows:

ym =

{
1, if P k

m > P k,lim k ∈ K

0, if P k
m ≤ P k,lim k ∈ K

(10)

where K represents the total number of lines in the grid.
• Step 3 : Divide the total dataset of M measurements

of {P l
m, ym}Mm=1 into training dataset consisting of T

measurements and validation data set consisting of V
measurements .

• Step 4 : Build ML detectors using T measurements to
learn the hypothesis function {P l

m, ym}Tm=1 mapping.
• Step 5 :We evaluate performance indices, PI , of ML

detectors using remaining V measurements. We use the
standard ML performance indices, namely accuracy, pre-
cision, recall, and F1-score.

• Step 6 : Compare performance of the ML detectors using
the performance indices, PI , obtained in Step 5.

V. CASE STUDY

This section demonstrates the application of the proposed
approach on the IEEE 30 bus system.

A. Simulation Setup

We use Monte Carlo simulation on the IEEE 30 bus system
with 21 loads and 41 lines [17] to generate M = 20000
random load vectors. Then the load flow analysis is performed
in the PowerWorld Simulator for the M = 20000 random
load vectors to obtain the power flow in the lines of the grid.
These load vectors and line power flow vectors are now used to
evaluate the performance of ML detectors using 3-fold cross-
validation, i.e., T =0.66M and V=0.33M

B. Hyperparameters of ML detectors

The hyperparameters of the 6 ML algorithms are as follows:
1) Decision Tree: The Gini Diversity Index (GDI) is se-

lected as the splitting criteria for the Decision tree. The
minimum parent size, minimum leaf, and maximum split are
set to 10, 1, and 100, respectively.

2) Naive Bayes: The Naive Bayes detector has no hyper-
parameter to set.

3) k Nearest Neighbours: Euclidean distance is selected as
the similarity measure, while the value of k is chosen as 150.

Fig. 2: IEEE 30 Bus System [17]

4) Support Vector Machine: The kernel function is the
main hyperparameter of the SVM detector and is set to linear
Kernal. The maximum iteration is set to 1000000.

5) Boosted Tree: The learning rate and the number of trees
are set to 0.1 and 30, respectively.

6) Neural Network: The layer size and iteration limit of the
Neural Network detector are set to 25 and 1000, respectively.
The activation function of the neurons is chosen as reLU .

C. Performance of ML Detectors
The confusion matrix depicting the performance of ML

detectors is shown in Fig. 3 and the performance indices of
these ML detectors are tabulated in Table I.

TABLE I: Performance of ML detectors

Detector Accuracy Precision Recall F1 Score
Decision Tree 94% 94.9% 93.8% 94.34%
Naive Bayes 88.2% 88.70% 89.4% 89.04%

k Nearest Neighbours 76.3% 79.09% 76.30% 77.66%
Support Vector Machine 88.2% 89.32% 88.78% 89.04%

Boosted Tree 96.1% 96.72% 96.08% 96.39%
Neural Network 98.6% 98.80% 98.60% 98.69%

As shown in Table I, the 4 performance indices accuracy,
precision, recall, and F1-score for the DT, BT, and NN



(a) Decision Tree (b) Naive Bayes (c) kNN

(d) Support Vector Machine (e) Boosted Tree (f) Neural Network

Fig. 3: Confusion Matrix of ML detectors

detectors are more than 90%; therefore these 3 detectors
have excellent performance. The NB and SVM detector has
performance indices between 89% to 90%; therefore, these
detectors have moderate performance. However, the kNN
detector has poor performance detecting LR attacks since its
performance indices are below 80%.

Therefore we can conclude from Table I that the Neural
Network detector has the best performance indices while the
kNN detector performs worst in each of the performance
indices.

VI. CONCLUSION

In this paper, we first discussed the conventional approach
for attack detection and the drawback of these approaches.
After that, we discussed the equivalent ML detection problem
for the LR attack. Based on the case study, we presented the
methodology to compare the performance of 6 ML detectors
for detecting LR attacks. We observe that the Neural Network
algorithm performs the best for the detection. Boosted Tree
and Decision Tree are ranked second and third in performance.
The Naive Bayes and Support Vector Machine have similar
performance in all 4 performance indices, while the k Nearest
Neighbors algorithm performs the worst for detecting LR
attacks.
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APPENDIX

The parameters of transmission lines are mentioned in Table
II.

TABLE II: Parameters of transmission lines

From
Bus

To
Bus Resistance (R) Reactance (X) Admittance (B) Line

Limit
1 2 0.02 0.06 0.03 130
1 3 0.05 0.19 0.02 130
2 4 0.06 0.17 0.02 65
3 4 0.01 0.04 0 130
2 5 0.05 0.20 0.02 130
2 6 0.06 0.18 0.02 65
4 6 0.01 0.04 0 90
5 7 0.05 0.12 0.01 70
6 7 0.03 0.08 0.01 130
6 8 0.01 0.04 0 32
6 9 0 0.21 0 65
6 10 0 0.56 0 32
9 11 0 0.21 0 65
9 10 0 0.11 0 65
4 12 0 0.26 0 65
12 13 0 0.14 0 65
12 14 0.12 0.26 0 32
12 15 0.07 0.13 0 32
12 16 0.09 0.2 0 32
14 15 0.22 0.2 0 16
16 17 0.08 0.19 0 16
15 18 0.11 0.22 0 16
18 19 0.06 0.13 0 16
19 20 0.03 0.07 0 32
10 20 0.09 0.21 0 32
10 17 0.03 0.08 0 32
10 21 0.03 0.07 0 32
10 22 0.07 0.15 0 32
21 22 0.01 0.02 0 32
15 23 0.10 0.20 0 16
22 24 0.12 0.18 0 16
23 24 0.13 0.27 0 16
24 25 0.19 0.33 0 16
25 26 0.25 0.38 0 16
25 27 0.11 0.21 0 16
28 27 0 0.40 0 65
27 29 0.22 0.42 0 16
27 30 0.32 0.60 0 16
29 30 0.24 0.45 0 16
8 28 0.06 0.20 0.02 32
6 28 0.02 0.06 0.01 32
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Study on Commutation Torque Ripple Reduction Strategy for 

Brushless DC Motor Targeting Electric Vehicle Applications 

  Abstract- This paper presents a study on commutation torque 

ripple reduction strategy for brushless DC (BLDC) motor 

targeting electric vehicle (EV) applications. The suppression of 

commutation torque ripple is practically effective in low speed 

as well as high speed regions of motor operation. A 

compensation method to reduce the commutation torque ripple 

is studied and presented based on duty-ratio control. The mismatch 

between the current slopes of the incoming and the outgoing 

phases during the commutation interval are reduced by a proper 

duty-ratio control. The effectiveness of the duty-ratio control 

method is verified through simulations. 

   Keywords— Brushless DC (BLDC) motor, Electric Vehicle (EV), 

Commutation, Torque Ripple, Switching sequence. 

I. INTRODUCTION 

Robust and simple construction makes brushless dc (BLDC) 

motor easy to manufacture compared to other sinusoidal back 

EMF motors (induction motors, and permanent magnet 

synchronous motors). The advantage of a BLDC motor is that 

it can be made smaller and lighter with the same power output 

that makes it suitable for EV applications where space is tight. 

BLDC motor offers several benefits in an EV application, 

such as excellent efficiency and dynamic response over a wide 

speed range, better speed vs torque characteristics, and 

cheaper in cost [1].  

BLDC motor has a permanent magnet on rotor and stator 

consists of stator windings which will be energized in such a 

way that the electromagnetic field produced by the stator 

winding will attract the permanent magnet rotor to align to the 

direction of the stator field and when the rotor is about to align 

with the stator field the stator field will be moved ahead so 

that the rotor will again try to align with this new set stator 

field and the process continues [2]. The stator windings of a 

three phase BLDC motor are fed by a three phase two level 

VSI as shown in Figure 1 to energize the stator windings 

electronically. The back EMF induced in BLDC motor is 

sensed by placing Hall sensors. A Hall sensor is placed in such 

a way that it gives its output as high when the back EMF of a 

phase being constant. Three Hall sensors are placed 120 

electrical degrees apart from each other covering 360  

electrical degrees of rotation to switch the stator windings. 

The constructional feature of BLDC motor generates 

trapezoidal back EMF under normal mode of operation as 

shown in Figure 2.  

Figure 1. Three Phase Two level VSI fed BLDC motor 

Figure 2: Trapezoidal back EMF in BLLDC motor 

Theoretically constant phase current will develop constant 

torque. It can be seen in Figure 2 that the trapezoidal back EMFs 

of two phases are constant for every 600. Therefore, energizing 

the appropriate two phases for every 600, provide constant 

phase currents. However, in practical cases, torque ripple exists 

due several reasons. The causes of torque ripple coming from 

the machine itself are mainly due to cogging torque.  The 

distortion in EMF waveforms which come from the supply also 

results torque ripple. These are mainly due to current ripple and 

phase current commutation [3]. 
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In view of the importance of constant electromagnetic torque 

over a wide speed range in EVs, this paper presents a study 

on reducing torque ripples generated in BLDC motor due to 

phase current commutation.  The effectiveness of a 

compensation technique is presented to reduce commutation 

torque ripple based on a duty-ratio control. 

The paper is organized as follows. Commutation torque 

ripple analysis of BLDC motor is described in section II. 

Section III presents implementation of the duty-ratio control 

method with simulation results. Section IV concludes the 

paper.  

II. COMMUTATION TORQUE RIPPLE ANALYSIS OF 

BLDC MOTOR 

The evolution of the torque ripple during the current 

commutation between two phases of the machine is analyzed 

in [4-5]. 

A. Normal mode of operation

Normally BLDC motor operates with six steps commutation 

mode. In six steps commutation mode only two phase 

windings are energized and the other winding is kept 

floating. Therefore, BLDC motor can be represented as an 

equivalent to dc motor for every 600. The equivalent circuit 

of BLDC motor is represented in Figure 3.  

Figure 3: Equivalent Circuit Diagram for a three phase BLDC 

motor 

The generalized electrical equations under normal mode of 

operation for the BLDC motor with three phase 

symmetrical stator windings, (i.e., Ra = Rb = Rc = R, and 

La = Lb = Lc = L, Ea = Eb = Ec = E) are expressed as 

below. 

� = 2� + 2�� + 2�
	


	�
 (1) 

The back EMF (E) is expressed as 

� = ���  (2) 

The electromagnetic Torque (Te) is expressed as 

 � = ���          and  (3a) 

� =
��
����
����
�

��
 (3b) 

In BLDC motor the back EMF constant (Ke) is given for peak 

line-line / RPM, and torque constant (Kt) will be twice that 

of the required constant because there will be two phase 

currents at every 600 intervals. 

B. Phase Commutation mode

The current transition from phase A to phase B is considered 

for phase commutation mode analysis. It is assumed that the 

winding resistance is negligible and the back EMFs remain 

constant during commutation. The current transfer is done by 

switching off T1 and switching on T3. Due to the inductance 

of the stator windings, all the three-phases conduct during the 

commutation period. In effect the actual phase current is not 

rectangular. The shape of actual phase current is depicted for 

three different cases during commutation. 

Case1: The current, ia becomes zero at the same instant the 

current ib reaches to the final value I as illustrated in Figure 4. 

Case2: The current, ia becomes zero before the current ib 

reaches to the final value I as illustrated in Figure 5.  

Case3: The current, ia becomes zero after the current ib reaches 

to the final value I as illustrated in Figure 6. 

Figure 4: Case1- Current, ia becomes zero at the same instant the 

current ib reaches to the final value I

Figure 5: Case2- current, ia becomes zero before the current ib reaches 

to the final value I     



Figure 6: Case3- current, ia becomes zero after the current ib 

reaches to the final value I 

It can be seen that the phase currents are not rectangular. 

The slopes of the incoming and outgoing phase currents 

depend on the voltages appearing across the inductances 

when the switch is turned ON or OFF. The expression of 

each phase current slope can be expressed as below. 
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The torque during commutation is given by the expression 

(4). 

� =  
"

��
� (�# + �$ − �%) (7) 

It is known that, �# +  �$ +  �% = 0, then

� = − 
��.
�

��
(8) 

s 

This shows that the torque is proportional to the current in 

the non-commutating phase and not directly involved in 

the commutation [6-8]. The mismatch in the slopes of 

incoming and outgoing phase currents during commutation 

causes current rise and fall in the non-commutating phase 

as illustrated in Figure 5 and Figure 6 respectively. The 

ripples in the non-commutating phase current gets reflected 

in the torque. Therefore, in order to achieve constant torque 

during phase commutation, the current in the non-

commutating phase should be made constant.  

There are two ways to obtain constant current in the non-

commutating phase, (1) incoming phase slope should be 

increased or (2) outgoing phase current slope to be reduced 

to obtain equal slopes. As for every 60 electrical degrees the 

equivalent circuit of BLDC motor (as shown in Figure 3) 

consists of only three things. i.e. input voltage, inductance 

L and resistance R.  Therefore, to increase the incoming 

phase current slope either the input voltage is to be 

increased or the L and R need to be reduced. But the change 

of the motor parameters, L and R requires complex design 

of the motor. The input voltage V can be increased but in 

EV application the battery voltage is fixed. It requires an 

additional converter to boost the battery voltage. The second 

option is to decrease the slope of outgoing phase current. If 

we remove the voltage source which is applied across 

outgoing phase the current will decrease at a very slow rate 

because the circuit will consist of only L and R.   

Therefore, using the switches to switch between two states 

help us control the rate at which the outgoing phase current 

is decreasing.  Implementation of the duty-ration control 

method to obtain constant current in the non-commutating 

phase is described next section. 

III. IMPLEMENTION OF THE DUTY-RATIO

CONTROL 

It is possible to determine the commutation interval for each 

case described in previous section. The start of commutation is 

detected with the change of sector and the end of commutation 

is detected with zero outgoing phase current. The outgoing 

phase current flows through the freewheeling diode D4 

immediately after T1 turned OFF, and the T3 is turned ON, and 

the T2. Ignoring the voltage drop of the freewheeling diode, the 

three-phase terminal voltages of BLDC motor during the 

commutation period can be expressed as below. 

0 = �� #
+ �
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Where D is the duty ratio of the switch T2 which can be 

controlled in order to achieve constant current in the non-

commutating phase. 

By adding the equations (9), (10), and (11) and 

considering  �# +  �$ +  �% = 0 , the average neutral point

voltage VN can be expressed as below. 

�( =  
(��+)���

�
 (12) 

The equation for the rate of change in the non-commutating 

phase current can be derived from the equation (11) and (12) 

and given below. 

	
�

	�
=  

("��+)�� ���,
�

��
 (13) 

The condition for steady current in the non-commutating phase 

is obtained by setting the equation (13) to zero [9] and the 

expression for duty cycle D is obtained as below. 



* = 0.5 +
 ���,
�

��
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Considering the range of duty ratio is 0 . * . 1 , the 

commutation torque ripple can effectively be reduced by 

satisfying the following condition. 

� / (4� − 3��%)  (15) 

A. Determination of Switching Sequence

The two switching states during phase commutation are 

listed in Table 1 and Table2. The states are decided by 

comparing the non-commutating phase current value with 

the value saved of the non-commutating current before 

entering the commutation interval. 

Table 1: Switching states for the commutation with two 

switches 

Switching State 1 Switching State 2 

T1 T2 T3 T4 T5 T6 Sector T1 T2 T3 T4 T5 T6 

1 1 0 0 0 0 1 1 1 0 0 0 1 

0 1 1 0 0 0 2 1 1 1 0 0 0 

0 0 1 1 0 0 3 0 1 1 1 0 0 

0 0 0 1 1 0 4 0 0 1 1 1 0 

0 0 0 0 1 1 5 0 0 0 1 1 1 

1 0 0 0 0 1 6 1 0 0 0 1 1 

Table 2: Switching states for the commutation with three 

diodes 

Switching State 1 Switching State 3 

T1 T2 T3 T4 T5 T6 Sector T1 T2 T3 T4 T5 T6 

1 1 0 0 0 0 1 0 0 0 0 0 0 

0 1 1 0 0 0 2 0 0 0 0 0 0 

0 0 1 1 0 0 3 0 0 0 0 0 0 

0 0 0 1 1 0 4 0 0 0 0 0 0 

0 0 0 0 1 1 5 0 0 0 0 0 0 

1 0 0 0 0 1 6 0 0 0 0 0 0 

Table 1 represents switching states for the commutation 

with two switches. Table 2 represents the switching states 

of one diode conducting and commutation with three diodes 

conducting. 

B. Implementation in MATLAB/Simulink

BLDC motor fed by a two level VSI is implemented in 

MATLAB/Simulink environment. The design parameters of 

BLDC motor parameters are listed in Table 3. The logic to 

generate control signals for the switches in two level VSI are 

developed to perform trapezoidal commutation. The simulation 

block diagram with duty-ratio control is shown in Figure 7. 

Table 3: BLDC motor parameters 

S.no. Parameters Values 

1 Input Voltage 42 V- 54 V 

2 Nominal Input 

Voltage 

48 V 

3 Power (rated) 2 kWatt 

4 �# 150 µH 

5 �# 0.2 Ohm 

6 Torque constant .15279 

N.m/A_peak

7 J 0.0002 J.kg.2� 

8 B .000492 N.m.s 

9 Pole Pair (P) 4 

10 Switching 

frequency 

15 kHz 

Figure 7: MATLAB/Simulink model for BLDC motor 

C. Simulation Results

Figure 8 illustrates the waveforms of electromagnetic torque 

developed in BLDC motor and three phase currents without 

duty-ratio control. It can be seen that the ripples in the current 

is reflected in the torque. The reason for this ripple is mismatch 

in the slopes of incoming and outgoing phase currents during 

commutation is shown in zoomed view. 



Figure 8: Torque and Three phase Current waveforms 

The phase currents, hall sensor outputs are shown in Figure 9. 

The slopes of commutating phase currents, and the non-

commutating phase current over a commutation interval are 

illustrated in a zoomed view. It can be observed that the 

mismatch in the slopes between the incoming and outgoing 

phase is reduced and achieved constant current in the non-

commutating phase. 

Figure 9. Commutation, Hall Sensor Outputs and Three phase 

currents 

A comprehensive view of torque ripple reduction with the duty-

ratio control for lower and higher speed range are illustrated in 

Figure 10 and Figure 11 respectively. It can be observed that 

ripple in torque is reduced with duty-ratio control both at lower 

and higher speed.  

Figure 10. Comprehensive view of Torque and Phase currents 

at Lower Speed (10 – 20 RPM) 

Figure 11. Comprehensive view of Torque and Phase currents 

at Higher Speed (260 – 290 RPM) 



D. Performance Analysis

A performance comparison of average torque developed in 

BLDC motor with and without duty-ratio control method for 

both lower and higher speed is presented in Table 4. It is seen 

that commutation torque ripple factor (torque ripple/average 

torque developed) is greatly reduced with duty-ratio control 

method for both lower and higher speed of operation of BLDC 

motor. 
Table 4: Performance Comparison 

Parameters 

Average 

Torque 

@ 

lower 

speed 

Ripple 

Factor 

Average 

Torque 

@higher 

speed 

Ripple 

Factor 

Without 

duty-ratio 

control 

[present 

work] 

1.15 N-

m 

(10-20 

RPM) 

91.3% 1.611 

N-m

(260-

290

RPM)

72.31% 

With duty-

ratio 

control 

[present 

work] 

1.21 N-

m 

(10-20 

RPM) 

33.05% 

1.647 

N-m

(260-

290

RPM)

25.86% 

Ref [9] 

Traditional 

method 

0.1N-m 

@500 

RPM 

32.6% 

0.11N-

m 

@3000 

RPM 

28.5% 

IV. CONCLUSION

This paper presents a study on reducing commutation torque 

ripples generated in BLDC motor. A detail theoretical analysis 

of commutation torque ripple in BLDC motor is described. A 

compensation technique based on a duty-ratio control is presented 

to reduce torque ripple. The effectiveness of duty-ratio control 

method is verified with simulation results. 
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Abstract—The purpose of this study is to describe a current 

control strategy for reducing torque ripple in a 6/4 three-phase 

switched reluctance motor (SRM). The proposed current 

control approach consists of a second-order-generalized-

integrator (SOGI) based on frequency-locked-loop (FLL) 

controller and a two-degrees-of-freedom (2DOF) PID 

controller. To lessen the current harmonic components, a 

second-order-generalized- integrator-based FLL is introduced 

in parallel with a traditional proportional-integral (PI) 

controller. When attempting to reduce the effects of current 

harmonics, the SOGI-based FLL current controller may cause 

overshoot in the current loop response. A PID controller with 

2DOF is introduced to reduce overshoot. Combining a 2DOF-

PID controller with a SOGI-based FLL controller yields a 

SOGI-FLL-2DOF PID current controller. Compared to 

conventional hysteresis and proportional-integral (PI) current 

controllers, the proposed SOGI-FLL-2DOF PID current 

controller reduces overshoot and torque ripple in addition to 

suppressing current harmonics. In contrast to previously known 

cubic torque sharing functions(TSF), The cubic TSF provides 

constant locations and velocities in the turn-on angle and 

overlap angle zone but discontinuous acceleration. We provide 

a TSF based on a fifth-order quintic polynomial that meets 

smoothness and boundary criteria easily. This paper evaluates 

the steady-state performance for torque ripple based on 

simulation modelling and experimental data, and it also 

recommends the feasibility of using the SOGI-FLL-2DOF PID 

current controller to an SRM and provides some guidelines for 

doing so. 

Keywords—Switched reluctance motor (SRM), Second-order-

generalized-integrator (SOGI), 2DOF PID controller, Cubic TSF, 

Quintic TSF. 

I. INTRODUCTION

An SRM is a variable reluctance motor specifically built 
for harsh environments. Due to its lightweight and strong 
torque output capabilities, an SRM is appealing for use in 
aerospace applications and electric cars [1]. As a result of the 
motor's sensitivity to fluctuations in torque, the SRM has a 
restricted range of motion. Due to their strong construction 
and inexpensive cost, torque ripple control algorithms have 
academic and industrial backing. [2] Explained the reasons for 
torque ripple and several strategies used by researchers to 
reduce torque ripple thoroughly and thoughtfully. Concerning 
electric vehicle applications, [3] discussed the effects of 
torque ripple on SRM effectiveness and the associated 
problems. Other methods used to decrease SRM torque ripple 
include iterative learning-based approaches, torque-sharing 
functions, direct instantaneous torque controls, flux controls, 
and sliding mode (SM) controls. Predictive control (PC), 
fuzzy control, and sliding mode control are also mentioned. 

DITC is the most common method for eliminating torque 
ripples in the SRM drive system. Since it was introduced in 
[4], the DITC has been a simple-to-use, direct-to-torque 

hysteresis technology. When designing a DITC with driving 
angle control, the authors in [5] neglected to consider torque 
ripple. Unlike conventional controllers, predictive current 
control can accommodate nonlinearities and restrictions, 
making it a viable alternative. Predictive control further 
benefits from being easy to implement and providing an 
efficient dynamic response [6]. These qualities represent 
effective methods for regulating SRM.  Due to the SRM's non-
linear nature, nonlinear controllers are of particular interest. 
Sliding mode controllers for switch reluctance machines have 
been the subject of several research projects [7].  

Constant torque instructions given symmetrically into 
each phase, known as torque sharing functions (TSF), have 
been the subject of extensive research and practical 
application in a variety of contexts. The literature has, 
however, put forth several approaches for figuring out torque 
references. Using a proportional-integral controller, [8] 
proposes an online TSF to account for torque monitoring 
errors. [9] take into account the trade-off between copper 
losses and the TSF's useful speed range.  

For an SRM, the proposed control approach seeks to create 
an easily integrated controller with high reliability, low torque 
ripple, and minimal design space complexity. In this study, a 
SOGI-FLL-2DOF PID control system, comprised of 
paralleled SOGI-FLL controllers, is used to dampen the SRM 
current harmonics in addition to the more common PI 
controller. Overshoot occurs in the current loop's output 
current when the SOGI-FLL controller tries to reduce current 
harmonics. Similarly, [10] reaches the same conclusions. 
Overshoot is undesirable in a high-precision SRM drive 
system because it degrades SRM control performance. 
Overshoot is kept in check with the use of a PID controller 
with only two-degrees-of-freedom (2DOF). Therefore, to 
dampen torque fluctuations in the SRM, the proposed SOGI-
FLL-2DOF PID current controller is designed by combining 
a SOGI-FLL controller and a 2DOF PID controller. Based on 
the results of this research, a novel torque-sharing function 
was developed that takes advantage of position, velocity, and 
acceleration limitations. So, the suggested quintic TSF can be 
used at speeds higher than the machine's base speed while still 
being more efficient than the cubic TSF presented in [11]. 
Finally, simulation and experimental testing are used to 
evaluate the capabilities of the different control techniques in 
terms of current tracking, overall dynamic performance, and 
torque ripple reduction. 

The paper has been thoroughly organized. Section 2 
discusses the modeling of switching reluctance motor drives. 
In Section 3, a closed-loop diagram depicts the proposed 
current control strategy for the SRM drive structure. Sections 
4 &5 investigate whether the proposed current controller 
outperforms the hysteresis and PI current controller using 
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simulation and experimental hardware data. The conclusion of 
the paper is delivered in Section 6. 

II. SWITCHED RELUCTANCE MOTOR MATHEMATICAL MODEL

Vdc

Fig. 1. Cross-sectional view of a 3-ph., 6/4 SRM (along with power converter 
circuit of a typical phase winding) 

     Since the salient poles of both the stator and the rotor are 

laminated, the SRM's design is straightforward. A rotor is a 

free form of magnets and windings. The rotor is constructed 

of laminations to reduce eddy current losses. Fig. 1 shows a 

cross-sectional representation of a common single-phase 

asymmetric power converter circuit used in a three-phase, 6/4 

SRM. When the stator windings are energized one after the 

other, they produce a magnetic field that the rotor poles try to 

align with to transition to a low reluctance path. Due to the 

stator windings' consecutive excitation, the motor rotates 

constantly. The SRM can rotate under controlled conditions 

thanks to the motor's integration with a power converter and 

controller. 

A. SRM Dynamic Model

The 3-ph., 6/4 SRM mathematical model is provided by

i

i i

d
v Ri

dt

ψ
= − , 1, 2,3...i = ( i=index of phase)  (1) 

d

dt

θ
ω=   (2) 

e l

dw
T T J B

dt
ω− = +  (3)                      

3

1

e i

i

T T
=

=  (4)      

 Where R denotes the phase resistance, ψ  denotes the flux 

linkage, ω  denotes the motor rotor speed, J  is the motor 

drive system's moment of inertia, B  denotes the friction 

coefficient, 
i

T  denotes the phase electromagnetic torque, 
e

T

is the total motor electromagnetic torque, v  denotes the 

applied voltage, and 
l

T  denotes the load torque. The 

mechanical parameters J and B of the SRM drive system used 

in this study are obtained experimentally. 

As demonstrated in Fig. 2 and 3, the flux linkage ( ), iλ θ

and resultant motor torque ( ), iT θ  for the "6/4" ( 3pN =

phase, 4
r

N =  rotor pole) SRM that we utilized in our 

simulations are pretty common. Static electromagnetic 

measurements of the SRM phases at different locked-rotor 

angles were used to determine the flux linkage, and 

conventional energy techniques were employed to determine 

the torque function. 

Fig. 2. Experimentally measured static flux-linkage vs. rotor position vs. 

current characteristics for the experimental 6/4, 3-phase, 1 h.p. SRM 

Fig. 3. Computed static torque vs. rotor position vs. current characteristics 

for the experimental 6/4, 3-phase SRM. 

The spatial derivative of the co-energy (
c

W ) is used to 

calculate the phase electromagnetic torque. 

( , )
( , )

i i

c i

i i

i I

dW i
T I

d

θ
θ

θ =

=  (5) 

0

( , ) ( , )
iI

c i i i i
W I i diθ ψ θ=   (6) 

   The magnetization curves would be straight lines if there 

was no magnetic saturation. Under these conditions, the co-

energy and instantaneous torque will be provided at any rotor 

position. 

21
( , ) ( )

2
c i i iW I L Iθ θ=  (7) 

2( )1
( , )

2

i
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dL
T I I

d

θ
θ

θ
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    The direction of the torque generated does not change with 

the polarity of the current, as demonstrated by (8). However, 

since the motor is being operated at a high level of magnetic 

saturation to produce more power, the magnetization 

characteristics are very nonlinear. 

III. PROPOSED CURRENT CONTROL STRATEGY FOR SRM

DRIVE SYSTEM 

The SRM drive system's dynamic closed-loop speed 
control is shown in Fig. 4. It consists primarily of a switched 
reluctance motor, a rotor position sensor, a reference current 
generator, a commutation logic system, a speed controller, and 
the proposed SOGI-FLL-2DOF PID current controller. Fig. 5 
shows a block diagram of the proposed current controller 
showing its inner workings. In this article, a basic explanation 
of how a block diagram works to create a simulation model is 
provided. As feedback, the incremental encoder measures the 

rotor position (
.elect

θ ). The rotor shaft's speed (
actual

ω ) is 



determined by the derivative of the rotor position. The rotor 

speed of SRM is compared to the speed reference ( refω ). The 

proportional-integral (PI) controller receives the speed error (

e
ω ) as input and provides the desired torque ( dT ) as output. 

The current reference is produced for each phase using the 
quintic torque sharing function. Phase voltages are generated 
with the help of a control signal generated by the SOGI-FLL-
2DOF PID controller. An asymmetric bridge converter 
coupled to the SRM stator windings is driven by the produced 
phase voltages. 

Fig. 4. Dynamic closed-loop speed control of the SRM drive system 

Fig. 5. Internal block diagram view of the proposed current controller. 

A. Quintic Torque Sharing Function

The torque sharing function (TSF) marks the current

reference profile for each stator phase to distinguish the 

necessity for steady torque output amongst the different stator 

phases. The most basic technique to show a TSF is as shown 

in (9): 

( )

( )
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,
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T f

T n T

T f

θ θ

θ θ θ θ θ
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≤ < +


= + ≤ <


≤ < +
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  (9)

                                                           
refT refers to the entire torque command, while ( )refT n refers 

to the torque reference for phase n. 
on

θ ,
offθ , and 

ov
θ are the 

turn-on, turn-off, and overlap (OV) angles, respectively. 

  The phase torque contribution in the commutation zone is 

approximated by the quintic TSF using a quintic function. 

This is seen in Fig. 6, with the expressions for ( )
rise

f θ and 

( )fallf θ  rewritten as (10)  with coefficient 
1 2 3 4
, , , ,a a a a and

5
a  

2 3 4 5

0 1 2 3 4 5( ) ( ) ( ) ( ) ( ) ( )rise on on on on onf a a a a a aθ θ θ θ θ θ θ θ θ θ θ= + − + − + − + − + −

     (10) 

The limitations are established as follows to ensure that this 

is consistent across all rotor positions: 

( )

( )

( )

( )

0, 0,( )
( )

1, 0,

on onrise

rise

on ov on ov

df
f

d

θ θ θ θθ
θ

θθ θ θ θ θ θ

= =  
= = 

= + = +  
     (11) 

The coefficients of the quintic TSF can therefore be deduced 

from (12) by replacing (11) with (10). 

0 1 2 3 4 33 4 5

10 15 6
0; 0; 0; ; ;

ov ov ov

a a a a a a
θ θ θ

−
= = = = = =  (12) 

The comparative torque sharing functions of both cubic and 

quintic are shown in Fig. 6. 

Fig. 6. Comparison of Cubic vs. Quintic torque sharing function (TSF) 

B. Design Procedure of Proposed SOGI-FLL-2DOF PID

Current Control Method

  In Fig. 7 we see the rudimentary closed-loop representation 

of the first-order integrator. The high gain at zero frequency 

allows for precise detection of the dc input by the closed-loop 

system. It is, therefore, unable to faithfully detect the input 

reference current signal at other frequencies. To get around 

this problem, a SOGI-QSG is presented in the literature [12] 

that uses a second-order-generalized- integrator. The general 

idea of a SOGI-QSG-PR controller is depicted in Fig. 8. The 

SOGI is based on a generalized-integrator (GI) as represented 

by (13), a key structure of the PR controller. The SOGI is the 

central component of SOGI-QSG, the SOGI transfer function 

can be formulated as in (14). 

2 2
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2
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s
GI s

s ω

 
=  
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 (13) 
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SOGI s
s

ω

ω

 
=  
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Fig. 7. Closed-loop diagram of the first-order integral controller. 

   According to (15), SOGI can integrate the magnitude of the 

sinusoidal input signal. This signal is very similar to the 

proper dc input integration. Therefore, the feature of SOGI-

QSG is predicted by a first-order system(FOS)  that can detect 

sinusoidal signals. Because of that, the FOS is mainly used 

for tracking of dc signals. So SOGI-QSG will be considered 

as FOS for sinusoidal signal. Therefore, the SOGI-QSG in 

Fig. 8 has the same characteristics as the FOS in Fig. 7, which 

can estimate the sinusoidal input signal at varying resonant 

frequencies.Thus, the interrelated components in the control 

output, given in (15), are meant for tracking of the reference 

current with instantaneous frequency
0ω . 

1 0

2 2

1 0 0

( ) *P R

K s
u s K K

s K s

ω

ω ω
= +

+ +
 (15)



Where SOGI gain 
1

K compared to the damping ratio of the 

band-pass filter transfer function as designated by: 1

2

K
ξ = . It 

is often useful to set 0.5ξ ≥ to get a sensibly well-damped 

response. The FLL is an effective modification of the SOGI-

QSG to determine the resonant frequency 0
ω  as shown in 

Fig.9.

     For dynamic changes of operation, an SRM drive system 

frequently alters the input signal. The SRM control system 

must have minimum overshoot, good input tracking, and 

robust disturbance rejection to perform successfully. 

Typically, the PID controller is used in the real world to 

achieve these goals. Unfortunately, current harmonics cannot 

be monitored with a single set of tuning parameters ( PK , IK

, and DK  ) of standard for PID controllers. Problems arise 

when this method is used for both tracking and eliminating 

disturbances. The 2DOF PID controller achieves minimum 

overshoot, flawless tracking, and disturbance rejection with 

the use of two sets of controller parameters [13]. The 2DOF 

PID controller is used to reduce overshoot in this 

investigation. The current loop schematic for a 2DOF PID 

controller is shown in Fig. 9. pK ,
i

T , and
d

T are the standard 

parameters for the PID controller. Each filter's "setting value" 

consists of three coefficients: α , β  and γ  where η is the gain 

coefficient of the differential forward structure. 

Fig. 8. Block diagram of SOGI-QSG-based PR current controller. 

Fig. 9. Block diagram of the current loop based on the proposed SOGI-
FLL–2DOF PID current controller. 

IV. SIMULATION RESULT ANALYSIS

 The SRM and its proposed control mechanism are 

examined in MATLAB/Simulink. Comparatively, quintic 

TSF results are displayed while retaining turn-on, turn-off, 

and turn-OV angles. Using simulation data, the SOGI-FLL-

2DOF PID current controller approach is evaluated. The 

simulation step time is 1 sµ . The asymmetric power 

converter uses unipolar switching PWM to energize the 

motor. The excitation angles ( on
θ ,

offθ , and ov
θ ) are kept 

constant in all simulations at 10o ,130o , and 35o respectively. 

The proposed current control method is assessed for its ability 

to follow a given reference current and dampen torque ripple. 

The simulation findings are carried out on a 6/4 three-phase, 

1 h.p. SRM operating at 1500 r/min. The proposed TSF's 

performance potential and distinctive qualities are compared 

to the cubic TSF. The SRM requirements, as well as the 

optimal control parameter values employed in the proposed 

control approaches, are detailed in Tables I and II. 

TABLE I. SRM SPECIFICATION DETAILS 

Motor Specification Value Motor 

Specification 

Value 

Rated power (H.P.) 1 Rated speed 
(R.P.M.) 

1500 

Rated voltage(V) 100 Rated current(A) 2.7 

Phase 3 Model 738Z184 

TABLE  II. CONTROL PARAMETER USED IN THIS STUDY 

Control 

parameter 

Value Control 

parameter 

Value 

Hysteresis band 2% 
P

K 3.5 

pk 2.5 
IK 5 

ik 5 λ , β 10,1 

kaw 10 
ffω ,η 0.7 

i
T , d

T 0.5,0.4 α , γ 1,1 

A. Dynamic Simulation of the SOGI-FLL-2DOF PID

Current Control Method

 Fig. 10 (a)-(c) shows simulation results of the SOGI-FLL-

2DOF PID current controller with quintic TSF at 
010onθ = ,

130o

offθ = , 35o

ovθ = , and 
l

T =2 Nm. Fig. 10 (a)-(c) shows 

phase current and total torque at 1000, 1500, and 2000 r/min. 

SOGI-FLL-2DOF PID current control method reduced 

torque ripple by 14.74, 16.50, and 23.40% compared to 

hysteresis and PI without causing a significant current spike. 

The proposed current controller avoids the requirement for 

quick turn-on and turn-off angle changes to limit torque 

ripple and prevents a constant current drop in the 

demagnetization zone. As a result, with the increase in speed, 

the torque ripple in the SRM drive increases rapidly because 

of its limitation in the rate of change flux linkage at the higher 

speed. Fig. 11 shows SOGI-FLL-2DOF-PID results with 

cubic TSF. Fig. 11 (a)-(c) shows torque and phase current at 

1000, 1500, and 2000 r/min. At 1000, 1500, and 2000 r/min, 

torque ripples are 18.56%, 19.27%, and 25.90%.  



Fig. 10. Simulation results of SOGI-FLL-2DOF PID current controller 

with quintic TSF at (a) 1000 r/min, (b) 1500 r/min, and (c) 2000 r/min. 

Fig. 11. Simulation results of SOGI-FLL-2DOF-PID current controller with 

cubic TSF at (a) 1000 r/min, (b) 1500 r/min, and (c) 2000 r/min. 

B. Dynamic Operation with Proposed Current Controller

Under Load Torque Ditsrubance

Fig. 12 shows how the SOGI-FLL-2DOF PID current

controller responds to an abrupt adjustment in load torque. 

The SRM is initially run at 2000 r/min and 1 Nm. At 0.5 sec, 

3 Nm load torque is quickly applied to the SRM shaft. This 

abrupt load torque increase reduces rotor speed by 20 r/min. 

Torque ripple increases from 17.52 to 28.24 %.   

Fig. 12. Total torque response of SRM drive system with SOGI-FLL-2DOF 

PID current controller during load torque disturbance.   

V. EXPERIMENTAL RESULT ANALYSIS

    The proposed SOGI-FLL-2DOF PID current controller 

was tested experimentally using a 1 h.p., 1500 r/min, 6/4 3-

phase SRM. The dSPACE platform was used to create the 

proposed SOGI-FLL-2DOF PID current controller. Fig. 13 

depicts the setup used in the experiments. The inner loop 

current was controlled by a SOGI-FLL-2DOF PID controller, 

while the outer loop speed was controlled by a PI controller. 

To compute the torque, we consulted a look-up table (LUT) 

that accounted for the effects of mutual torque. The LUT-

calculated torque was as accurate as the simulation based on 

experimental data. Data from the experiment were recorded 

in dSPACE and plotted in MATLAB. SRM's drive system is 

optimized for a precise testing environment, with a torque 

transducer and mechanical load taking center stage. Control 

of the SRM drive system is handled by an asymmetric bridge 

converter. As a mechanical load, inertia polling is used. The 

rotational speed of the machine is measured by an 

incremental encoder that is linked to the shaft, and the three-

phase currents are sensed and fed back by LA 55p current 

sensors.  

Fig. 13.  Experimental setup of the SRM drive system 

A. Torque Ripple Minimization at Low and Higher

Speed

     The SRM is operated at 1000 r/min, 1500 r/min, and 2000 

r/min with a load torque of 0.5 N/m to provide a precise 

measurement of the instantaneous torque ripple. Fig. 14 (a)-

(c) displays the phase current, reference current, and

instantaneous torque. It can be seen in Fig. 14 that the peak

current is timed to correspond with the TSF's conduction

period, and the on and off angles are tuned to generate a

torque equal to that of the TSF. High commutation torque

ripple and oscillations are caused by the interplay of the

torque transducer, load, and SRM when current control is

used. These features are significantly reduced by the

proposed SOGI-FLL-2DOF PID current controller.

Fig. 14. Experimental results of Total produced torque and Phase current at 
(a) 1000 r/min (b) 1500 r/min, and (c)2000 r/min for 0.5 Nm load torque with 

quintic TSF using the proposed SOGI-FLL-2 DOF PID current controller.

    Torque ripple, as seen in Fig. 14, is caused by both 

switching effects and the load machine. Due to high induced 

voltage, the maximum allowed current swing is limited to 

2000 r/min. Compared to 1000 and 1500 r/min, the torque 



ripple is larger and the average torque is lower than required. 

Because the load torque is lower in the experimental study, 

the tracking error is also significantly smaller compared to the 

simulation study. A larger-than-expected torque ripple is 

obtained due to sensor noise in the commutation zone (see 

Fig. 14). 

 As can be seen in Fig. 15, the motor 
refω is increased from 

1000 to 2000 r/min. As the reference speed changes, the 

closed-loop torque and stator currents adapt correspondingly. 

The increase in phase current corresponding to the reference 

speed is observed to be normal and the magnitude of the 

phase current does not exceed the limiting value as seen in 

Fig. 15 (b) and 15 (c). 

Fig. 15. Experimental results of SRM drive system under variation of 

speed: (a) motor speed, (b) current waveform, and (c) total torque. 

B. Comparison with Hysteresis and PI controller

    Fig. 16 shows torque and phase current for traditional 

hysteresis and PI current controllers at 1500 r/min reference 

speed. Fig. 14 demonstrates that in comparison to Fig. 16, the 

torque ripple is reduced by employing the proposed current 

controller strategy. At any given speed, a lower current can 

be used by the machine. The results of the calculations are 

outlined in Table III, which makes it abundantly evident that 

the ripple in torque caused by the SOGI-FLL-2DOF PID 

current controller is noticeably less than that caused by the 

hysteresis and the PI controller.  

Fig. 16. Experimental results of the existing current controller with quintic 
TSF (a) hysteresis current controller (b) PI current controller at 1500 r/min 

for load torque of 0.5 Nm. 

VI. CONCLUSION

    In this study, a nonlinear SRM model is used to minimize 

torque ripples.  Although torque ripple increases with speed, 

it can be minimized at low and high speeds. Real-time SOGI-

FLL-2DOF PID current controller implementation was 

carefully designed. The proposed control algorithm's model 

can be dynamically updated to accommodate input parameter 

changes and to improve controller dependability. This 

research shows that a minimum amount of torque ripple 

production at a higher speed. The simulation results matched 

the experimental data, proving the proposed controller's 

reliability. You can apply this control method in any in-phase 

SRM drive to eliminate torque ripple. 

TABLE III. EXPERIMENTAL RESULTS SUMMARY FOR THREE DIFFERENT 

CONTROL STRATEGIES WITH QUINTIC TSF AT LOAD TORQUE 0.5 NM  

Current Controller 
rpmω

(r/min) 

a v gT

(Nm) 

rippleT

(%) 

Hysteresis current 
controller with quintic TSF 

1500 0.2719 66.73 

PI current controller with 

quintic TSF 

1500 0.2645 40.54 

SOGI-FLL-2DOF PID 
current controller with 

quintic TSF 

1000 0.2742 22.45 

1500 0.2752 26.68 

2000 0.2848 28.12 
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Abstract— This article proposes a five-level torque 
hysteresis based direct torque control (DTC) scheme for 
a dual inverter fed 3-phase BLDC motor with open-end 
stator windings. The five-level torque controller 
facilitates finer control of the torque compared to 
conventional three-level torque controller based DTC 
scheme for BLDC motors. The proposed scheme is based 
on the voltage space vector structure of the BLDC drive 
developed by combining the voltage space vectors of the 
two inverters operated in 1200 conduction mode. This 
space vector structure contains some ‘uncertain space 
vectors’ and is different from that of three phase open-
end winding drives. The ‘uncertain space vectors’ whose 
directions are not known in advance are not used for 
implementing the control scheme.  Appropriate null 
vectors and active vectors are used for torque control. 
Numerical simulation is performed in Matlab-Simulink 
platform and experimental verification of the proposed 
DTC scheme is conducted on a laboratory prototype 
using TMS320F28377S digital signal processor for 
implementing control algorithm.

Keywords— Open-end winding drives, BLDC motors, 
Space vector PWM, Direct Torque Control (DTC) 

I. INTRODUCTION 

The brush-less DC (BLDC) motor drives are being 
increasingly used in applications like aerospace systems and 
transportation electrification due to their higher torque and 
power density, high dynamic performance, better 
controllability etc. [1]-[6]. Rocket engine gimbal control, 
electro-mechanical actuators in aircrafts, propulsion motors in 
unmanned aerial vehicles are some of the aerospace 
applications where BLDC motors are widely used [2]-[5]. The 
BLDC motors have trapezoidal back-EMF waveform and a 
rectangular current is driven through motor winding during 
the flat portion of back-EMF to obtain a steady 
electromagnetic torque [1], [7]. It can be achieved by either 
PWM or hysteresis current control schemes [7]-[9]. However, 
the motor current can not rise and fall instantaneously to 
obtain a rectangular current waveform, due to the motor 
inductance and the back-EMF. As a result, all the phases 
conduct during the commutation interval. This along with the 
non-ideal back-EMF waveform cause significant torque 
pulsation which is considered to be the main drawback of 
BLDC motor drives [8],[9]. Hence one of the focuses of 
research in the field of BLDC motor drives is the torque ripple 
reduction. Several current control schemes are introduced to 
BLDC motor drives for reducing the torque pulsations due to 
commutation [7]-[10]. However, these current control 

schemes are very complex and the limited bandwidth of the 
current controller limits their performance. 

Direct torque control (DTC) scheme is initially introduced 
to induction motor drives by Takahashi and Noguchi [11]. The 
DTC scheme provides fast dynamic response and it is simpler 
compared to the field oriented control since it does not require 
pulse width modulation and transformation to rotating 
reference frame. Later the DTC scheme was extended to 
BLDC motor drives with trapezoidal back EMF [12]-[14]. 
One of the main advantages of DTC in BLDC motor drives is 
that it facilitates reduction of commutation torque ripple in a 
much simpler manner compared to the current control-based 
schemes [15]-[17]. A comparison of the performance of 
BLDC drives operated under DTC and PWM current control 
is given in [15]. The details of implementation of the DTC 
scheme of BLDC motor like torque estimation and the 
representation of the inverter voltage space vectors are given 
in [16] to show that compared with conventional current 
control, the DTC results in reduced torque ripple and a faster 
dynamic response. An improved method of implementation of 
DTC for BLDC drives to reduce commutation torque ripple 
by employing a hybrid two-and three-phase switching mode 
during the commutation periods is presented in [17]. 

There are many induction motor drive systems based on 
dual inverter fed open-end winding configuration. However 
open-end winding configuration has not been explored for 
developing DTC scheme for BLDC motor drives. It is well 
known that the torque ripple can be minimized further by 
increasing the number of levels in the torque hysteresis 
controllers [18]. However, this necessitates increased number 
of voltage space vectors for switching based on the increased 
number of torque comparator outputs. This paper proposes a 
five-level torque hysteresis controller based direct torque 
control scheme for dual inverter fed BLDC motor drives with 
open-end stator windings, for the first time. The dual inverter 
fed open-end winding configuration facilitates generation of 
adequate number of voltage vectors for implementation of a 
five-level torque controller. This configuration also has higher 
fault tolerance compared to the conventional star connected 
BLDC motor drive [19], [20]. This article first presents the 
voltage space vector structure of a dual inverter fed open-end 
winding BLDC motor drives followed by the control 
architecture based on five level hysteresis torque controller. 

This paper consists of five sections. Section-II is presents 

the generation of the voltage space vector structure. The 

direct torque control scheme is presented in section-III. The 

simulation and experimental results are provided in section-

IV and the concluding remarks are given in section-V. 
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II. VOLTAGE SPACE VECTOR STRUCTURE OF DUAL INVERTER

FED OPEN-END WINDING BLDC DRIVE 

Power circuit of the dual inverter fed BLDC motor drive 

with open-end stator windings is shown in Fig.1. In this 

topology two three inverters power motor from both sides of  

Fig.1. Circuit diagram of dual inverter fed open-end BLDC motor 

Fig.2. Voltage space vectors of the left and right inverter in the dual 

inverter fed open-end BLDC motor 

 the motor windings. The voltage space of topology can be 
obtained by combining the voltage space vectors of the 
individual inverters. Inverter-1 and inverter-2 are operated in 
120°conduction mode. Each inverter will have 8 switching 
states and the corresponding voltage space vector structures of 
inverter-1 and inverter-2 are given in Fig.2. Each voltage 
space vector is marked with a triplet that indicates the 
corresponding switching state of the inverter in the order 
phases: A,B,C. When the top switch of an inverter leg is ON 
(bottom switch is OFF) the corresponding end of the winding 
will be connected to the positive terminal of the DC bus and 
this state is indicated by indicated by ‘+’ symbol in the triplet. 
When the bottom switch of an inverter leg is ON (top switch 
is OFF) the corresponding end of the winding will be 
connected to the negative terminal of the DC bus and this state 
is indicated by indicated by ‘-’ symbol in the triplet. When 
both top and bottom switch of an inverter leg are in OFF 
position the corresponding end of the winding will not be 
connected to the DC source and this state is indicated by ‘X’. 

A. Generation of Voltage Space Vectors

The switching states of both inverters will together provide
a resultant voltage space vector structure across the motor 
windings with 64 voltage vectors. Out of these 64 voltage 
vectors 54 are active voltage vectors and 10 are zero vectors. 
There are two sets of active voltage vectors with two different 
magnitudes, named as ‘small vectors’ and ‘large vectors’ 
residing on the vertices of the two concentric hexagons as 
depicted in Fig.3. The individual space vectors of inverter-1 
and inverter-2 can be determined using following equations: 

��1 � �1.1 � �2. 
�� 
� � �3. 
�� 

�           �1�
��2 � �′1.1 � �′2. 
��� 

� � �′3. 
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�          �2� 

Where Vs1 and Vs2 are space vector of inverter-1 and 

inverter-2 and K1, K2 and K3 are the magnitude of phase 

voltage of A-phase, B-phase and C-phase respectively during 

a switching state. The combined voltage space vector from 

double inverter fed open-end machine is given by, 

�� � ��1 � �′1�.1 � ��2 � �′2�. 
��� 
� � ��3 � �′3�. 
���

�  (3) 

Fig.3. Combined voltage space vector diagram of dual inverter structure 

TABLE I Voltage space vectors appearing across the windings 
Voltage 

space 

vector 

Number Type Magnitude Phase angle 

(n= 0 to 5) 

U1-6 6 Large active 

voltage 

vector 

√3��� �2� � 1��
6

U7-42 36 Small active 
voltage 

vector 

√3���
2 �2� � 1�� 

6
U43-52 10 Null or Zero 

voltage 
vector 

0  0

U53-64 12 Uncertain 

space vector 
√3���

2 Uncertain 

B. Resultant Voltage Space Vectors- Magnitude and Phase

angle

The combined voltage space vector is computed using phasor 

subtraction of voltage space vector of inverters 1 and 2. The 

outer hexagon is formed by space vectors with a magnitude 

of √3 Vdc. Small voltage space vectors forms a smaller 

hexagon with 
√�
� Vdc magnitude. The ratio of magnitudes of

large and small space vector is 2:1. Six large voltage space 

vectors and 48 small voltage space vectors are generated in 

the dual inverter fed BLDC drive scheme. The magnitudes 

and angles of the different voltage vectors are given in Table-

I. 

C. Uncertain Voltage Space Vector

Twelve vectors (U53-64) are exhibiting uncertainty in their
positions. The uncertain space vectors can either behave as a 
space vector of inverter-1 or inverter-2, but fail to become a 
combined space vector of both inverters [21]. U54 is an 
example of an uncertain voltage space vector whose formation 
is explained below. U54 is generated by switching !" #  (+-X)

in inverter-1 and ! # $ (-X+) in inverter-2. Two possible paths



Fig.4. Voltage space vector U-54 behave as !" #  in inverter-1 

Fig.5. Voltage space vector U-54 behave as !̅$ in inverter-2 

Fig.6. Two different positions of uncertain space vector U-54 in stationary  

reference frame 

of current flow in this switching state are 
depicted in Fig.4 and 5. Inverter-1 is delivering power to the 
motor in the state shown in Fig.4. The dc-link voltage of 
inverter-2 is not participating in power transfer. Though C-
phase upper switch is turned ON, no current is flowing 
through this switch. In this case the voltage vector can be 
considered as the space vector of inverter-1. Similarly, from 
Fig.5. it is noticed that inverter-2 is transferring power from 
the DC source to the motor. The current is flowing from DC-
source of inverter-2 to C-phase and returning through A-
phase. So, in this case U54 can be considered as space vector 
of inverter-2. So, there are two positions for the vector U54, 
based on the initial current direction and magnitude of line-to-
line back-EMF as shown in Fig.6. These vectors are not used 
in the proposed DTC scheme due to advance calculation of 
angle. 

III. PROPOSED DIRECT TORQUE CONTROL SCHEME

Control architecture of dual inverter fed direct torque-

controlled BLDC motor drive with open-end stator winding 

is illustrated in Fig.7. The DTC scheme has an outer speed 

loop and an inner torque loop. The speed is estimated from 

rotor position hall sensors. This scheme does not use any 

speed encoder. The speed error is corrected using a five-level 

torque hysteresis controller. The back-EMF induced in the 

stator windings is proportional to speed of the rotor. The 

back-EMF is estimated from the trapezoidal back-EMF 

function and the sensed stator current. The sensed current and 

estimated back-EMF are used to calculate the 

electromagnetic torque.  

A. Estimation of Torque, Speed, Rotor Position and Back-

EMF:

The speed of synchronous machine Ns is given by, 

&� � 120 '
(  )*+   �4�

Where Ns is the synchronous speed f is the synchronous 

frequency and P is the number of poles. The synchronous 

frequency or electrical rotor frequency is calculated from 

rotor position hall effect sensors. The rotor position is 

required to accurately calculate the back-EMF function. The 

hall effect sensors provide six discrete positions of permanent 

magnet rotor. Continuous rotor position is required for 

estimating the back-EMF. The electrical rotor position -
 is
calculated using equation 

-
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 �0
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Where -
 is the electrical rotor position, /
 is the electrical

angular frequency of rotor and '  is the synchronous

frequency of rotor. From the power balance equation of 

motor, 

3
+ � 4565 � 4767 � 4�6�
/+  �6�

Where 3
+ is the torque Ea, Eb and Ec are the back-EMF

induced in a, b and c-phases and /+ is the mechanical speed

of the motor. The sensed stator currents are denoted by Ia, Ib 

and Ic. The torque equation should be independent of speed.
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Substituting 7, 8, 9 and 10 in equation in equation 6 results 

3
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Where Fa, Fb and Fc are back-EMF shape functions depend 

upon the rotor position. The shape of back-EMF function is 

trapezoidal in shape [19]. 

B. Five-level Torque Hysteresis Controller:

An inner and outer torque hysteresis bands are present in five-

level torque hysteresis comparator. The large voltage space 

vectors of magnitude of √3 Vdc are used to
correct the torque error when the torque error is exceeding the 

outer band. Small vectors of magnitude 
√�
�  Vdc are switched

whenever torque error is going out of inner torque band. The 

torque band width is proportional to the magnitude of space 

vector used in respective bands. 

C. Voltage Space Vector Selection Table:

The selection of voltage vectors to be switched for controlling 

the electromagnetic torque is illustrated in Table.2. The 

torque error is calculated by comparing torque reference with 

estimated torque of BLDC motor. Torque controller output is 

denoted as Xt. Xt will have values ‘2’, ‘1’, ‘0’, ‘-1’ and ‘-2’ 

depending on the torque status. Positive torque status ‘1’  



Fig.7.Control architecture of speed sensor-less direct torque controlled 
BLDCMD 

and ‘2’ indicate the demand for small and large increase in 

the torque respectively. Similarly, ‘-1’ and ‘-2’ indicate the 

demand for small and large decrease in torque respectively. 

‘0’ indicate the requirement for maintaining status quo. The 

torque can be decreased by switching zero voltage vectors. 

The active vectors are used to increase the electromagnetic 

torque. An active vector can also be used to reduce the 

electromagnetic torque. Those active vectors which will 

cause maximum angular displacement for stator flux vector 

from rotor flux phasor is selected for increasing the 

electromagnetic torque. Active vectors are selected based on 

the magnitude of back-EMF in the respective phases. The 

rotor position plays a crucial role in selecting the appropriate 

voltage space vector. For example, A-phase and B-phase 

back EMF are constant in sector-1. So, an active vector that 

can apply voltage in only A-phase and C-phase is selected. S-

1 to S-6 represent six electrical rotor position. S-1 is defined 

as the region in the stationary reference frame for which 

electrical angle ranges from 0 to 600. 

TABLE II Voltage space vector selection table for counter-clockwise 
rotation of OEWBLDCMD  

Torque 

Status 

(Xt) 

Six discrete rotor position from three hall-

effect position sensor 

S-1 S-2 S-3 S-4 S-5 S-6

2 U50 U50 U50 U50 U50 U50 

1 U45 U45 U45  U45 U45 U45 

0 U48 U48 U48  U48 U48 U48 

-1 U26 U32 U42 U9 U14 U20 

-2 U4 U5 U6 U1 U2 U3 

TABLE III OEWBLDC Motor Specification used for simulation 

Symbol Quantity  Value 

N Number of phases 3 

P Number of poles 4 

R Stator resistance 0.7 Ω 

L Stator inductance  0.00521 H 

J Moment of inertia 0.00022 Kgm2 

Kb Back-emf constant 0.05283Vs/rad 

Fig.8. Acceleration of motor from 0 to 4000 rpm (full rated speed) with a 

step change of load from no-load to full load: (a) Reference speed and actual 

speed (Y axis: 5000 rpm/div) (b) A-phase Voltage (Y axis: 200 V/div) (c) A-
phase current (Y axis: 5 A/div) (d) Sector information (e) Motor torque (Y 

axis: 1 Nm/div), (X-axis: 0.05 s/div) 

Fig.9. Acceleration of motor from 0 to 4000 rpm with a step change in load: 

(a) Reference speed and actual speed (Y axis: 2000 rpm/div) (b) A-phase 

Voltage (Y axis: 200 V/div) (c) A-phase current (Y axis: 10 A/div) (d) Sector
information (e) Electromagnetic Torque (Y axis: 1 Nm/div), (X-axis: 0.05 

s/div) 

IV. SIMULATION AND EXPERIMENTAL RESULTS

The control scheme is first evaluated with simulation studies 

on MATLAB-Simulink platform. The specification of 

OEWBLDC motor used for simulation is given in Table.3. 

The simulation results are given from Fig.8. to 12. The 

sampling time of DTC simulation algorithm is set to 50 µs. 

A. Transient Performance of OEWBLDCMD:

The acceleration performance of OEWBLDCMD with full

load torque is analyzed in Fig.8. The speed reference is set 

from zero to rated speed (4000 rpm). The speed tracking is 

shown in Fig.8. a. The phase voltage across A-phase and A-

phase current is given 8.b. and c respectively. The detected 

electrical rotor position or discrete six sectors is given in 

Fig.8. d. The speed regulated at set value during loading with 

DTC scheme. The motor torque shown in Fig.8. e.  

The acceleration and step change in load performance of 

OEWBLDCMD is illustrated in Fig.9. The phase voltage and 

current are captured in Fig.9.b and c. The motor is started 

with 25% of full load. The variation in the synchronous 

frequency of rotor position during acceleration is noted in 

Fig.9. d. A load torque of 25%, 50% and 100% of full load 

torque is applied at t=0, 0.25 and to 0.3 sec. The motor torque 

is shown in Fig.9. e. Both torque and speed are positive 

during forward motoring operation.  

The transition from forward motoring to reverse motoring 

is discussed in Fig.10. The speed regulation is shown in 

Fig.10. a. The voltage and current waveforms are given in 

Fig.10.b and 10.c. The rotor position and induced back-EMF 

due to generator action is given in Fig.10.d and e. The gradual 



Fig.10. Speed reversal operation of open-end BLDC motor. Speed change 

from 0 to 4000 rpm and 4000 rpm to -4000 rpm: (a) Reference speed and 

actual speed (Y axis: 5000 rpm/div) (b) A-phase Voltage (Y axis: 200 V/div) 

(c) A-phase current (Y axis: 5 A/div) (d) Sector information (e) Back-EMF 
(Y axis: 50 V/div), (X-axis: 0.1 s/div) 

increase in magnitude of back-EMF is observed during 

transition from forward motoring to reverse motoring. 

B. Steady state performance of OEWBLDCMD:

The steady state performance of motor drive is portrayed in 

Fig.11. The speed is maintained at half rated speed 

(Fig.11.a.). The three phase current waveforms and A-phase 

voltage waveform is shown in Fig.11.b to e. 

The steady state performance of drive showing three phase 

voltage waveforms and A-phase current waveforms is given 

in Fig.12. The motor model is able to track the speed 

command with proposed direct torque algorithm (Fig.12.a). 

The switching in the voltage waveform confirms the selection 

of active vector and zero vectors over a sector interval. The 

three phase voltage waveforms and A-phase current 

waveform is shown in Fig.12.b to e.  

Fig.11. Steady state speed of 2000 rpm with load: (a) Reference speed and 

actual speed (Y axis: 1000 rpm/div) (b) A-phase current (Y axis: 5 A/div) (c) 

B-phase current (Y axis: 5 A/div) (d) C-phase current (Y axis: 5 A/div) (e) 
A-phase voltage (Y axis: 200 V/div), (X-axis: 0.01 s/div) 

Fig.12. Steady state speed of 2000 rpm with load: (a) Reference speed and 

actual speed (Y axis: 1000 rpm/div) (b) A-phase voltage (Y axis: 200 V/div) 
(c) B-phase voltage (Y axis: 200 V/div) (d) C-phase voltage (Y axis: 200 

V/div) (e) A-phase current (Y axis: 5 A/div), (X-axis: 0.01 s/div) 

Fig.13. Experimental result during rotor speed of 1000 rpm (67 Hz operation) 

with DC-generator load: (a) Reference speed (Y axis: 1000 rpm/div) (b) 
Actual speed (Y axis: 1000 rpm/div) (c) A-phase Voltage (Y axis: 50 V/div) 

(d) A-phase current (Y axis: 3.5 A/div), (X-axis: 4.2 ms/div) 

 Fig.14. Experimental results during rotor speed of 1000 rpm (67 Hz 
operation) with load: (a) A-phase Voltage (Y axis: 100 V/div) (b) B-phase 

Voltage (Y axis: 100 V/div) (c) C-phase Voltage (Y axis: 100 V/div) (d) B-

phase current (Y axis: 4 A/div), (X-axis: 6 ms/div) 

C. Experimental Results:

The proposed direct torque control scheme is tested on 1 Hp, 

8-pole, 310 V, 2500 RPM open-end connected three phase

BLDC motor. The direct torque control algorithm is

implemented in TMS320F28377S DSP. Three Hall-effect

sensors are used to sense the speed of permanent magnet

rotor. The synchronous speed is estimated from hall-effect

position sensor. The steady state performance of drive for a

rotor speed of 1000rpm is shown in Fig.13. The reference

speed command and actual speed of rotor is shown in Fig.13.a

and b respectively. It can be seen that the actual speed tracks

the reference speed at steady state without any error. The A-

phase voltage and A phase current are shown in Fig.13.c and

d respectively.Fig.14. shows the voltages in three phases and

current in B-phase under the steady state operation of the

drive at 1000rpm.

V. CONCLUSION

A five-level torque hysteresis controller based direct torque 

control scheme for dual inverter fed BLDC motor drive with 

open-end stator windings is proposed in this paper. Compared 

to the conventional BLDC drive with star connected windings 

the dual inverter fed open-end winding BLDC drive has 

higher fault tolerance and hence can be a better choice for 

applications requiring higher reliability. The voltage vectors 

of different magnitudes required for implementing the five-

level torque controller are generated across the motor 

windings by combining the voltage vectors of individual 



inverters. The voltage space vector structure contains 

‘uncertain vectors’ which are excluded from the switching 

scheme. Appropriate null vectors and active vectors are used 

for the torque control. The increase in number of levels in the 

torque hysteresis controller facilitates finer control of the 

torque. The proposed DTC scheme is validated by 

performing experiments on a laboratory prototype under 

transient and steady state operating conditions. 

. 
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Abstract—Models of the electrical machines are used in the 

process of development control system and verification of them. 

Nowadays multiphase machines are attracting attention due to 

their reliability; however, standard MATLAB libraries are 

limited by 5-phase and 3-phase models. This paper considers a 

universal model of 3-, 5-, 6-, 7-, 9-phase permanent magnet 

synchronous motor with an open-end winding configuration. 

The open-end winding configuration allows to examine star-

connection, delta-connection, or independent windings from fed 

H-bridge inverter that helps exploring fault tolerant control

strategies. The model was developed using standard blocks of

MATALB Simulink and can be used as a component of

SimPowerSystem. Simulation results are provided as well as a

link to the library for use free of charge.

Keywords—permanent magnet synchronous motor,

multiphase machine, open-end winding, field-oriented control,

MATLAB, model, electric drive

I. INTRODUCTION

The multiphase machines become more popular in the 
field of traction drives for cars and unmanned aerial vehicles 
due to their reliability. Any development of such a drive starts 
with modelling of the proposed control system, fault-tolerant 
control strategies and behavior in fault conditions. However, 
MATLAB Simulink provides only models for 3- and 5-phase 
electrical machines, which are considered in [1]-[6]. Much 
smaller number of papers [7]-[13] devoted to 6-, 7- and 9-
phase electrical machines, which don’t supported in 
MATLAB. Thus, 6-phase [7], [8], 7-phase [11], 9-phase 
machines [9], [10] are the subject of consideration in this 
paper. 

Moreover, the open-end winding machines become 
popular as well. They are suitable for fault-tolerant control 
strategies implementation [14], active thermal control of the 
traction inverters [15], [16], but they also are not supported in 
MATLAB. Therefore, the model was made giving access to 
both ends of the stator windings. 

This paper describes the universal permanent magnet 
synchronous motor (PMSM) model. The main differences of 
this model from the standard library blocks of software 
packages from MATLAB are the presence of many phase 
configurations and access to both ends of the windings. To 
check the adequacy of the developed model, a simulation of 
its operation under field-oriented control (FOC) with current 

and speed loops was carried out. The open-phase fault was 
also simulated to test the response of the model. Based on the 
simulation results, it can be concluded that the model 
presented in the article is suitable for use in modeling non-
salient-pole PMSM in most cases. 

II. BUILDING A MODEL

A. Motor Configurations

The following motor configurations were selected as the
most often met in the literature. They are depicted in Fig. 1. 

The 6- and 9-phase motors have two sets of the winding 
configuration: symmetrical and asymmetrical. Symmetrical 
configuration of 6-phase motor is commonly obtained when 
motor design is based on 3-phase machine. In this 
configuration each winding has its reversed pair. For better 
EMF distribution the asymmetrical 6-phase motor 
configuration can be implemented. Similar situation is with 9-
phase configurations. 

B. Mathematical Description

The model is based on the voltage equations:
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where ...a Nv v  are the voltages applied to the windings 

forming voltage vector V, ...a Ni i  are the phase currents 

flowing in the windings forming current vector I, ...a Nψ ψ  are 

the phase flux linkages forming flux linkage vector Ψ, N is the 
number of phases, and R  is the stator resistance matrix which 
is defined as follows: 
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Fig. 1. Motor configurations: a—3-phase, b—5-phase, c—6-phase with 

symmetrical phase shift, d—6-phase with asymmetrical phase shift, e—7-
phase, f—9-phase with asymmetrical phase shift, g—9-phase with 

symmetrical phase shift. 
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where sR  is the stator resistance. Then the equation of the flux 

linkages can be expressed as: 
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where L  is the inductance matrix: 
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and , ,...a pm N pmψ ψ  are the flux linkages from the permanent 

magnets forming pmΨ  vector and affecting each phase. 

Inductance matrix in its turn contains self-inductances 

, ,...a a N NL L  and mutual inductances , 1,...a b N NL L − .

The flux linkages from the permanent magnet are defined 
for 3-phase motor as: 
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where pmΨ  is the magnitude of the flux linkage component 

from the permanent magnets, and eθ  is the electrical angle. 

The inductances are defined as: 
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where sL  is the phase inductance constant component, mL  is 

the phase inductance variable component, and sM  is the 

mutual inductance constant component. For other motor 
configurations these equations are similar. 

At last, the electromagnetic torque can be expressed as: 

( )( ) ,
2

ph

pm qs ds qs ds qs

N
T p i L L i i= Ψ + + (7) 

where phN  is the number of phases, p  is the number of pole 

pairs, qsi  is the stator quadrature current, dsi  is the stator direct 

current, qsL  is the stator quadrature induction and dsL  is the 

stator direct induction. The equation of the torque requires 
knowledge of direct and quadrature inductances that can be 
derived from (4) by applying Clarke and then Park 
transformations: 
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where sLα  and sLβ  for 3-phase machine can be obtained from 
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C. MATLAB Implementation

The MATLAB Simulink implementation is based on
SimPowerSystem library blocks. Each phase of the motor is 
represented by a voltage sensor, which measures the applied 
voltage, then the value of the voltage is used in (1) in order to 
evaluate flux linkages. The motor currents are recalculated 

from flux linkages using inversed inductance matrix 
1−

L  and 
used to set the current reference to the current source of the 
phase model as it is depicted in Fig. 2.  

Fig. 2. Single phase model. 

The block diagram of the model is shown in Fig. 3. It 
contains function, which evaluates permanent magnet 
component of the flux linkage, implemented in MATLAB 
language, and the function, which calculates inductances with 
respect to the rotor electrical angular position. The general 
inverse block is used for evaluation of the inverse inductance 
matrix. Input of the model is the voltage vector V  and the 

output is the current vector I  which components are 
interacting with SimPowerSystem stage using the model from 
Fig. 2. 
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sM

General
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Fig. 3. The block diagram of the model of multiphase machine 
implemented in MATLAB. 

The model is masked, and user sees the certain symbol for 
the currently selected configuration as shown in Fig. 4. The 
model implements mechanical subsystem as well which 

allows to apply a load torque and measure produced torque, 
motor speed, mechanical angular position, and all phase 
currents including their direct and quadrature 
components [17], which can be used for the feedback in field-
oriented control. 

a)    b) 

Fig. 4. Masks of the universal permanent magnet synchronous motor model 

for a—3-phase and b—9-phase configurations. 

The parameter configuration window is shown in Fig. 5. 
The user can set the stator phase resistance “Rph”; the stator 
inductance parameters “Ls”, “Lm” and “Ms”; the moment of 
inertia “J”; the permanent magnet flux linkage “Psi_m”; the 
number of pole pairs “p” and select the phase configuration: 
3-phase, 5-phase, 6-phase symmetrical, 6-phase 
asymmetrical, 7-phase, 9-phase symmetrical and 9-phase 
asymmetrical. 

Fig. 5. Parameter configuration for the universal model of PMSM. 



III. SIMULATION RESULTS

A. Control System Configuration

The tests of the model were performed using field-oriented
control system depicted in Fig. 6. It contains inner current loop 
and external speed loop. Its implementation in MATLAB 
Simulink is shown in Fig. 7. An inverter is represented by a 
zero-order hold and a controlled voltage source. The power 
stage contains a controlled circuit-breaker, which is used to 
simulate the open-phase fault. 

Fig. 6. Field-oriented control system with the universal PMSM model 
(CCd—d-axis current controller, CCq—q-axis current controller, SC—

speed controller). 

Fig. 7. Model of the control system implemented in MATLAB Simulink. 

The parameters of the control system and the electric 
motor used in the simulation are given in TABLE I.  

TABLE I. MODEL PARAMETERS 

Parameter description Value 

Control System 

Speed reference, ωref 50 rad/s 

Direct current reference, id.ref 0 A 

Max direct and quadrature current 80 A 

Max direct voltage, Vq.max 155.88 V 

Max quadrature voltage, Vd.max 249.42 V 

Speed Controller 

Proportional gain 6 A·s/rad 

Integral gain 256 A/rad 

Current Controller 

Proportional gain 10 V/A 

Integral gain 64 V/(A·s) 

Electric motor 

Stator resistance, “Rph” 0.0485 Ohm 

Constant stator inductance component, “Ls” 0.395 mH 

Variable stator inductance component, “Lm” 0.079 mH 

Parameter description Value 

Stator mutual inductance, “Ms” 0.0316 mH 

Inertia moment, “J” 0.0027 kg·m2 

Permanent magnet flux linkage, “Psi_m” 0.1194 Wb 

Pole pairs, “p” 4 

The simulation was carried out under the following 
conditions: 

• open-phase fault occurs at 0.0625 s;

• the speed controller is not limited;

• load torque is constant and equal to 10 Nm.

B. Starting under Field-oriented Control and Open-phase

Fault

The simulation results for 3-phase star-connected motor
are shown in Fig. 8. The same simulations were performed for 
all winding configurations, and the example for 7-phase 
machine is presented in Fig. 9. 

Fig. 8. Phase currents (top) and drive speed (bottom) for 3-phase 

configuration. For currents: red—phase A current; green—phase B current; 
blue—phase C current. 

IV. CONCLUSIONS

The multiphase electrical machines become more popular 
in the safety critical applications while MATLAB Simulink 
lacks their models. This was the reason to develop the 
considered model of the universal permanent magnet 
synchronous motor. 

The simulation has shown that the developed model of the 
universal PMSM is ready for use, but the following features 
should be taken into account:  

Firstly, the model does not consider the magnetic circuit 
saturation, which limits the scope of its applications. 



Secondly, the model has many configurations that are not 
presented in the standard PMSM library blocks of the 
MATLAB Simulink, but this led to a large structural 
complexity, which is why its simulation time is much higher 
compared to a standard model of similar configuration.  

Fig. 9. Phase currents (top) and drive speed (bottom) for 7-phase 

configuration. For currents: red—phase A current; green—phase B current; 
blue—phase C current; orange—phase D current; purple—phase E current; 

pink—phase F current; turquoise – phase G current. 

Thirdly, the motor windings’ ends are accessible to the 
user, which allows them to be combined in any order. 

Fourth, when calculating motor inductances, leakage 
inductance is not taken into account, which might be crucial 
when working with split winding configuration. 

Therefore, if the solution involves a 3- or 5-phase non-
salient PMSM with star-connected windings, it is better to use 
the standard motor model. 

Also, in the process of developing the model, the 
following problem was discovered. When calculating 
inductances along the d and q axes through Clarke and Park 
transformations, their values are equal to zero, in contrast to 
the calculation according to pre-derived formulas. This does 
not affect the operation in the motor mode below the rated 
speed. But in the field weakening mode, when the inductances 
along the d and q axes begin to affect the motor operation, the 
model cannot be considered adequate. At the time of this 
writing, this issue has not been resolved. 

Further plans include adding a choice between salient-pole 
and implicit-pole configuration to the model, taking into 
account saturation and leakage inductance, solving the 
problem with zero inductances along the d and q axes when 
they are calculated through Clarke and Park transformations. 

You can find the current version of the model library at 
http://ieee-dataport.org/9906. 
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Abstract—This paper presents the determination of natural
frequency of vibration for a 1 kW, 48 V, 3000 RPM, 3-phase
Switched Reluctance Motor set-up and experimental validation
of the same. Vibration, audible noise and torque ripple being
some of the disadvantages that hold back the SRM from gaining
absolute popularity hence, this study is significant. The deformed
shape and the natural modes of vibration are obtained from
FEM-based static-structural and modal-analysis simulations, re-
spectively. Dominant natural modes have been identified by
comparing the deformed shape of the stator under normal
operation and the mode shapes for the different frequencies.
Analysis of the accelerometer signals in the frequency domain
leads to the experimental identification of the dominant frequency
causing vibration. Static excitation test has also been done for
diagnosing peak noise in the same frequency range as obtained
from other experiments. The dominant natural mode is thus
identified and is found to be remarkably close to FEM-simulation
prediction.

Index Terms—Modal analysis, noise, SRM, static structural,
vibration

I. INTRODUCTION

A switched reluctance motor (SRM) has gained popular-
ity for its single excitation feature coupled with the simple
structure, low cost, less maintenance requirements, light rotor,
ability to operate in hazardous, dirty and chemically active
environment and other advantages ( [1], [2]). Since there
is no slip ring, brushes and permanent magnets in SRM, it
is remarkably rugged and fault-tolerant. Absence of copper
winding in the rotor makes it very light weight which in-turn
results in fast mechanical dynamic response. Due to the double
saliency of the motor, it develops reluctance torque and this
results in steady operation (motoring/generating) by sequential
excitation of phase windings done in accordance with rotor
position feedback [3]. The penalty paid is in terms of some
major drawbacks like, significant vibration (and audible noise)
and torque ripple. Notable work has been found reported on
reduction of torque ripple and audible noise ( [3], [4]), since
the first elaborate work of Cameron et. al. [5]. Components of
radial attraction force acting between the stator and rotor have
been found to be major sources of vibration and noise [5].
Previous work by the present authors co-related the outputs of
accelerometers with FEM-based simulations of vibration [6].

This work aims at extracting the dominant natural frequen-
cies of the SRM from FEM-based modal analysis followed by
experimental validation of the same from both vibration and

(a) with outer shell

(b) without outer shell
Fig. 1. 3-D CAD views of the SRM (a) with outer shell, (b)
without outer shell

noise signals.If the dominant modes are identified the switch-
ing frequencies (during Hysteresis control) may be controlled
to avoid those frequencies and thus reduce vibration. Advanced
control methods can also be considered [7]. An existing 1
kW, 48 V, 3000 RPM, 3-phase laboratory developed SRM [8]
prototype and its experimental set-up has been used for the
study.

II. FEM BASED SIMULATION OF THE SRM VIBRATION

The SRM is, in principle, a variable reluctance stepper
motor running in closed loop with rotor position feedback [1].
It rotates because of the tendency of the rotor teeth to align
themselves with the axis of the excited stator poles.

FEM-based simulation studies have been conducted for
identifying natural modes of oscillation of the SRM. 3-D
models of the 3-phase SRM has been developed using com-
mercially available CAD software packages and exported to
the FEM software package for simulation studies. Fig. 1(a)
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Fig. 2. Mode shape of the whole motor at 874 Hz

Fig. 3. Mode shape of the whole motor at 1518 Hz

shows the complete model of the machine while view of the
motor without the outer casing is shown in Fig. 1(b).

A. FEM based Modal simulation

Modal analysis helps to determine the undamped natu-
ral modes of oscillation of any mechanical structure [6]. It
provides information on how the system may respond to
different excitation frequency occurring from dynamic loading.
The structure, its dimensions and constituent material are
the primary determining factors of the mode frequencies and
shapes of a given system.

FEM simulation has been used to obtain the natural frequen-
cies of vibration. The model has been solved and mode shapes
of the whole motor, are shown in Fig. 2 and 3 for two different
frequencies. Natural frequencies of the motor coupled to the
case are enlisted in TABLE I. Here, all such modes have been
considered as significant which cause at least 20 % of the total
mass to oscillate. Interestingly, it can be observed that all the
natural frequencies do not cause a significant proportion of the
total mass to oscillate. For example, Fig. 2 reveals 874 Hz to
be a dominant natural frequency whereas 1518 Hz is a less
dominant one, as observed from Fig. 3. The deformation vs

Fig. 4. Simulated deformation vs mode frequency plot

TABLE I
NATURAL FREQUENCIES (HZ) OF THE MOTOR AND THE

SET-UP

Modes SRM SRM + DC machine
1. 874 480
2. 950 535
3. 1518 645
4. 1902 712

frequency characteristic of the stand-alone motor have been
plotted and represented in Fig. 4.

In the laboratory experimental set-up, the SRM is coupled
with a DC generator as load. Thus the actual experimental
set-up has higher mass compared to the stand-alone motor
and hence the new system will have a different set of natural
frequencies. To include the effect of the DC machine in
the FEM based modal simulation, we have added an extra
cylindrical mass (since the DC machine frame has no fins)
equal to the mass of the DC machine. Both the SRM and the
DC machine are secured to the same fixed support (machine-
bed). The new models are shown in Fig. 5 and Fig. 6 while the
corresponding value of natural frequencies have been enlisted

Fig. 5. Vibration mode shape of the SRM with equivalent mass
of DC machine at 480 Hz



Fig. 6. Vibration mode shape of the SRM with equivalent mass
of DC machine at 712 Hz

(a)

(b)
Fig. 7. Figure showing (a) reaction forces acting on the stator
teeth [9], (b) deformed shape of the stator under application
of such forces

in Table I. It can be observed that the frequency values have
decreased compared to the stand-alone motor case. Here the
most dominant frequency comes out to be 480 Hz. This is
justifiable when one puts the value of the mass of the stand-
alone motor (8.91 kg) and mass of the whole system (8.91 +
23 = 31.9 kg) in the expression of the natural frequency which
is represented in terms of mass, m and stiffness coefficient,k,
as, f = 1

2π

√
k
m . Since the mass of the stand-alone motor is

1
4 of the whole system, the value of frequencies becomes half
of the motor only, for an equal value of stiffness co-efficient
in both the case.

B. Static structural analysis

The static structural analysis gives the deformation due to
time invariant forces acting on the body. First of all, the force
of gravity is only considered. The unidirectional force causes
a permanent deformation. It is important as any instantaneous
deformation caused by the forces will be added to the per-
manent deformation due to gravity. Now, in the single phase
excitation mode, at the most two of the phases of the SRM
conduct at a time, as is well known from the basic working
principle [9]. Fig. 7(a) shows the reaction forces acting on the
stator teeth when the phases A and B are in conduction. Forces
are applied on the stator teeth for static structural analysis
which gives deformed shape of the stator under time invariant
forces. Fig. 7(b) shows the corresponding deformation of the
stator. Thus, the modes with similar deformed shapes as that
of Fig. 7(b) would be the most dominant ones. 480 Hz is
confirmed to be the most dominant mode from this criterion
too. Next, an attempt has been made to experimentally validate
the results obtained from static structural as well as modal
analysis.

III. EXPERIMENTAL SET-UP AND RESULTS

This section deals with the experimental set-up for vibration
and noise studies. A block diagram of the experimental set up
has been shown in Fig. 9. The SRM shaft is coupled to a
separately excited DC generator as the load. The armature
of the DC generator is connected to a resistive load-box.
Opto-coupler based shaft mounted rotor position encoder is
developed in the lab and used in the experimental set-up. The
logic and drive circuits generate appropriate pulses which are
fed to gate drivers required for isolation and driving the solid
state switches of PEC. A laboratory fabricated MOSFET-based
asymmetric bridge converter, is used as the power converter.
The photograph of experimental set-up is shown in figure
Fig. 8. Two low cost ADXL-335 accelerometers (‘Acc1’ and
‘Acc2’) are mounted on the end plates of the SRM as shown
in Fig. 10 at mechanical 90

◦
. These sensors require DC supply

of 5 V and generates instantaneous acceleration signals with
sensitivity of 300 mV/g

A. Frequency domain analysis of the accelerometer signals

The inbuilt ‘FFT’ tool of the DSO has been used to get the
frequency spectrum of signals. Fig. 11(a), (b) and (c) describe
the frequency spectrum of the Y-axis acceleration signal by
‘Acc1’ when the motor is operated with different Vdc values at
same TL (thus, at different speeds). A distinguishable peak at
around 450-500 Hz is observed in all of the results, irrespective
of the motor speed. The following inferences may be drawn
from this observation:

1) The most dominant vibration frequency is not dependent
on speed of operation and remains same on all speeds.
Hence, this is a property of the system geometry and
material.

2) This frequency (450-550 Hz) should be a natural mode
of the system.



Fig. 8. A photograph of showing the complete experimental
set-up

B. Noise vs frequency characteristic by varying excitation
frequency at static condition

This work has been carried out to obtain the natural modes
of the set up shown in Fig. 8 experimentally. For this purpose,
one of the phases is kept excited under hysteresis current
control with a predefined band. It is desired to have the
frequency of current ripple approximately in the range of 100
Hz to 1 kHz (as mode 1 has been found out to be 480 Hz
from simulations). It is obtained by varying the DC voltage
Vdc from 12 V to 100 V. The minimum and maximum value of
the current ripple frequency (referred to excitation frequency)
is calculated using basic relations(3) and shown in Table II for
different peak to peak hysteresis band. As already mentioned
above that the current ripple frequency should be in the range
of 100Hz to 1Khz which is obtained for ∆iL=16 A, as can
be seen in Table II. Hence the peak to peak hysteresis band
is chosen as 16A. This will result in upper and lower limit of

3 phase
SRM

DC
motor

Accelerometer

Asymmetric
bridge

converter

+ -
Vdc

Gate
driver

6

Pulse
generator

3
Position
encoder Load

2

Fig. 9. A block diagram representation of the experimental
set-up

Fig. 10. Picture of the motor showing accelerometers
mounted on the end plates

18A and 2A for an average phase current of 10A (also rated
value of phase current).

Vdc = L
di

dt
(1)

∆iL
∆t

=
Vdc
L

(2)

f =
1

∆t
=

Vdc
∆iL ∗ Lmax

(3)

The noise emitted by the system is practically recorded with
sound level meter. The noise vs frequency characteristic is
shown in Fig. 12. It shows that a considerably high noise is
emitted by the system at around 500 Hz. This is in the same
range as obtained from the FFT of accelerometer signal (450-
500Hz). The orange dot (in Fig. 12 ) signifies the background
noise when the experimental set-up is at stand-still condition.
In case this is unchanged inside the lab in presence of other



(a)

(b)

(c)
Fig. 11. Frequency spectrum of the Y-axis accelerometer signal
with (a) Vdc=15 V, N=860 RPM, (b) Vdc=31.4 V, N=1190
RPM and (c) Vdc=40.7 V, N=1730 RPM

Fig. 12. Noise vs excitation frequency characteristics

TABLE II
CALCULATED MINIMUM AND MAXIMUM SWITCHING FREQUENCIES

ATTAINABLE BY VARYING Vdc FOR DIFFERENT POSSIBLE CHOICES OF
∆iL (THE ROTOR BEING AT COMPLETELY ALIGNED POSITION, HENCE

L = Lmax)

Vdc (V) ∆iL
(A)

Lmax

(mH)
f(Hz)

min max min max
12 100 4 6.16 487.013 4058.442
12 100 8 6.16 243.5065 2029.221
12 100 12 6.16 162.3377 1352.814
12 100 16 6.16 121.7532 1014.61
12 100 20 6.16 97.4026 811.6883

running set-ups this has to be subtracted from the blue-line
plot to estimate the noise due the SRM set-up alone.

C. Discussion on the experimental findings

Experimentally obtained natural frequencies from the two
methods are compared with the results obtained from FEM-
based modal analysis and shown in TABLE III. The dominant
natural frequency of the 3-phase SRM, alone and coupled with
DC machine, as obtained from FEM-based modal simulation
is 874 Hz and 480 Hz respectively. It has been found in good
agreement with that obtained experimentally.

Usually, in one of the simple schemes, the closed loop
operation of SRM is realised by hysteresis current control for
which a typical current waveform for this motor at 550 rpm
is shown in Fig. 13. It is mentionable that this control, being
a variable frequency in nature, may induce an excitation force
component in the range of 450-500 Hz. This will lead to a
severe vibration in the motor as per findings detailed in this
paper (Fig. 11, Table III). One of the possible ways to avoid
this situation is by varying the hysteresis band which is 6 A in
Fig. 13 to a larger width to avoid matching with the vibration
frequency.

IV. CONCLUSIONS

In this paper, the 3-D model of a laboratory fabricated
1 kW, 48 V, 3000 RPM, 3-phase, radial flux SRM has



Fig. 13. A typical phase current waveform with hysteresis
control. CH1: Phase Current, Scale: 25A/V, CH2: Gate Pulse

TABLE III
COMPARISON OF NATURAL FREQUENCY OBTAINED FROM

SIMULATION AND EXPERIMENTS

Type Tool/Method Frequency
(Hz)

FEM Modal analysis (only
SRM).

874

Modal analysis (SRM
with equivalent mass of
DC Machine).

480

Experimental Analysis of
accelerometer signals
in frequency domain.

450-500

Noise vs excitation fre-
quency characteristic.

500

been presented. The detailed FEM-based modal and structural
analysis have been done. Attempt have been made to determine
the natural modes of the system by two methods, namely (i)
experimentally through analysis of the accelerometer signals
in frequency domain and (ii) observation of the noise vs
frequency characteristic of the system while exciting one of
the phases by variable frequency currents at static condition.
FEM-based simulation and experimental results were found
to be close in agreement. This approach is perfectly general
and is independent of machines mechanical dimensions and
number of electrical phase and channels. The authors are
trying to incorporate exact test conditions and other effects
in the simulation and analytical studies for more accurate and
precise modeling of the vibration.
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Abstract—The demand for Axial Flux Permanent Magnet
(AFPM) brushless DC machine is expanding in electric mobility
sector owing to its high power density and compact size. However,
the axial flux PM machine requires the magnets to be inset
on the rotor core for more robustness and reliability. In this
paper, the effects of varying depth of the inset-magnet on the air
gap magnetic flux density distribution and the dynamic torque
response of the machine are analyzed. A parametric analysis is
performed on the machine which leads to an optimum value of
the inset-magnet depth for best dynamic performance. In order
to carry out the analyses, a 1 kW AFPM BLDC machine with
18-slot 20-pole combination is designed and investigated using
3-D finite element analysis based software. Finally, the steady
state performance of the designed machine is reported for the
optimum inset-magnet depth.

Index Terms—Axial flux Machine, Permanent magnet BLDC
machine, Inset PM rotor, Torque, FEM.

I. INTRODUCTION

The popularity of permanent magnet brushless DC (PM-
BLDC) machine is rapidly growing in many applications like
electric vehicles, drones, robotics, electric aircraft etc. due
to its high power density, compact size, easy control, and
better reliability [1]–[5]. On the other hand, the axial flux type
electrical machines are also emerging as a suitable alternative
of conventional radial flux machines due to its better torque
density, compact construction, effective cooling and better
efficiency [6]–[11].

The axial flux machines are categorized in numerous dif-
ferent topologies based on its stator and rotor arrangements.
For example, dual rotor single stator [12], [13], dual stator
single rotor [14], [15], multi stator multi rotor [16], [17],
toroidal stator, NS and NN rotor [18], [19], Yokeless And
Segmented Armature (YASA) etc [20]–[22]. Among them, the
YASA stator machines are getting much attraction nowadays
thanks to its high slot fill factor, short end winding, reduced
joule losses and improved efficiency [23]–[25].

In literature, the optimal sizing of the AFPM machines
has been done on the basis of several parameters such as
stator and rotor core depth [17], high material utilization [18],
magnet pole to pole pitch ratio [17], [21], optimal ratio of
the outer and inner diameter of the core [26], [27] etc. The
main purpose of these refinements in the design is to achieve
high power density, and better efficiency. The ideal value of

Fig. 1: Axial flux PM machine with segmented stator.

the stator and rotor core depths for different power range of
the machine are also important for weight reduction and fast
dynamic response of the machine [17]. The optimal value of
magnet pole embrace is reported between 0.7 to 0.8 [21]. In
[27], the suitable range of the outer to inner diameter ratio
of the core is derived, which is 1.5 to 2.2, depending of
the desired operating characteristic and power range of the
machine.

Nevertheless, there are many challenges associated with the
design and manufacturing of axial flux motors. For example,
the fabrication of core lamination stacks and slotting is more
complex than the conventional radial flux machines [18], [24].
Also, the design topology of axial flux motor should be such
that, the attraction forces between stator and rotor is minimized
[2]. The yokeless and segmented stator with sand-witched
type topology is preferred nowadays in the AFPM machines
to avoid these issues. In [25], a new lamination stacking
technique is proposed to reduce the manufacturing complexity
of the stator tooth in YASA AFPM machine. Further, the
characteristics and performance of soft magnetic compound
is analyzed in a great detail for YASA machines [23].

In high speed drive applications, it is required to have
robust rotor design. Therefore, an embedded or inset magnet
rotors are generally preferred in AFPM machine instead of
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TABLE I: Machine specifications and materials

Parameters Symbols Values
Output power (W) Po 1000
Rated speed (rpm) Ns 3600
Desired efficiency (%) η 85
Specific magnetic loading (T) Bg 0.6Br

Specific electric loading (kA/m) Ac 18
Input DC voltage (V) Vdc 60
Number of phases m 3
Number of stator teeth S 18
Number of rotor poles P 20
Winding factor kw 0.945
Stator current density (A/mm2) Js 8
Magnet remanence (T) Br 1.28
Magnet coercive force (kA/m) Hc 986

surface mounted structure. In this paper, the effects of varying
depth of the inset-magnet in the rotor of a AFPM BLDC
motor is analyzed, and the optimum value of this parameter is
found such that the designed machine results in high average
torque and low torque ripple. A 1 kW axial flux PM BLDC
motor is designed in this work, as shown in Fig. 1. The
magnetic and transient characteristics of the designed motor
is analyzed using three-dimensional finite element method in
the ANSYS® software. Finally, the steady state performance
of the designed machine at the optimal inset-magnet depth is
reported in this paper.

II. SIZING OF AFPM BLDC MACHINE

The dimensions of the electrical machine are derived from
the sizing equation which mainly depends on the desired
output power and rated speed. However, the volume of the
machine is also affected by the assumed specific electric and
magnetic loading [28]. The desired specifications, assumed
parameters, and the materials properties used in the design
of AFPM BLDC machine are listed in Table I. The relation
between the diameter and output power of the axial flux PM
machine is expressed as [27]

D3
o =

Po

2.74 kwkdBgAcns
(1)

where, kd = Do/Di which is taken as 2 in this design, and ns
(= Ns/60) is the rotor speed in revolutions per second. Using
(1) and the value of kd, the outer and inner diameters of the
machine is obtained. Thus, the active length of winding and
radial length of stator tooth segment will lst = (Do−Di)/2.

A. Stator Winding and Tooth Design

The stator of the designed machine consist of three phase
winding which is accommodated on 18 tooth segments. The
structure of one tooth segment of the stator is shown in Fig.
2. Generally, the number of turns per phase is calculated as

Tph =
Eph

4.44kwPϕpns
(2)

Fig. 2: Stator tooth segment dimensions; lst: length of stator
tooth, wst: width of stator tooth, hst: height of stator tooth

where, Eph is phase back-EMF, which is equal to ϵVdc/2. The
ϵ is no-load EMF to phase voltage ratio, which is taken as 0.95
in this design. The ϕp is flux per pole, given as

ϕp =
Bg

π

4
P (D2

o −D2
i )

(3)

Thus, the number of turns per coil in the machine is calculated
as

Tc =
Tph m ap

S
(4)

where, ap is the number of parallel path in a phase winding.
Now, the tooth width of the stator segment at the position

of mean diameter is calculated as

wst =
ϕpP

Bst S (Do −Di) kst
(5)

where, Bst is the maximum allowable flux density in the
stator tooth which ranges between 1.7 to 2.2 T, and kst is the
saturation factor which is taken as 0.9 [28]. Finally, the height
of the stator tooth is evaluated based upon the total slot area
required for the winding in the machine. The current in each
coil is Ic = Iph/ap, where Iph is the phase current, given as
Po/(ηVdc). According to the value of Ic and allowable current
density (Js) in the machine, the gauge wire for the winding is
selected. In this design, the SWG 18 gauge wire is used which

TABLE II: Main dimensions of the designed AFPM BLDC
machine

Parameters Symbols Values
Outer diameter (mm) Do 75
Inner diameter (mm) Di 37.5
Air-gap length (mm) lg 0.5
Number of turns per coil Tc 24
Number of parallel paths ap 2
Wire gauge (SWG) − 18
Slot fill factor sf 0.48
length of stator tooth (mm) lst 18.8
Width of stator tooth (mm) wst 5
Height of stator tooth (mm) hst 35
Rotor back iron thickness (mm) hrb 2
Magnet thickness (mm) hpm 2
Magnet pole embrace ep 0.75



Fig. 3: Rotor design; (a) Surface mount PM rotor, (b) Fully
inset PM rotor, and (c) Proposed inset PM model

have the conductor cross-section area (ac) equal to 1.17 mm2.
By using the value of ac, Tc, and slot fill factor (sf ), the
slot area in the stator is evaluated. It should be noted that the
slot area, in this design, is referred to the space consumed by
the conductors between the stator tooth segments. Hence, the
height of the stator tooth segment is calculated as

hst =
2Tcac

sf

(
π(Do +Di)

2S
− wst

) (6)

B. Magnet Volume and Rotor Core Design

There are two main dimensions of the magnet that requires
to be accounted in the PM machines; the first one is magnet
pole embrace (ep), and the second one is magnet thickness.
The optimum value of ep lies between 0.7 to 0.8 for axial
flux PM machines [17]. In this work, the value of ep is taken
as 0.75. Further, the thickness of the magnet is taken as 3
to 10 times of the air-gap length of the machine [28]. In
the presented design, the value of Bg is almost half of the
Br which will requires low magnetic field intensity from the
winding. Therefore, the chance of demagnetization is not much
likely in the machine. Hence, the magnet thickness is taken as
2 mm which is 4 times the value of lg .

Fig. 4: Stator tooth segment dimensions; hrb: rotor back iron
thickness, hpm: magnet thickness, hx: inset-magnet depth

The thickness of the rotor yoke or back iron is also taken as
2 mm which carries the magnetic flux between two consecutive
poles without getting saturated. Also, the rotor back iron is
kept solid instead of lamination, since there is not much risk
of excessive iron loss in the rotor back iron. Another advantage
of keeping a solid rotor back iron is that it provides stiff hub
to the rotating parts. All the main dimensions of the designed
AFPM BLDC machine are listed in Table II.

The assembly of the rotor in the PM BLDC machines have
two popular configurations; (a) surface mount PM rotor, and
(b) fully inset PM rotor, as shown in Fig. 3. In this work, an
elaborated study is presented to evaluate the effect of inset-
magnet depth on the performance of the designed AFPM
BLDC machine.

III. EFFECT OF INSET-MAGNET DEPTH

The new rotor arrangement of the designed AFPM BLDC
is shown in Fig. 4 where the inset-magnet depth (hx) is
highlighted. It is clear that, there is some additional core
material is provided to inset the magnets on the rotor and
the thickness of the back iron is kept same. It should be also
noted that, in case of hx = 0 and hx = hrb, the surface
mount PM rotor and fully inset PM rotor is obtained. In this
section, effects of variation of hx on the various performance
parameters of the machine is studied and compared with two
other cases.

There will be primarily two effects of this new rotor arrange-
ment on the electromagnetic parameters of the machine; (i) the
flux leakage factor will increase, and (ii) the inductance profile
of the stator winding will change due the varying reluctance
of the rotor core.

The flux leakage factor is defined as the ratio of air-gap flux
and flux through the magnets. Since the magnet dimensions are
same in all designs, the flux through the magnets will be same
in each case, however, the air-gap flux will vary depending on
the value of hx. The air-gap flux density caused by magnets is
shown in Fig. 5 as a function of angular position around the
air-gap periphery. It is noted that the absolute average value of
Bm(θ) is reduced to 0.643 T in the case of fully inset PM rotor

Fig. 5: Air-gap flux density (due to PMs only)



Fig. 6: Stator winding inductance per phase

as compare to 0.739 T in surface mount PM rotor. Further, the
per phase inductance profile [L(θ)] of the stator winding is also
plotted in Fig. 6 for different cases, and it is observed that the
mean value of winding inductance is increased in the case of
fully inset PM rotor as compared to the surface mount PM
rotor. This is due to reduction in the effective air-gap length
between stator tooth segments and rotor back iron as some
additional iron portion gets added in the case of fully inset
PM rotor. This increased inductance of winding will result in
the higher stator flux linkage in the case of inset PM rotor than
the surface mount PM rotor. The dL/dθ is also significantly
increased in the case of fully inset PM rotor as compared to
the surface mount PM rotor, which is due to saliency of the
rotor back iron in fully inset PM rotor. The effect of these
variation in air-gap flux and inductance will be such that the
total average torque produced by the machine,

Tavg = Tem + Trel (7)

where, Tem is the electromagnetic torque generated by mag-
nets and Trel is the reluctance torque. The value of Tem
depends on the the peak value of Bm(θ) and stator flux
linkage, whereas the value of Trel is proportional to dL/dθ.

Fig. 7: Average torque at different values of hx

Fig. 8: Magnetic flux density distribution in the designed
machine

Therefore, the effect of increase of hx in designed AFPM
BLDC will be such that the Tem decreases due to reduction
in the peak value of Bm(θ), but Tem increases due to increase
in mean value of [L(θ)]. Also, the Trel will increase with the
increase in dL/dθ.

The designed machine is modelled and analyzed using FEM
software and the effect of variation in hx on Tavg is shown in
Fig. 7. It is found that the value of Tavg is maximum at the
value of hx = 1.6 mm. This point is referred as optimal value
of hx for producing maximum average torque by the designed
AFPM BLDC machine. The plot of air-gap flux density and
stator winding inductance at optimal value of hx are also given
and compared in Fig. 5 and 6.

IV. PERFORMANCE ANALYSIS OF THE DESIGNED MOTOR

In this section, the performance analysis of the designed
machine is presented for optimal value of inset-magnet depth
(hx = 1.6 mm). A three-dimensional model of the designed
AFPM BLDC machine is drawn in ANSYS Maxwell. The
material of stator tooth segments and rotor core are taken as an
electrical steel of grade M15 26G, where only the stator tooth
segments are laminated. The PMs are neodymium magnets
(NdFeB) of grade N40SH. The magnetostatic and transient
analysis are performed in the ANSYS software to get the
magnetic and dynamic performance of the machine.

A. Magnetic Analysis

The magnetic flux distribution in the designed machine is
shown in Fig. 8. The maximum flux density at mean diameter
of the stator tooth segment is obtained to be 1.25 T which is
much lower than the magnetic saturation level of the stator
core material. The highest flux density in the stator is around
1.583 T, which is observed at the inner diameter of the tooth
segment which is also below the knee point (1.6 T) of the
BH-curve of the core material. The magnetic flux density in
the rotor back iron is 1.351 T which is also under permissible
value. The absolute average value of air-gap flux density is
found to be 0.674 T in the designed machine.



(a) (b)

(c) (d)

Fig. 9: Dynamic performance of the design AFPM BLDC machine; (a) Torque response, (b) Induced phase back-EMF, (c)
Input current from source, and (d) Phase current.

B. Dynamic Performance

The dynamic performance of the designed AFPM BLDC
machine is obtained using six-step commutation control tech-
nique. The resulting torque response, induced phase back-
EMF, input current, and phase currents are shown in Fig.
9. The average value of the torque is obtained as 2.96 Nm.
Whereas, the torque ripple is 0.713 Nm which is 24% of the
nominal torque produced by the machine. The average current
in the phase is 19.35 A, whereas the average input current
from the source in 21.09 A.

TABLE III: Performance data of the designed AFPM BLDC
machine

Parameters Surface mount Fully inset Optimal inset
PM rotor PM rotor PM rotor

Output torque (Nm) 2.70 2.35 2.96
Torque ripple (Nm) 0.896 0.856 0.713
Output power (W) 1019 886 1117
Core losses (W) 76.7 78.2 76.9
Total losses (W) 181 152 148
Input power (W) 1200 1038 1265
Efficiency (%) 84.9 85.3 88.3

The phase resistance of the windings is 24.2 mΩ, therefore,
the total copper loss is computed as 33.48 W. The core loss in
the machine is found out to be 76.9 W. In this case, there are
additional losses of 37.56 W in the controller circuit. Finally,
the overall efficiency of the design AFPM BLDC machine
is obtained as 88.3%. The complete performance data of the
surface mount. fully inset, and optimal inset AFPM BLDC
machines are also tabulated in Table III. It is observed that
the torque ripple is minimized and efficiency is improved in
the case of proposed optimal inset AFPM BLDC machine.

V. CONCLUSION

This paper presents the study on the effect of inset-magnet
depth in the rotor of a AFPM BLDC machine, and evaluate
the optimal value of it to obtain the maximum average torque
in the machine. This optimal value is found out by parametric
analysis of torque response of the machine at different val-
ues of inset-magnet depth. Finally, the dynamic performance
parameters of the designed machine is analyzed using three-
dimensional FEM analysis. In the case of proposed optimal
inset AFPM BLDC machine a significant improvement in the
average torque and efficiency, and reduction in the torque
ripple are achieved.
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[9] E. YEŞİLBAĞ, Y. ERTUĞRUL, and L. Ergene, “Axial flux pm bldc
motor design methodology and comparison with a radial flux pm
bldc motor,” Turkish Journal of Electrical Engineering and Computer
Sciences, vol. 25, no. 4, pp. 3455–3467, 2017.

[10] Z. Zhang, C. Wang, and W. Geng, “Design and optimization of halbach-
array pm rotor for high-speed axial-flux permanent magnet machine with
ironless stator,” IEEE Transactions on Industrial Electronics, vol. 67,
no. 9, pp. 7269–7279, 2019.

[11] S. Jafarishiadeh, M. Ardebili, and A. N. Marashi, “Investigation of pole
and slot numbers in axial-flux pm bldc motors with single-layer windings
for electric vehicles,” in 2016 24th Iranian Conference on Electrical
Engineering (ICEE). IEEE, 2016, pp. 1444–1448.

[12] P. R. Upadhyay and K. Rajagopal, “Fe analysis and computer-aided
design of a sandwiched axial-flux permanent magnet brushless dc
motor,” IEEE Transactions on Magnetics, vol. 42, no. 10, pp. 3401–
3403, 2006.

[13] A. K. Kalo, A. Dwivedi, R. Srivastava, and D. K. Banchhor, “Experi-
ences with axial-flux induction motor,” in 2015 International Confer-
ence on Energy, Power and Environment: Towards Sustainable Growth
(ICEPE). IEEE, 2015, pp. 1–6.

[14] Y. Kano, K. Tonogi, T. Kosaka, and N. Matsui, “Torque-maximizing
design of double-stator, axial-flux, pm machines using simple non-linear
magnetic analysis,” in 2007 IEEE Industry Applications Annual Meeting.
IEEE, 2007, pp. 875–881.

[15] C. Corey, J. H. Kim, and B. Sarlioglu, “2-d modeling and experi-
mental testing of single rotor dual stator axial-flux permanent magnet
machines,” in 2019 IEEE Energy Conversion Congress and Exposition
(ECCE). IEEE, 2019, pp. 2996–3003.

[16] S. Sun, F. Jiang, T. Li, B. Xu, and K. Yang, “Comparison of a multi-
stage axial flux permanent magnet machine with different stator core
materials,” IEEE Transactions on Applied Superconductivity, vol. 30,
no. 4, pp. 1–6, 2020.

[17] X. Wang, M. Zhao, Y. Zhou, Z. Wan, and W. Xu, “Design and analysis
for multi-disc coreless axial-flux permanent-magnet synchronous ma-
chine,” IEEE Transactions on Applied Superconductivity, vol. 31, no. 8,
pp. 1–4, 2021.

[18] R. Huang, Z. Song, H. Zhao, and C. Liu, “Overview of axial-flux
machines and modeling methods,” IEEE Transactions on Transportation
Electrification, vol. 8, no. 2, pp. 2118–2132, 2022.

[19] D. K. Banchhor and A. Dhabale, “Design, modeling, and analysis of dual
rotor axial flux induction motor,” in 2018 IEEE International Conference
on Power Electronics, Drives and Energy Systems (PEDES). IEEE,
2018, pp. 1–6.

[20] T. J. Woolmer and M. McCulloch, “Analysis of the yokeless and
segmented armature machine,” in 2007 IEEE International Electric
Machines & Drives Conference, vol. 1. IEEE, 2007, pp. 704–708.

[21] L. Xu, Y. Xu, and J. Gong, “Analysis and optimization of cogging
torque in yokeless and segmented armature axial-flux permanent-magnet
machine with soft magnetic composite core,” IEEE Transactions on
Magnetics, vol. 54, no. 11, pp. 1–5, 2018.

[22] S. T. Vun and M. D. McCulloch, “Optimal design method for large-
scale yasa machines,” IEEE Transactions on Energy Conversion, vol. 30,
no. 3, pp. 900–907, 2015.

[23] Y. Wang, J. Lu, C. Liu, G. Lei, Y. Guo, and J. Zhu, “Development of
a high-performance axial flux pm machine with smc cores for electric
vehicle application,” IEEE Transactions on Magnetics, vol. 55, no. 7,
pp. 1–4, 2019.

[24] A. Di Gerlando, G. M. Foglia, M. F. Iacchetti, and R. Perini, “Parasitic
currents in stray paths of some topologies of yasa afpm machines: Trend
with machine size,” IEEE Transactions on Industrial Electronics, vol. 63,
no. 5, pp. 2746–2756, 2015.

[25] H. Vansompel, P. Sergeant, L. Dupré, and A. Van den Bossche, “Eval-
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Abstract—This paper presents the detailed design and analysis
of an isolated SiC-based full-bridge converter with a synchronous
current doubler rectifier at the output side, achieving high power
density for applications like auxiliary power supplies for Electric
Vehicles (EV). This paper also proposes the design of a voltage-
mode control of the converter, which has been implemented in
the digital domain using MAX10 FPGA through VHDL. The
internal ADC of the FPGA has been used for sensing purposes.
The operation, design and small-signal modeling of the presented
converter are described in this paper. The laboratory developed
prototype of the converter has been tested at 48V regulated
output, 730V input with 150kHz switching frequency and up to
4kW power output. The FPGA-based controller achieves a much
lower output voltage settling time of 120µs and undershoot of
9.5% for an 8.5% step increase in load. The dynamic response
is 6 times faster than literature reported similar converters. The
power density achieved for 4kW output is 58.53W/inch3, which
is 16% higher than the similar converters mentioned in the
literature.

Index Terms—SiC-MOSFET, current-doubler, power density,
digital control

I. INTRODUCTION

The power converters required for various applications,
including auxiliary power supplies for Electric vehicles (EV)
demand high power density, compactness and higher effi-
ciency. There are various topologies being used for these
applications, namely Dual Active Bridge(DAB) and resonant
converters [1], [2]. The DAB and resonant converters provide
more degrees of freedom from the control perspective, which
gives simultaneous control over reactive and active power [3].
However, the control complexity is higher in these converters
because of cross-coupling between the control parameters.

Also, the aforementioned topologies with two active-bridges
increase the switch count and size [4]. Many times EV
application requires output with low voltage and high current.
In case of DAB, if current at output side increases, the device
rating requirement for the output side bridge goes up. This
also requires high current transformer as current rating needs

to be higher. This challenges pave the path for current doubler
rectifier based converters [5].

This converter configuration is most suitable for high current
application at the output side. This reduces the transformer
RMS current rating to half of that of the DAB based topologies
[6]. The converter voltage gain considering 1 : 1 transformer
remains below 0.5, with current-doubler rectifier at the output.
Thus, this topology fits well for the applications with voltage-
gain below 0.5. Apart from this, in current doubler topology,
the two inductor currents are 180o phase-shifted, as a result
when it sums up, the ripple content reduces and becomes
close to zero during square-wave operation. Also, the output
capacitor ripple current frequency is double of the switching
frequency, which reduces the capacitance value and its ripple
current rating [7]. Thus, bulky capacitors are not required for
this topology. The reduction in ripple current due to presence
of inductor at the output is inherently helpful for constant
current applications like battery charging.

This paper presents the design and implementation of a
SiC-based isolated full-bridge converter with current doubler
rectifier in voltage-mode control. The presented converter
specifications are input DC voltage range of 550 V to 800 V
with the nominal at 730 V , output DC voltage of 48 V with
power rating of 4 kW and 150 kHz switching frequency. In
this paper the control and protection are implemented using
FPGA and its internal ADC. The digital control has been
implemented using VHDL environment in MAX 10 FPGA
through soft IPs, which have been discussed in this paper. The
designed FPGA-based controller achieves much lower output
voltage settling time of 120 µs and undershoot of 9.5% for
8.5% step load increase. This makes the dynamic response
atleast 6 times faster than similar converters reported in
literature which are in the range of 800µs to few milliseconds
[8].

The developed prototype has been tested upto 4 kW power
level with resistive loading. The achieved power density is
58.53 W/inch3 at 4 kW power, which is 16% higher than
similar converters reported in literature [9].

The paper has been organised with Section-II explaining979-8-3503-9806-9/22/$31.00 ©2022 IEEE
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the overall architecture and basic operation of the topology,
Section-III presents the design of the converter, Section-IV
describes the controller design, followed by Section-V explain-
ing the digital control and protection implementation. Section-
VI explains the experimental results and finally concluded in
Section-VII.

II. ARCHITECTURE AND OPERATION OF THE CONVERTER

A. Overall Architecture

The overall architecture of the converter include the high-
voltage (HV), low-voltage (LV) sections, HF transformer and
the FPGA-based control board, which are shown in Fig. 1. It
also highlights the interconnections between different boards.

SiC-MOSFET 

Based

HV Full-Bridge 

Inverter

HF Transformer

FPGA Based

Control Board

(Sensing, Control and Protection)

LV

Synchronous 

Current Doubler

Rectifier

Power Supply

Gate-Pulse Gate-Pulse

Sensing Signals Sensing Signals

Ro

Power Supply

Fig. 1: Overall Converter Architecture

A full-bridge SiC-MOSFET based power module of
1200 V , 50 A rating has been used as the phase-shifted full-
bridge (PSFB) for the HV side and it is being driven by a SPI
programmable gate driver. The LV side synchronous current
doubler rectifier is realised through discrete 150 V , 300 A
MOSFETs.

B. Converter Operation

Fig. 2: Circuit diagram of the converter with current doubler
rectifier

In, Fig. 2, the converter circuit diagram is shown. Q1 -
Q4 forms the HV side PSFB, T1 is the transformer and
Llk denotes leakage inductance. In secondary side, L1 and
L2 are the current-doubler inductors, S1 and S2 are output
side MOSFETs, which performs synchronous rectification, Co

and Ro denote the capacitive filter and load respectively. The
different operating modes of the converter for one half-cycle
of the switching period are explained in [10], [11].

• Mode-I: When Q1 and Q4 are ON, vinv = Vdc and vs =
Vdc/N . This makes S2 to be ON as well. Thus, iL1

rises
and flows through S2 and T1 secondary, as vL1 = vs−Vo.

At the same time iL2
falls and flows through S2, as vL2

=
−Vo.

• Mode-II: When Q2 and Q4 are ON, vinv = vs = 0.
At the same time both S1 and S2 are ON. During this
interval both iL1

and iL2
freewheels. Now, iL2

freewheels
through S2 and iL1

freewheels through two paths. One
being through S2 and T1 secondary, while the other being
through S1.

• Mode-III: When Q3 turns-ON after Q4 turning OFF and
with Q2 ON, vinv changes from 0 to −Vdc and ip changes
from I1 to −I1 because of the leakage inductance (Llk).
Here, I1 is the magnitude of ip after Mode-II. As this

change in ip is because of Llk, so vinv = −Vdc = Llk
dip
dt

and vs = 0. Thus, for this mode iL1
and iL2

keeps on
freewheeling as in Mode-II.

Thus, in Mode-I, vinv = Vdc and in Mode-II vinv = 0.
While, in Mode-III although vinv = −Vdc, but vs is zero,
which causes a loss in duty cycle. In next half-cycle of the
switching period, the operation modes will be repeated.

In the current-doubler rectifier operation, the devices S1 and
S2 operates with current flowing from source to drain (third-
quadrant), thus, needs to be turned ON when current starts
flowing through it, in order to reduce the ON-state losses. As
per the modes of operation, S2 needs to be ON when either
Q1 or Q4 is ON and similarly, S1 needs to be ON when either
Q2 or Q3 is ON [10].

III. DESIGN OF THE CONVERTER

The specification of the converter to be designed is given
in Table I.

TABLE I: Converter Specification

Parameter Symbol Value
Output Power Po 4 kW

Maximum Input DC Vdc max 800 V
Minimum Input DC Vdc min 550 V
Nominal Input DC Vdc nom 730 V

Maximum Output DC Vo max 54 V
Minimum Output DC Vo min 36 V
Nominal Output DC Vo nom 48 V
Switching Frequency fsw 150 kHz

As seen from Fig. 2, due to the presence of S1 and S2 in
the secondary and its operation in third quadrant, the converter
always operates in continuous conduction mode (CCM). The
calculation will be similar to that of a CCM interleaved buck
converter, which are derived in [7]. The transformer turns
ratio (N ) needs to be calculated with Vdc min, Vo max and
maximum duty ratio (Dmax) of the inverter output (vinv) as,

N =
Vdc min

Vo max
Dmax = 4.88 (1)

Dmax for dead-time (Tdt) of 100 ns and rated switching

time-period (Tsw) comes out to be
(Tsw/2)− Tdt

Tsw
= 0.48.

The required duty cycle (Dnom) at nominal conditions can be
calculated as,



Dnom =
Vo nom

Vdc nom
N = 0.328 (2)

The transformer leakage inductance (Llk) referred to primary
is 2.34 µH . Thus, the loss in duty cycle (δD) because of Llk

is

δD =
Llk

Vdc nom

Io nom

N
fsw = 8.014× 10−3 (3)

Now, the input voltage drop because of the parasitic resis-
tances of the all the series components can be calculated as,

δVdc =
Io nom

2

(
Rp

N
+N ·Rs

)
= 2.5 V (4)

Here, Rp and Rs are the total series resistances of the primary
and secondary sides of T1 respectively. Now, Rp includes
the primary winding resistance of T1, and the drain-source
resistance (RDS ON ) of two HV side devices (e.g. Q1, Q4).
Similarly, Rs includes secondary winding resistance of T1,
ESR of one output inductor (L1 or L2) and the RDS ON of
one secondary side device (S1 or S2). Now, the effective duty
cycle (De) can be calculated as,

De =

(
Vo nom

Vdc nom − δVdc

)
N + δD = 0.338 (5)

The two output inductors which are equal in values can be
calculated as follows based on its ripple current (∆IL) as,

L1 = L2 = Lf =

Vdc nom ·
(

1

N

)
·De · (1−De)

∆IL · fsw
= 10.88 µH (6)

The ripple current (∆IL) considered is 20 A. The minimum
and maximum inductor currents are,

IL min =
Io
2

− ∆IL
2

= 31.67 A

IL max =
Io
2

+
∆IL
2

= 51.67 A

The inductor current RMS is

Irms =

√
I2L max + I2L min + IL max · IL max

3
= 42.06 A (7)

The effective current ripple after the summation of iL1 and
iL2

is

∆I =
Vdc nom ·De · (1− 2De)

Lf ·N · fsw
= 10.98 A (8)

The above formula depicts that for De = 0.5, ∆I will be
zero. Also, ∆I is of double the switching frequency. As, ∆I
flows through Co, for an allowed output ripple voltage (∆vo)
of 100 mV , Co can be calculated as,

Co =
∆I

8 ·∆vo · 2fsw
= 45.75 µF (9)

Thus, any capacitance combination of above 45.75 µF can
be used in parallel to reduce the losses because of ESR. The
chosen total capacitance value of CO is 150 µF .

IV. DESIGN OF THE CONTROLLER

In this section. The small-signal model of the converter
has been derived and then a PI controller has been designed
[12]. The small-signal model will be similar to that of an
interleaved buck converter. As, average voltage-mode control
has been implemented, L1 and L2 in the secondary side
comes to be in parallel and the equivalent inductance (Leq)
becomes half of the individual value, Leq = Lf/2 [12].
Similarly, the equivalent ESR of the inductors can be written
as req = rL/2, where rL is individual ESR of L1 and L2.
Thus, the converter model can be reduced to a simple buck
converter and state-space averaging technique can be applied.
The effect of transformer leakage inductance, as explained in
Mode-III operation, has been included in the De calculation.
So, for the small-signal modelling, Mode-I and Mode-II have
been considered. The control block diagram is shown in Fig.
3. The phase-shift (ϕAB(s)) between Leg A and B of Fig. 2 is
the control input, which is also the duty cycle (d(s)). While,
the control output is the output voltage, vo(s).

PI Controller Converter

Gain

Fig. 3: Control Block Diagram

A. State-space Model
The state-space modelling has been presented in this section

[12]. The state variables are the current (iL) through Leq and
voltage (vc) across Co, which makes the state variables as
x1 = iL and x2 = vc. The ESR of Co is named as rc and
vo across Ro is taken as the output variable. The simplified
circuit diagram referred to secondary of T1, for the small signal
modelling is shown in Fig. 4. The effect of the parasitics of
the converter have been neglected in this modelling, which

is justified later by simulation. During 0 < t < De
Tsw
2

,

which includes Mode-I of the operation, vs is
Vdc
N

. During

De
Tsw
2

< t <
Tsw
2

, which includes both Mode-II and Mode-
III, vs becomes 0.

Thus, for 0 < t < De(Tsw/2), the state equations are,

−Vdc
N

+ Leqẋ1 + reqx1 +Ro(x1 − Coẋ2) = 0 (10)

−x2 − Corcẋ2 +Ro(x1 − Coẋ2) = 0 (11)



Fig. 4: Simplified small-signal model of the converter referred
to secondary of T1

Thus, the matrix representation of the form Ẋ = A1X +
B1U is,

[
ẋ1
ẋ2

]
=

−
Ro(rc + req) + rcreq

Leq(Ro + rc)
− Ro

Leq(Ro + rc)
Ro

Co(Ro + rc)
− 1

Co(Ro + rc)

[x1x2
]

+

[
1

L
0

]
Vdc
N

(12)

Now, in case of De(Tsw/2) < t < Tsw/2, the equations
remain same with vs being 0. Thus, the matrix representation
of the form Ẋ = A2X+B2U becomes similar to the previous
case with A1 = A2 and B2 = 0. The output equation for
0 < t < De(Tsw/2) can be written as,

vo = Ro(x1 − CoẊ2)

=
Rorc
Ro + rc

x1 +
Ro

Ro + rc
x2 (13)

The matrix representation of the form Y = C1X is

Vo =

[
Rorc
Ro + rc

Ro

Ro + rc

] [
x1
x2

]
(14)

In case of De(Tsw/2) < t < Tsw/2, the output equation
is Y = C2X . Since, the output equation remains same, thus
C1 = C2. Now, on applying DC averaging over Tsw/2, we get
A = A1, B = DeB1 and C = C1. Here, A, B and C denotes
the standard matrices in state-space representation. Thus, the

transfer function Gvd(s) =
ṽo(s)

d̃(s)
is

Gvd(s) =
Vdc
N

1 + srcCo

LeqCo

(
s2 + s

(
1

RoCo
+
rc + req
Leq

)
+

1

LeqCo

)
=

(6× 106)s+ 1012

s2 + (8.2× 104)s+ (1.34× 1010)
(15)

The Bode plots of the above transfer function and the one
obtained through simulation of the converter including all
the parasitics have been shown in Fig. 5. It is evident, that
the simulated and the mathematical Bode plots are in close
agreement. The dominant pole of Gvd(s) lies at 5.8 kHz.

Fig. 5: Mathematical and Simulated Bode plots of the con-
verter in open-loop with the region of interest marked

B. PI Controller Design

The PI controller design has been described below. The PI
controller transfer function (C(s)) can be written as,

C(s) = Kp +
Ki

s
= Kp

s+ (Ki/Kp)

s
(16)

The design is based on the required closed-loop bandwidth
and phase-margin for the system. As, the fsw is 150 kHz,
the GCF of the closed-loop transfer function, T (s) = C(s) ·
Gvd(s) is chosen to be 20 kHz, which is around 7.5 times
lesser than fsw. The phase-margin is kept at 50o for this
design. Based on this, the PI parameters comes out to be
Kp = 9.44 × 10−3 and Ki = 377.64. The zero of C(s) is
kept at 6.36 kHz to achieve the same. The Bode plot of T (s)
is shown in Fig. 6.

Fig. 6: Mathematical Bode plot of the converter in closed-loop

V. IMPLEMENTATION OF DIGITAL CONTROL IN FPGA

This section describes the implementation of the voltage-
mode control strategy in FPGA using VHDL [13]. The block
diagram of the controller implemented is shown in Fig. 7.

A. ADC Sensing

The internal 12-bit ADC of MAX10 FPGA is used for
sensing the output voltage. Internal ADC of MAX10 device
is successive approximation register (SAR) type ADC with
maximum 1 MSPS (Mega samples per second) sampling rate.
The MAX 10 FPGA gives flexibility to generate the ADC IP
Core according to the user requirement. The Modular ADC
core is customized in the platform designer environment and



Fig. 7: Digital controller implementation diagram

the Hard IP core is generated as a VHDL model. This model
is invoked in the top level VHDL file that consists of an soft
logic for ADC sequencer and ADC response data store register
in the Quartus software.

B. PWM Modulator

The PWM modulator is implemented with a square-wave
(V1) generated of fsw frequency and 50% duty-ratio. In order
to generate the phase-shifted square-wave (V4), a pulse (V2)
is generated with the pulse-width being δ in degrees, where
δ = 180o−ϕAB . Also, V2 needs to of double frequency of V1
and the rising edges are synchronised with rising and falling
edges of V1. Now, V4 is generated by the XOR operation of V1
and V2. The compliments V̄1 and V̄4 are generated with NOT
operation of V1 and V4, respectively. Now, for the dead-time
addition, another pulse (V3) is generated with fSW and rising
edges synchronised with the rising edge of V1. The pulse-width
of V3 is same as the required dead-time and finally VGS of
Q1 is generated with XOR operation of V1 and V3. Similarly,
the VGS signals are generated for Q2, Q3 and Q4.

The gate-pulse for S2 is generated by OR operation of V1
and V4. Similarly, OR operation of V̄1 and V̄4 gives the gate-
pulse of S2.

C. PI Controller

The VHDL code for the PI controller has been separated
in two parts, one is the proportional part and the other
being integral part. The error is generated first and multiplied
with Kp to get the proportional term. The integral part is
implemented here using trapezoidal integration method with
the integration step size (∆T ) being equal to switching period
(TSW ). The output of the PI block can be calculated as,

U(s) =

(
Kp +

Ki

s

)
E(s)

∴ u(t) = Kpe(t) +Ki

∫ t

0

e(t)dt

∴ u[n] = Kpe[n] +Ki∆T

n∑
i=0

e[i]

= Kpe[n] +Ki∆T
1

2
{e[n] + e[n− 1]}

+ q[n− 1] (17)

Here, q[n] = Ki∆T
∑n

i=0 e[i].

D. Protection Logic

The ADC sample data is stored and then the current, voltage
signals are compared with the respective threshold values set
in the VHDL soft IP core. It generates active low fault signal
when the sensed signal crosses the threshold value. The fault
signals are ANDed with the PWM signals to turn-OFF the
devices on any fault occurrences.

VI. EXPERIMENTAL RESULTS

The laboratory developed prototype of the overall converter
is shown in Fig. 8. The HV and LV board dimensions are
12.8 cm × 8.6 cm and 13.5 cm × 10.6 cm, respectively
with a height of 3 cm. The dimension of the transformer and
inductors together is 6.5 cm× 6 cm× 6 cm. This brings the
power density to 58.53W/inch3 for 4 kW power output.

Fig. 8: Hardware setup with PCBs of the power, control and
gate-driver boards including transformer

The waveforms in Fig. 9a shows vinv , ip, vo and io. As can
be seen, Vo and Io are 48 V and 70 A respectively making the
output power to be 3.36 kW . In Fig. 9b, vinv , ∆iL1 , ∆iL2 and
Vo are shown at the same power and voltage levels as in Fig.
9a. The ripple current of the two current doubler inductors are
shown, which are in 180o phase-shifted operation. The ripple
current comes to be 24 A pk-pk, near to previously calculated
value in (8).

The response for a step load change by around 8% at 400W
and 714W are shown in Fig. 9c and Fig. 9d respectively. Fig.
9c shows the step increase in load by 315W , which is 7.87%
of the rated load. The load is increased with the converter
initially operating at 400W . The undershoot and settling time
comes to be 9.5% and 120µs respectively. Similarly, Fig. 9d
shows the step increase in load by 8.4% with the converter
operating initially at 715W . The undershoot and settling time
comes to be the same as previous.

VII. CONCLUSION

The architecture and operation of the SiC-based full-bridge
converter with synchronous current-doubler rectifier have been
presented in this paper, along with its design procedure. This
paper also shows the design of a voltage-mode control of
the converter using a PI controller. Thereafter, the digital
closed-loop control implementation in FPGA using its internal
ADC through VHDL has been described. Finally, the hardware



(a) vo(CH1: 25V/div), ip(CH2: 20A/div), io(CH3: 50A/div),
vinv(CH4: 500V/div), fsw = 150 kHz, Time: 2µs/div at Vdc =
730V .

(b) vo(CH1: 50V/div), ∆iL1 (CH2: 20A/div), ∆iL2 (CH3: 20A/div),
vinv(CH4: 500V/div), fsw = 150 kHz, Time: 2µs/div at Vdc =
730V .

(c) vo(CH1: 10V/div), vinv(CH2: 500V/div), io(CH3: 10A/div),
fsw = 150 kHz, Time: 200µs/div.

(d) vo(CH1: 10V/div), vinv(CH2: 500V/div), io(CH3: 10A/div),
fsw = 150 kHz, Time: 200µs/div.

Fig. 9: Experimental Waveforms

results on a laboratory developed prototype are presented to
validate the design. The controller achieves a much lower
undershoot and settling time of 9.5% and 120µs in vo,
respectively, for 8.5% step load increase. The achieved settling
time is 6 times faster than what is reported in the literature for
current-doubler-based converters. The achieved power density
is 58.53W/inch3 at 4 kW power, which is 16% higher than
the similar converters reported in the literature.
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Abstract—In this paper, a lossless and fast shoot-through
protection technique has been implemented by sensing the voltage
drop across the parasitic inductance (Lp) present between the
Kelvin and power source terminals of a SiC-MOSFET. This
technique eliminates the use of any additional components for
sensing and makes the protection rugged and reliable. This paper
also presents a detailed analysis of the Lp

di

dt
voltage dependence

on device current along with gate driver circuit parameters. The
effect on this voltage drop because of the inductance in the gate
return and sensing path has also been discussed. Finally, the
developed protection scheme has been implemented in a gate
driver board for Electric Vehicle (EV) application. It is tested on
a 1200 V SiC-MOSFET full-bridge power module at 730 V DC
bus. The experimental results obtained show the fault clearing
time to be of 170 ns and device current getting limited to 100 A
during a shoot-through fault at the rated DC bus voltage.

Index Terms—SiC MOSFET gate driver, inductive current
sensing, shoot-through protection

I. INTRODUCTION

Presently, Silicon Carbide (SiC) MOSFETs are being used
in many applications, including the Electric Vehicle (EV)
application also. SiC-MOSFET is advantageous with respect
to other devices for having higher frequency operation ca-
pability, temperature stability and efficiency [1]. The critical
requirement of the gate driver is its protection features for the
switching devices. Robust and fast-acting protection schemes
reduce the over-rating requirements of the devices. The gate-
driver stage in power electronic converters needs to be the most
rugged one, as the reliability of the whole system depends on
this stage [2].

One of the most common faults in power electronic con-
verters is the shoot-through fault. It leads to a very high
magnitude of current within a very short duration in the
order of nanoseconds, as it causes a dead-short of the high-
voltage power rails. This mandates using a robust protection
technique to sense the fault and turn off the device within
nanoseconds [3], [4]. There are various methods implemented

for this purpose as discussed in [5], [6]. The DESAT protection
is popular for overcurrent protection during fault under load
[7]. However, in the case of shoot-through faults, DESAT
protection takes sufficient time because of its blanking time
period [8].

Thus, direct sensing of the device current needs to be
implemented. Simple resistive sensing is the fastest technique
but increases power loss. Another option is the hall effect-
based current sensing [9], which involves use of additional
components leading to the reduction of compactness of the
gate driver board. The limited pin-outs of the power modules
also eliminate the use of hall effect-based sensing elements or
shunt resistances for sensing the drain current [10].

The most effective technique in case of power modules is
sensing the voltage drop across the parasitic inductance (Lp)
between the Kelvin and power source terminals of the device

[11]. This Lp
di

dt
voltage depends on the miller-plateau voltage,

which is a function of drain current. Thus, this voltage can be
compared with a reference and the shoot-through fault can
be detected. This is a lossless technique and does not require
any additional elements for implementation, along with being
suitable for power modules with lesser pin-outs. There are
other parasitic inductances [12] also on the power module, like
in the gate-return path, which affects the protection scheme.
However, in [2], [11] this technique has been implemented by

integration of the Lp
di

dt
to get a voltage directly proportional

to drain current, and the effect of parasitic elements on the
integration output is discussed. But, integration would require
resetting the output before every switching cycle, else will
cause false triggering. This difficulty can be removed by the
adaptive gate driving techniques, which leads to complexity
[13].

This paper presents the detailed design and analysis of
the parasitic inductance-based protection technique. The effect
of the gate driver parameters like applied gate voltage, gate
resistance and input capacitance on the voltage drop across
Lp has been presented. The relation of the voltage across
Lp with the miller-plateau voltage and drain current has been979-8-3503-9806-9/22/$31.00 ©2022 IEEE
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derived. This paper also describes the effect of the parasitic
inductance in the gate-return path and filter circuit on the

Lp
di

dt
voltage magnitude. The selection of the filter circuit,

high-speed comparator and the reference voltage has been
explained. The proposed shoot-through protection scheme has
been implemented on a developed gate driver prototype for a
1200 V full-bridge SiC power module. The design is validated
through experimental results, where the fault is cleared within
170 ns and device current is limited to 100 A at 730 V DC
bus making it a fast and effective solution. As the gate driver
is intended for auxiliary power supplies in EV, the DC bus is
considered to be 730 V .

The paper has been organised with Section-II explaining
the shoot-through protection scheme, Section-III describes the
operation of the protection circuitry and Section-IV highlights
the effect of parasitic inductances on the voltage across
Lp. Thereafter, Section-V describes the experimental results
followed by the hardware test setup in Section-VI. Finally,
Section-VII concludes the paper.

II. SHOOT-THROUGH PROTECTION SCHEME

This section describes the shoot-through fault protection
scheme implemented by sensing the voltage across the par-
asitic inductance (Lp) between the Kelvin and power source
terminals (S1 and S2) of a 4-leg SiC-MOSFET with drain
and gate terminals marked as D and G, respectively. The
circuit diagram of the protection scheme is shown in Fig, 1.
The voltage (vL) is sensed and fed to the comparator, which
compares it with a reference voltage (Vref ). The comparator
goes high as vL crosses Vref during the shoot-through fault.

Fig. 1: Shoot-through protection scheme for 4-Leg SiC MOS-
FET

Here iD is considered as the drain current of the SiC-
MOSFET device Q2.

A. Mathematical Expression of Lp
diD
dt

Before the occurrence of the fault, the top device (Q1)
conducts and thus, remains in the linear region. When the
bottom device (Q2) turns-ON, it starts operation from the

saturation region. Thus, in saturation region, the drain current
equation [14] is

iD = µiCOX

(
W

L

)
(vGS − Vth)

2

= K(vGS − Vth)
2 (1)

Here, K = µiCOX

(
W

L

)
, vGS is the gate-source voltage and

Vth is the gate threshold voltage. Thus, the expression of vL
can be written as,

vL = Lp
diD
dt

= Lp
diD
dvGS

· dvGS

dt

= 2KLp(vGS − Vth)
dvGS

dt
(2)

Now, vGS is expressed as vGS = VG(1 − e−t/τ ) where, VG
is the applied gate-voltage and τ = RGCiss. RG and Ciss are
gate resistance and gate-source input capacitance respectively.
The equation (2) gets modified as,

vL = 2KLp{VG
(
1− e−t/τ )− Vth}

(
VG
τ

)
e−t/τ

= 2KLpVG
{VG

(
1− e−t/τ )− Vth}e−t/τ

τ
(3)

Thus, from (2) it can be inferred that vL depends on vGS and
dvGS

dt
. Also, from (3) it is evident that vL is dependent on

the time-constant (τ ) of the gate-source circuit and applied
voltage (VG). The variation of vL with VG and RG are shown
next.

B. Parameter dependence of Lp
diD
dt

The constant 2KLp is considered as 20 × 10−9 for the
mathematical plots. The value of 2KLp affects the magnitude
and not the characteristics of vL. The simulation and exper-
imental results next, depicts the actual value of 2KLp. The
plot obtained from (3) and the dependence of vL on vGS are
shown in Fig. 2. It can also be inferred from Fig. 2 that peak
magnitude of vL (v̂L) increases with VG.
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Fig. 2: Mathematical plot of vL and vGS for varying VG with
a fixed RG = 20 Ω

The dependence of vL on the gate driver circuit time-
constant is shown in Fig. 3. As, Ciss = 3.68 nF [15] is



constant, the dependence of vL is only on RG. As RG reduces,
the rate of rise of vGS increases. This increases v̂L, which is
evident from the plot in Fig. 3. Thus, as the device turns ON
faster, vL magnitude and its rate of rise increases. Therefore,
vL will cross Vref much earlier, if the device turns on faster.
This will make the current rise steeper and the protection will
be triggered sooner.

0 50 100 150 200 250 300 350 400

5

10

15

20

25

30

35

5

10

15

20

25

30

35

Fig. 3: Mathematical curve of vL and vGS for various RG

with fixed VG = 15 V .

III. OPERATION OF PROTECTION CIRCUIT

This section explains the circuit operation. In case of
MOSFET turn-ON, vGS reaches miller-plateau after rising

with time-constant, τ and on reaching miller-plateau,
dvGS

dt
becomes zero making vL to be zero. After the miller-plateau,
the device goes into the linear region, and the device current

becomes constant to load current. Thus,
diD
dt

either becomes
zero or becomes load dependent, which is much lower. As a
result, vL gets reduced. In case of a shoot-through fault, the
devices under fault will operate in saturation region and will
not move to linear region. Thus, in the design, linear region
operation is not required to be considered.

Now, in a selected device and gate-drive circuit with fixed
τ , vL depends on VG, which can be inferred from Fig.
2. Thus, considering only upto miller-plateau of the vGS

transition during turn-ON , vL becomes dependent on the
miller-plateau voltage (Vm) similar to that of VG dependency.
The dependence of vL on Vm and subsequently on ID is shown
in (4) and (5), respectively by replacing VG with Vm.

vL = 2KLpVm
{Vm

(
1− e−t/τ )− Vth}e−t/τ

τ
(4)

As, miller-plateau voltage (Vm) can be related to the drain

current (ID) after turn-ON as Vm =
ID
gm

+ Vth [14], equation

(4) can be modified as,

vL = 2KLp(ID + gmVth)

·
{(ID + gmVth)

(
1− e−t/τ )− gmVth}e−t/τ

g2mτ
(5)

Here, gm is the transconductance and ID is the MOSFET
drain current at miller-plateau. The peak of vL can be found
out by making the first derivative to zero. Similarly, the time
(tmax) at which vL reaches peak comes out to be

tmax = τ log
2(ID + gmVth)

ID
(6)

Now, putting tmax in (5), we get the peak of vL (v̂L) as,

v̂L =
KLp

2g2mτ
I2D (7)

Thus from (4) and (5), it is evident that as ID increases,
Vm goes up and vL also increases. Equation (7) shows that
v̂L increases with ID. During shoot-through, Vm equals VG
as ID would be of very high magnitude. This maximizes v̂L
in the fault condition.
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Fig. 4: Plot of vL and vGS as obtained in simulation for
varying drain current with the region of interest marked.

Fig. 5: Shoot-through protection circuit

The protection circuitry is shown in Fig. 5, as −vL is sensed,
it is added to a positive voltage and fed to the v− input of
comparator. The v+ input is fixed at a constant reference of
Vref , once v− goes below Vref , comparator output (vO) goes
high and triggers the gate driver to turn-OFF the gate pulses.
The turn-off is done here through two voltage levels to reduce
over-shoot in vDS otherwise, high voltage will lead to failure
of the device.



A. Component Selection

The Vref is selected based on the magnitude of vL during
shoot-through. As can be seen from Fig. 4, v̂L comes out
to be in between (v̂L)max = 2.45 V at ID = 130 A and
(v̂L)min = 1 V at ID = 50 A. Here, 50 A is the rated
continuous drain current of the selected SiC power module.
Thus, the selected Vref comes in the range of

2.5 V − (v̂L)max <Vref < 2.5 V − (v̂L)min

0.05 V <Vref < 1.5 V (8)

Here, vL is added to 2.5 V . As can be seen from Fig. 4,
at ID = 80 A, v̂L goes to 1.2 V . Thus, v− will be v− =
2.5 − 1.2 = 1.3 V and similarly, for iD = 50 A, v− will
be 1.5 V . Thus, Vref = 1.45 V has been chosen to trigger
the fault at iD > 50 A. Since, there will be certain delay
due to propagation delay of comparator and gate-driver IC’s
protection intervention time, iD will go above 50 A by the
time fault is cleared. The input RC filter cut-off frequency is
kept at 150 MHz to remove the noise, as reducing the time
constant would cause delay. A very fast responding comparator
has been chosen with a propagation delay of only 4.5 ns.

IV. EFFECT OF PARASITIC INDUCTANCES ON Lp
diD
dt

In this section, the effect of the parasitic inductance in the
gate-return loop and the filter circuit on the magnitude of vL
has been shown.

A. Effect of Gate-Return inductance

The circuit diagram with gate-return inductance has been
shown in Fig. 6.

'

Fig. 6: Parasitic inductances in gate-return loop

Here, L2 is the bond-wire and lead inductance while, L1 is
the layout inductance which are combinedly termed as LGR.
As, the inductance is being measured between the Kelvin and
power source terminals (S1 and S2), the bond wire and lead
inductance of both the terminals get included in Lp, where
Lp = L′

p + L2. The inductance L1 because of the gate-

driver layout has an effect on the Lp
diD
dt

voltage magnitude.
As shown in Fig. 7, the magnitude of vL increases with the
increase in inductance L1. In Fig. 7, LGR values are taken
between 1 nH to 15 nH .
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Fig. 7: Effect of gate-return inductance on vL. The gate return
inductance is varied from 15 nH and 1 nH respectively.

Due to the presence of LGR, the gate-loop becomes a RLC
series circuit with voltage across the capacitor being vGS .
Thus, with RG and Ciss being fixed, the damping factor (ζ)

reduces as LGR increases as ζ =
RG

2

√
Ciss

LGR
. As, ζ reduces,

the response becomes underdamped and as a result, the peak

of vGS along with
dvGS

dt
increases. Since, as per (2) vL is

dependent on both vGS and
dvGS

dt
, it becomes evident that

with LGR increasing, vL will also increase. Thus, Vref also
has to be adjusted for varying LGR. Therefore, for a designed
Vref , it will cause false triggering of the fault at lower iD. This
will trigger the protection scheme without the actual shoot-
through fault happening.

B. Effect of sensing loop inductance

The RC circuit as shown in Fig. 8 is being used only as a
low pass filter here.

Fig. 8: Parasitic inductance in the sensing loop

The loop inductance (Lf ) due to layout would not have any
effect on the sensed voltage unless the impedance of the series
RLC branch formed by layout inductance and RC filter comes
very close to impedance of Lp. The filter cutoff frequency
has been chosen very high of 150MHz to reduce the delay,
this makes the capacitance value to be of 10 pF . Thus, even
for 10 nH layout inductance in the series RLC branch, the
resonant frequency of the branch is 500 MHz, which would
give a very high impedance in the dominant frequency range of
iD and vL. Thus, the layout inductance in filter circuit would
not affect the protection scheme.



(a) The voltages vO (CH1: 5V/div), vGS (CH2: 10V/div), v− (CH3:
1V/div), current iD (CH4: 50A/div), Time: 200ns/div. (b) The voltages vDS(CH1: 500V/div), vGS(CH2: 10V/div), v−(CH3:

1V/div), current iD(CH4: 50A/div), Time: 200ns/div at VDC = 700V

(c) The voltages vDS(CH1: 200V/div), vGS(CH2: 10V/div), v−(CH3:
2V/div), current iD(CH4: 50A/div), Time: 100ns/div. without 2LTO
at VDC = 200V

(d) The voltages vDS(CH1: 100V/div), vGS(CH2: 10V/div), v−(CH3:
1V/div), current iD(CH4: 50A/div), Time: 200ns/div with 2LTO at
VDC = 200V

Fig. 9: Experimental Waveforms

V. EXPERIMENTAL RESULTS

The experimental results in this section shows the imple-
mentation of the shoot-through protection scheme. The shoot-
through condition has been established by turning ON Q2 with
Q1 being permanently turned ON as per Fig. 1

Fig. 9a shows v−, vO, vGS and iD as obtained in the
hardware. It can be inferred that as v− goes below 1.45 V ,
vO goes high with a delay of 5 ns. This triggers the gate-
driver to turn-off vGS . The delay between vO going high
and vGS falling is 170 ns, which includes the protection
intervention time of 95 ns of the selected gate-driver IC with
two-level turn-OFF (2LTO) activated [16]. Thus, iD rises for
an additional 170 ns after fault detection with the peak going
to 100 A at VDC = 200 V . In Fig. 9b, v−, vDS , vGS and iD
are shown. The 2LTO is enabled and shoot-trough is performed
at VDC = 730 V . The peak of iD (̂iD) goes to 110 A and
the peak of vDS goes to 860 V with 17.8% overshoot. Fig. 9c
shows v−, vDS , vGS and iD at VDC = 200 V without two-
level turn-OFF. Here, vGS directly goes from 15 V to −5 V
on fault getting triggered. In this case îD is 80 A and the delay
between v− crossing Vref and vGS falling is 100 ns, which
also includes the protection intervention time. But overshoot
in vDS is additional 180%, which means at rated VDC , device
cannot be operated without 2LTO. Fig. 9d shows the same
parameters at same condition with two-level turn-off enabled.
Once fault is triggered, vGS is brought down to 7.5 V from
15 V and stays for 750 ns before dropping to −5 V . In this
case, 7.5 V is selected to limit vDS overshoot and 750 ns

is the minimum 2LTO time for the selected gate-driver. In
this case, current rises for 170 ns after fault detection with
peak going to 90 A. Thereafter, it reduces and stays constant
at 15 A for 750 ns as vGS is reduced and device being in
saturation region due to high vDS . The overshoot in vDS is
reduced to 35% only, while without 2LTO vDS overshoot goes
to 180%. The protection intervention and 2LTO time can be
reduced with a different gate-driver IC, which will make the
protection even faster with reduced loss.

VI. HARDWARE TEST SETUP

The gate driver board comprising of the shoot-through pro-
tection scheme has been developed. The gate-driver connection
to the press-fit SiC module are shown Fig. 10. The designed

Fig. 10: Gate driver board and power module with press-fit
connections



gate driver is designed for a 1200 V SiC-MOSFET based
full-bridge SiC power module. The intended application is in
Electric Vehicle (EV) auxiliary power supply with nominal
input voltage of 730 V DC. The board layout has been made in
compliance with the standard of IEC 60664-1, which defines
the spacing to be kept between two conducting nets in the
internal and external layers of the PCB with respect to the
voltage difference between them. As, the maximum voltage is
730 V for this application, the layout has been made for 1 kV
isolation voltage rating. The hardware test setup of the gate
driver board is shown in Fig. 11.

Fig. 11: Photo of hardware test setup

VII. CONCLUSION

The parasitic inductance-based protection scheme was pro-
posed for detecting shoot-through faults, which is fast, com-
pact, and lossless. A detailed derivation of the parasitic
inductance voltage is shown and supported by simulation.
The dependence of the voltage across the parasitic inductance
on various gate drive circuit parameters has been explained.
This voltage magnitude during normal and shoot-through
fault condition has also been differentiated. Based on that, a
comparator-based circuitry is used to detect the shoot-through
fault. A reference voltage for the comparator has been fixed,
once the voltage across the inductance during the occurrence
of the fault crosses the reference, the comparator output goes
high and stops the gate driver pulses. The effect of the gate-
return inductance has also been highlighted in this paper. The
implemented protection scheme is verified experimentally on
a 1200 V full-bridge SiC power module. The shoot-through
fault is cleared within 170 ns with two-level turn-off, which
reduces the drain-source voltage overshoot to 35% at 730 V
DC bus. The current magnitude is limited to 100 A at the
same DC bus voltage. Thus, the protection scheme is found
to be fast enough to act on the shoot-through fault before the
thermal failure of the device.
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Abstract—This paper presents a common grounded switched 
quasi-Z-source dc-dc converter by using one more power switch 
and diode in comparison with the conventional quasi-Z-source 
converter. The presented converter has used coupled inductor and 
switched capacitor cell in order to reach the following advantages: 
achieving high voltage gain with a small range of duty cycle, 
continuous input current, the low voltage stress on power switches, 
low voltage stress on output diode. These facilities make it 
reasonable to use in PV system applications to increase the level of 
the voltage. In this paper, the principle and analysis of operation 
modes for the presented converter are given and also, the 
comparison of the presented structure with conventional 
structures is evaluated. Finally, to certify the performance of the 
proposed converter and its theoretical relationships, the 
simulation results of 250 W of the proposed converter are 
presented. 

Keywords——dc-dc converter, common grounded converter, 
coupled inductor, quasi-z-source converter.  

I. INTRODUCTION

In recent years, high step-up multilevel inverters and dc-dc 
converters are most important for various  applications such as 
renewable energy sources for the grid-connected system, 
electric vehicles, dc microgrid, uninterruptible power supplies 
(UPSs) and medical equipment [1]-[8]. However, many papers 
are provided about the high step-up dc-dc converters with 
various expansions in the structure [9]-[13]. In isolated dc-dc 
converters increase in the turns ratio of the transformer causes 
large leakage inductance, which may create high voltage stress, 
high voltage spike, high switching losses and intensify the 
electromagnetic interference (EMI) [14]. Although, these kinds 
of converters have the advantages of higher voltage gain and 
isolation of input with the output, but, the non-isolated 
converters have lower volume, lower voltage and current stress 
across the components, and lower power losses which lead to 
higher efficiency and low-cost system [15]. Multi-stage 
converters also induce lower efficiency lower reliability, 
complicated and higher power loss than single stage converters 
due to the large number of elements [16]. Therefore, single-

stage converters with fewer elements have a low cost but a large 
duty cycle (near to 1) will cause a high current ripple with low 
efficiency. Other non-isolated single-stage dc-dc converters 
such as a switched capacitor, switched inductor, self-lift and 
coupled inductor-based converters for rising the voltage gain is 
presented but, the duty cycle is large [17], [18]. Among the 
single-stage converters, the Z-source converter is operated with 
a low range of the duty cycle (less than 0.5) [19] and Z-source 
converters can be employed as dc-dc power converters [20]. 
Also, to improve the disadvantage of Z-source converter, a 
quasi-Z source converter with continuous input current is 
presented in [21]. But the family of Z source converters 
couldn’t reach high voltage gain and low voltage stress on 
semiconductors which causes low efficiency and high cost. 
Other structures have been presented with the  aim of promoting 
voltage gain and decreasing voltage stress on switches for the 
quasi-Z source converter. In [22], an isolated quasi-Z source dc-
dc converter with an H-bridge inverter has been presented. In 
this structure, the voltage gain is not high but the number of 
switches is high. Furthermore, to increase the voltage gain, the 
turns ratio of the transformer should be increased which causes 
high leakage inductance and low efficiency. In [23], another 
isolated quasi-Z source dc-dc converter with two switches is 
presented. The range of duty cycle is more than 0.5. Also, it 
can’t reach high voltage gain and the efficiency is low too. In 
[24], a Cascaded Quasi-Z source dc-dc converter is processed 
which has low efficiency due to a large number of elements. A 
wide input-voltage range quasi-Z source dc-dc converter with 
two switches is proposed in [25] which can’t produce high 
voltage gain and the voltage stress on switches is high. As well 
as, the combination of a Z source network with a switched-
inductor cell, switched-capacitor cell and hybridization of the Z 
source converter has been presented in [26], [27]. All these 
converters are provided with the aim of voltage gain increasing 
and have own disadvantages such as high voltage stress on 
switches and lack of common ground between input and output. 
In [28], a non-isolated Z source converter with a coupled-
inductor has been employed with low voltage stresses on 
semiconductors. But this topology requires more components 
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and the ground between load and input is not the same. A 
switched quasi-Z source converter a with small duty cycle is 
proposed in [29], Which can’t reach high voltage gain. Also, 
the voltage across the switches is high and it’s not common 
ground. A switched inductor-based Z-source converter is 
suggested in [30], which can produce high voltage gain with 
two switches, but the number of inductors and capacitors is high 
which leads to high losses, low efficiency, and high-cost 
system.  
This paper presents a new high step-up common ground 
switched quasi-Z source converter with coupled inductor and 
voltage multiplier cell. The presented converter can reach high 
voltage gain with a small range of duty cycles, continuous input 
current, and low voltage stress across power switches and the 
output diode. In addition, the coupled inductors don’t need a 
higher turn ratio to produce a higher voltage level. The 
operating principle and steady-state analysis are evaluated in 
detail for the proposed converter. In order to highlight the 
benefits of the proposed converter, a comprehensive 
comparison is performed. At last, the simulation results are 
presented, and verified by the theoretical analysis. 

II. PROPOSED CONVERTER, STEADY STATE ANALYSIS AND 
PRINCIPLE OF OPERATION

The proposed switched quasi Z-source converter consists of one 
inductor, one coupled inductor, five capacitors, five diodes and 
two power switches which is illustrated in Fig. 1. This converter 
not only, has added one extra diode and power switch (S1 and 
D2) to the basic structure of quasi Z-source converter, but also, 
connected to the switched capacitor cell with the secondary side 
of coupled inductor. In this structure, the input inductor Lin, the 
primary side of coupled inductor LP, capacitors C1 and C2, diode 
D1 and power switch S2 construct the quasi Z-source network. 
The primary side of coupled inductor is modeled by leakage 
inductance Llk and magnetizing inductance and the secondary 
side of coupled inductor Ls is used for increasing the voltage 
level which is connected to capacitor C3, diodes D3 and D4. 
Also, the switched capacitor cell consists of Capacitors C3, C4, 
and diodes D3, D4. The output capacitor CO is supposed to be 
sufficiently large. The introduced converter operates in 
continuous conduction mode (CCM), therefore, the input 
inductor is chosen large enough and the input voltage is fixed 
to a constant value. There are four operating modes for the 
proposed converter during one switching period. The 
operational modes of the proposed converters are illustrated in 
Fig. 2. The voltage and current operational waveforms of the 
proposed converter is shown in Fig. 3.  

Fig. 1. Power circuit of proposed converter. 

A. First operation mode [t0-t1]

During this small time interval, the power switches S1 and 
S2 start to turn on. Diode D3 and DO are on and diodes D1, D2, 
and D4 are off due to reverse bias. The equivalent circuit of this 
time interval with current path is displayed in Fig. 3 (a). As well 
as the input inductor Lin is charged by capacitors C1, C2 and 
input energy source Vin, the magnetizing inductor Lm is charged 
by capacitor C1. Furthermore, capacitors C1, C2 and C4 transfer 
their energy to load and output capacitor CO. This mode ends at 
t1. 

B. Second operation mode [t1-t2]
The power switches S1 and S2 are on. diode D4 is on and D1,

D2, D3, and DO are off due to rivers bias. The equivalent circuit 
and its currents paths for the presented converter are brought in 
Fig. 3 (b). The inductor Lin is still charged by capacitors C1, C2 
and input energy source Vin, therefore, the current of this 
inductor increases linearly. In addition, the primary side of 
coupled inductor is still charged by capacitor C1 and as well as, 
the currents of magnetizing and leakage inductors increase 
linearly. On the other hand, the secondary side of coupled 
inductor with capacitors C1 and C3 charge the capacitor C4, 
hence the current of secondary side of coupled inductor 
decreases. In addition, the Energy of Load is provided by 
capacitor CO. The voltage of input inductor, primary and 
secondary side of coupled inductor can be attained by applying 
Kirchhoff’s law.  

1 2Lin in C CV V V V= + +   (1) 
1LP CV V=   (2) 
4 1 3LS C C CV V V V= − −   (3) 

C. Third operation mode [t2-t3]
During this small time interval, the power switches S1 and

S2 start to turn off at t2. Diodes D1, D2 and D4 are on and diodes 
D3 and DO are reverse biased. Capacitor C1 is charged by the 
input source Vin and inductor Lin. Also capacitor C2 is charged 
by primary side of coupled inductor and load current Io is 
maintained by CO. the current path is shown in Fig. 3(c). This 
mode is finished at t3 when is1 & is2=0. 

D. Forth operation mode [t3-t4]
In this time interval the power switches S1 and S2 and diode

D4 are turned off and Diodes D1, D2, D3, and DO are turned on. 
From Fig. 3 (d), in this mode capacitors C1 is still charged 
through the input inductor Lin and input energy source. The 
primary side of coupled inductor charges the capacitors C2 and 
its current decreases linearly. Besides, the energy of the output 
capacitor CO and load is supplied by input energy source Vin, 
input inductor Lin, the primary side of coupled inductor and 
capacitor C4. Also, the voltage of inductor Lin, primary, 
secondary side of coupled inductor and output voltage can be 
attained by applying Kirchhoff voltage law in this mode as 
equations (4)-(7). 

1Lin in CV V V= −      (4) 
2LP CV V= −       (5) 

2 1 3LS C C CV V V V= + −    (6) 
4 2 1O C C CV V V V= + +      (7) 
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(a)        (b) 

(c)      (d) 
    Fig. 2. The equivalent circuits of proposed converter: (a) First mode; (b) Second mode; (c) Third mode; (d) Forth mode. 

Fig. 3. The voltage and current operational waveforms of proposed converter  

Then, first mode is repeated for the next time period. By 
considering second and forth modes as main CCM operational 
modes and applying voltage-second balance law to the 
mentioned inductors in a time period, the voltage of capacitors 
C1, C2, can be attained versus the input voltage Vin as follows 

1 2

1
1 3C in

DV V
D D
−

=
− +

      (8) 

2 21 3C in
DV V
D D

=
− +

      (9) 

where D is duty cycle of switches. By using (5), (6) and 
ignoring leakage inductance Llk, the voltage of capacitors C3 
can be gained as follows 

3 2

1
1 3C in

nDV V
D D
+

=
− +

    (10) 

where n=N2/N1 is turns ratio of coupled inductor. From (2) and 
(3) and using (8), (9) and (10), the voltage of capacitor C4 can
be written as

4 2

2
1 3C in

n DV V
D D

+ −
=

− +
      (11) 

By substituting (8), (9) and (11) in (7), the Output Voltage can 
be obtained in terms of input voltage as below: 

𝑉𝑉𝑂𝑂 = 3+𝑛𝑛−𝐷𝐷
1−3𝐷𝐷+𝐷𝐷2

𝑉𝑉𝑖𝑖𝑛𝑛            (12) 
Therefore, the voltage gain of the proposed converter can be 
defined as: 

2

3
1 3

O

in

V n DG
V D D

+ −
= =

− +
      (13) 

When semiconductors are off, the voltage Stresses across them 
can be attained in modes 2 and 4 as below: 

2 1 2

1
1 3S D inV V V

D D
= =

− +
     (14) 

1 2 2

1
1 3S D in

DV V V
D D
−

= =
− +

     (15) 

2

2
1 3DO in

DV V
D D
−

=
− +

 (16) 

4 3 2

2
1 3D D in

n DV V V
D D

+ −
= =

− +
      (17) 

It is supposed that circuit losses are negligible. Therefore, by 
using (12), input current can be gained as (18). 

2

3
1 3in O

n DI I
D D

+ −
=

− +
    (18) 

The average current of the input inductor is equal to the input 
current which is obtained by: 

2

3
1 3inin L O

n DI i I
D D

+ −
= =

− +
 (19) 

By using ampere-second balance principle and KCL law in 
mode 2 and mode 4, the average current of capacitors can be 
founded as (20)-(24). 

�
𝑖𝑖𝐶𝐶1−𝑜𝑜𝑛𝑛 = −1+𝑛𝑛+(2−𝑛𝑛)𝐷𝐷−𝐷𝐷2

(1−3𝐷𝐷+𝐷𝐷2)𝐷𝐷
𝐼𝐼𝑂𝑂

𝑖𝑖𝐶𝐶1−𝑜𝑜𝑜𝑜𝑜𝑜 = 1+𝑛𝑛+(2−𝑛𝑛)𝐷𝐷−𝐷𝐷2

(1−3𝐷𝐷+𝐷𝐷2)(1−𝐷𝐷)
𝐼𝐼𝑂𝑂

   (20) 

�
𝑖𝑖𝐶𝐶2−𝑜𝑜𝑛𝑛 = − 3+𝑛𝑛−𝐷𝐷

1−3𝐷𝐷+𝐷𝐷2
𝐼𝐼𝑂𝑂

𝑖𝑖𝐶𝐶2−𝑜𝑜𝑜𝑜𝑜𝑜 = (3+𝑛𝑛−𝐷𝐷)𝐷𝐷
(1−3𝐷𝐷+𝐷𝐷2)(1−𝐷𝐷)

𝐼𝐼𝑂𝑂
      (21) 
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�
𝑖𝑖𝐶𝐶3−𝑜𝑜𝑛𝑛 = − 1

𝐷𝐷
𝐼𝐼𝑂𝑂

𝑖𝑖𝐶𝐶3−𝑜𝑜𝑜𝑜𝑜𝑜 = 1
1−𝐷𝐷

𝐼𝐼𝑂𝑂
  (22) 

�
𝑖𝑖𝐶𝐶4−𝑜𝑜𝑛𝑛 = 1

𝐷𝐷
𝐼𝐼𝑂𝑂

𝑖𝑖𝐶𝐶4−𝑜𝑜𝑜𝑜𝑜𝑜 = − 1
1−𝐷𝐷
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   (23) 

�
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1−𝐷𝐷
𝐼𝐼𝑂𝑂

               (24) 

By applying KCL law in mode 4, the average current of leakage 
inductance, magnetizing inductance and secondary side of 
coupled inductor can be expressed as: 

2 3 4lk off C off C off C offi i− − − −= + +              (25) 
( )

( )( )

2

2

2 3
1 3 1lk off O

n D D
i I

D D D−

− − +
=

− + −
     (26) 

Lm lk off NS offi i ni− −= +       (27) 

( )
1

1NS off Oi I
D− =

−
   (28) 

( ) ( )
( )( )

2

2

2 2 3 1
1 3 1mL O

n n D n D
i I

D D D
+ − + + +

=
− + −

  (29) 

The average current of magnetizing inductance is constant 
during a time period. By considering (20) - (29) and applying 

KCL law, the current stress of semiconductors can be expressed 
as 
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1 3S O

nDi I
D D D
+

=
− +

     (30) 
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III. COMPARISON STUDY FOR PROPOSED CONVERTER

In this section the number of components, voltage gain with
duty cycle limitation, maximum normalized voltage stress 
across the switches and output diode, and discussion of 
common ground for the presented converter with other Z-
source based converters are listed in Table I. First of all, the 
comparison of the number of magnetic cores, capacitors, 
switches and diodes are evaluated.  

TABLE I.   COMPARISON OF PROPOSED CONVERTER WITH Z-SOURCE BASED CONVERTERS 

Ref 
Number of Voltage 

gain (G) 
Duty cycle 
limitation 

Normalized Voltage Stress of Common 
ground cores capacitors switches diodes switches output diode 

[21] 2 3 1 3 
1

1 2D−
0<D<0.5 inGV inGV Yes 

[22] 3 4 4 3 ( )
1

1 2n D− 0<D<0.5 innGV inGV No 

[23] 3 4 2 3 
2

3 4
n

D−
0.5<D<0.75 

2
inGV

n inGV No 

[26] 4 4 1 7 2

2 2
1 4

D
D D
+

− −
0<D<0.23 inGV inGV Yes 

[27] 2 5 2 5 
3 3
1 3

D
D

−
−

0<D<0.33 ( )1
2

inG V− ( )1 inG V− No 

[28] 3 7 1 5 
1 2

1 2
n D

D
+ −
−

0<D<0.5 ( )2 1
1 4

inG V
n

−
+

( )2 1
1 4

inn G V
n

−
+

No 

[29] 2 3 2 3 
1

1 4D−
0<D<0.25 inGV inGV No 

[30] 4 7 2 5 
3 2
1 2

D
D

+
−

0<D<0.5 ( )1
4

inG V+ ( )1
2

inG V+
No 

Prop 2 5 2 5 2

3
1 3

n D
D D

+ −
− +

0<D<0.38 ( )

2

2

2
3 2 1 5 6 4 1

G Vin
G nG G n G+ + + + + +

( )( )
( )

2 2

2

5 6 4 1

3 2 1 5 6 4 1

G G G G n G Vin

G nG G n G

+ + + + +

+ + + + + +
Yes 

The number of magnetic cores in presented converters in [22], 
[23], [26], [28], and [30] is more than the proposed converter 
and other converters. Because an extra magnetic core increases 
the total losses and cost of the system. The number of capacitors 
in [27] and [30] is more than the proposed converter and other 
converters have less number of capacitors compared to the 

presented converter. The number of each element in [27] is 
same as the proposed converter. Also, the number of switches 
in [23], [29], [30] and proposed converter are the same. The 
converter [22] has more switches than the presented converter 
which may cause a higher cost system with low efficiency. 
Although, the presented converters in [26] and [28] have single 



power switch, as regards the number of magnetic cores is higher 
than the presented converter. Furthermore, In the proposed 
converter, the number of diodes is lower than the suggested 
converter in [26] and it is as same as the converters in [27], [28], 
and [30]. Comparison of the voltage gain of proposed converter 
with other converters mentioned is illustrated in Fig. 4 (a). As 
it can be Perceived from this figure, in comparison with other 
converters, the proposed converter has the higher voltage gain 
in lower range of duty cycle. 

Fig. 4. Voltage gain of proposed topology and other compared converters 
IV. SIMULATION RESULTS

     Based on the theoretical analysis, the simulation results of 
250 W have been obtained by PSCAD software to validate the 
performance of the proposed converter. As well as, the utilized 
device specifications for the proposed converter are gathered in 
table II. According to the voltage gain relationship,  the duty 
cycle is set at about 0.21 under the approximated 40 kHz 
switching frequency and the input voltage is 48 V. The output 
voltage and voltage of all capacitors are shown in Fig. 5. As it 
can be seen from Fig. 5 (a), the output voltage is approximately 
410 V and the voltage of capacitor C3 is about 133V. From 
theoretical analysis, the voltage gain value of the presented 
converter is about 9.15 and the experimental voltage gain value 
is about 8.54 which shows that the experimental value is near  

to theoretical value and they verify each other. Fig. 5 (b), shows 
the voltage of capacitors C2 and C4 which are 22 V and 300 V 
approximately. The voltage of capacitor C1 is shown in Fig. 
5(c), which is about 88 V. Fig. 6, shows the simulation 
waveforms of the voltage stress of power MOSFETs and 
diodes. It can be seen from Fig. 6 (a), the voltage of drain-
source for power MOSFET VS1 is about 88 V and voltage stress 
of diode D1 is about 110 V. Also, from Fig. 6 (b), the voltage of 
drain-source for power MOSFET VS2 and voltage stress of 
diode D2 is about 110 V and 88 V respectively. As well as 
voltage stress across the diodes D4 and DO are shown in Fig. 5 
(c), which are about 300 V and 200 V (or 0.5Vin), respectively. 
Fig. 6 (d), shows the voltage waveform of diode D3 and it is 
about 300 V. The current waveforms of the input inductor Lin 
and coupled inductor are shown in Fig. 7. It is noted from Fig. 
7 (a), when switches are ON, the input inductor current is raised 
linearly and when switches are OFF, the input inductor current 
is decreased linearly. The maximum amount of input inductor 
current is about 6.4 A and the minimum amount of current is 
about 4.72 A. Also, the average value of this current is about 
5.56 A. 

TABLE II. SPECIFICATIONS OF DEVICES FOR SIMULATION 
Components Specifications 
Output Power 250 W 

Input-output voltage 48V 
Output voltage 410 V 

Switching frequency 40 kHz 
Capacitors C1&C2 220 µF 
Capacitors C3&Co 100µF 

Capacitor C4 68µF 
Input inductor  Lin=550 µH 

Coupled inductor Lm=250 µH & Llk=3µH  
Turns ratio N1:N2=1:1 

(a)                                                                                   (b)             (c) 
Fig. 5. Voltage waveforms: (a) input, output and capacitor C3, (b) capacitors C2 and C4, (c) Capacitor C1. 

(a)      (b) 



(c)         (d) 
Fig. 6. Voltage stress: (a) switch S1 and diode D1; (b) of switch S2 and diode D2; (c) diodes D4 & DO; (d) diode D3. 

(a)                                                                                   (b)                                                                                        (c) 
Fig. 7. Simulation results of currents passing through the inductors of the second proposed structure: (a) input inductor current Lin; (b) Primary side current of the 
coupled inductor Llk; (c) Secondary side current of the coupled inductor LS. 

The current of the primary and secondary sides of coupled are 
observed in Fig. 7(b) and 7(c), respectively. It should be 
mentioned that Fig. 7 verifies Fig. 3 and mathematical analysis. 

V. CONCLUSION

In this paper, a high gain switched quasi-Z source dc-dc 
converter with the coupled inductor and switched capacitor cell 
is introduced, which has added one extra diode and power 
switch to the quasi-Z-source network. In addition, this 
converter can reach the following characteristics: high voltage 
gain with a small duty cycle, continuous input current, low 
voltage stress across the power switches, low voltage stress on 
the output diode and common ground between load and input 
energy source. First, however, the presented converter has been 
compared with other Z-source-based converters 
comprehensively, and simulation results of 250 W prove the 
characteristics mentioned earlier. 
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Abstract—A modified voltage lift cell-based boost converter
is presented in this paper, which achieves high voltage gain
and low switching loss. A switch voltage stress reduction cell
is incorporated with a voltage lift cell, to achieve the same.
Furthermore, it was compared with existing DC-DC boost con-
verters that utilize voltage lift cells. In the final step, the topology
is validated through simulation and the simulation results are
discussed, including thermal and efficiency analysis.

Index Terms—DC-DC converter, energy conversion, high volt-
age gain, Voltage lift cell, Renewable energy.

I. INTRODUCTION

It is becoming increasingly common for DC-DC converters
to be used in computer systems, medical equipment, servo
motors, LED lighting systems, power factor correction (PFC),
communication systems, auxiliary equipment for hybrid vehi-
cles, portable electronics, such as portable computers and mo-
bile phones, uninterrupted power supplies, and green energy
systems, including fuel cells, photovoltaics (PV), and wind
turbines. In light of the fact that the utility requires an AC
supply of 230V, it would be necessary to increase the low
solar PV output to 380V to 400V dc in order to convert it to
single phase AC power [1]. In this regard, we require a DC-DC
boost converter, as shown in Fig. 1. These power electronic
converters are classified into two groups based on their pulse
width modulation (PWM) and switching frequency control:
isolated and nonisolated. A flyback half-bridge converter, a
full-bridge converter, or a push-pull converter is capable of
achieving the highest voltage by changing the number of turns
on the high-frequency transformer. Transformers with high
switching voltages and leakage inductances are also subject to
a price increase due to their high switching voltages. In order
to mitigate this problem, non-dissipative snubber circuits or
active clamp circuits are used, which increase the converter’s
price and size as well as simplify its control [2]–[4].

A transformer for DC isolation increases the size, weight,
and cost of a converter if the industrial application does not
require DC isolation then this may not be good choice. Cas-
cade converters may appear to be a good choice for obtaining
high output voltage (i.e. high gain) but are inefficient from an
energy conservation standpoint. A voltage lift converters have
become a prominent alternative for these converters [5]. Some
of the prevailing voltage lift converters are shown in the Fig. 2.

Fig. 1: Boost converter in PV application.

In [6] converter has (1+D)/(1-D) voltage gain, which uses two
inductors, four diodes, and a capacitor to achieve this gain, as
shown in Fig. 2a. In Fig. 2b, the converter increases voltage
gain to (1+2D)/(1-D) with an increase of one diode and one
capacitor. Further in [7], voltage gain increased to (3D+1)/(1-
D) with the increment of a capacitor and a switch, shown in
Fig.2d. Among the main disadvantages of the abovementioned
topologies as illustrated in the in Fig. 2, is that thier switches
have high voltage stress equal to the output voltage. This
drawback has been tried to overcome in various topologies,
but it makes the circuit bulkier, or the voltage gain has to
compromise. The ultra high gain voltage lift cell-based DC-
DC boost converter is presented in [11] with the voltage gain
of (2−D)/(1−D)2 and reduced switch voltage stress.

II. OPERATING PRINCIPLE OF THE PROPOSED
CONVERTER

As depicted in Fig. 3, a voltage lift cell-based boost
converter has been modified. Among the components of the
converter are two inductors, five capacitors, four diodes, and
a switch. Since the inductor current is continuous, switching
devices and some diodes can operate in two modes within one
switching cycle (Ts) with a switching frequency (fs).

The proposed topology possesses these key characteristics.
1) By utilizing a single switch, the control circuit has been
simplified. 2) Source side current is continuous. 3) High
boosted output voltage.

For a given duty cycle (Ts), Table I shows the order of
device conductivity. A characteristic waveform is illustrated
in Fig. 5 based on this operation sequence.
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Fig. 2: Evolution of voltage cell Boost Converters

TABLE I: Status of Conducting Devices

Switch S D1 D2 D3 D4

Mode I ON OFF OFF ON OFF
Mode II OFF ON ON OFF ON

Steady-State Analysis

It is necessary to make a few assumptions in order to
simplify the process. Analysis of the operating principles is
based on the following assumptions. 1) There is a constant
voltage on the capacitor, which ensures that the capacitor has a
sufficient size. In addition, parasitic capacitors can be ignored.
Due to the assumption that the main switch is ideal there are
two main operating states for the circuit: (i) Switch-on state
and (ii) Switch-off state.

1) Mode One [0≤t≤DTs]: When the converter operates in
the switch-ON state as depicted in the Fig. 4a, the switch
S and diode D3 are in ON condition, and diodes D1,
D2, and D4 are in revered bias condition. During this
mode, the inductors L1 and L2 are parallel with the
supply voltage and get energised with the summation of
capacitor voltage C1 and C2, with the path Vin – L1 –
C1 – Vin and Vin – L2 – C2 – Vin, respectively. The
capacitor C5 charges capacitor C3 with the path C5 –
C3 - S - C5. Because C5 has a voltage greater than C3,
the diode D3 becomes forward biased. As a result, C5

clamps C3’s voltage through D3. The switch connects
C3 to the ground. The capacitor C4, provides voltage
simultaneously to the load. The direction of current is
assumed and shown by dashed line for each loop. The
equations for inductors and capacitors voltages are given
below.
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Fig. 3: Proposed converter
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Fig. 4: The proposed converter’s operation in both modes I
and II

VL1 = Vin + VC1 (1)
VL2 = Vin + VC2 (2)

VC4 = VC5 =
VO
2

(3)

VC3 = VC5 (4)

Here, VL1 represents the voltage across inductor L1,
and VL2 represents the voltage across inductor L2,
respectively.

2) Mode Two [DTS≤t≤TS]: Similarly, in mode two, as
shown in Fig. 4b, the switch and diode D3 are turned
OFF, and diodes D1, D2, and D4 are in forward bias
conditions. The accumulated energy of inductors L1

and L2 is transferred to the load along with the input
voltage. Also, the inductors L1 and L2 are charging
the capacitors C2 and C1, respectively, through diode
D1. The equation for inductor and capacitor voltages
are given below.



Fig. 5: Steady state waveforms.

VL1 = VC2 (5)
VL2 = VC1 (6)

VL1 = VL2 =
VO − VC3 − Vin

2
(7)

∴ VL1 = VL2 = VC1 = V2 (8)

To calculate voltage gain, we have to apply volt second balance
to inductor L1 using (1) and (6).∫ DTs

0

VL1 +

∫ Ts

DTs

VL1 = 0 (9)

(Vin + VC1)DTs = VC2(1−D)Ts (10)

VC1 =
VinD

(1− 2D)
(11)

Also, volt second balance equation for Inductor L1 using (1)
and (8)∫ DTs

0

VL1 +

∫ Ts

DTs

VL1 = 0 (12)

(Vin + VC1)DTs =
VO − VC3 − VIN

2
(1−D)Ts (13)

VC3 =
VO
2

(14)

VC2 =
VinD

(1− 2D)
(15)

Solving(
Vin + VinD

(1− 2D)

)
D =

1

2

(
VO
2

− Vin

)
(1−D) (16)

(1−D)

(1− 2D)
VinD =

VO
4

(1−D)− Vin
2

(1−D) (17)

Vin

(
D

(1− 2D)
+

1

2

)
=
VO
4

(18)

VO
Vin

=
2

(1− 2D)
(19)

This converter’s voltage gain, as well as its current gain, are
expressed in (19) and (20).

Iin
IO

=
2

(1− 2D)
(20)

The voltage gain variations of the proposed converter can be
seen in Fig. 6 and also compared with referred topologies. As
compared to the referred converters, the topology proposed
will give a higher gain at a lower duty ratio (D).

TABLE II: Analyzing converters from a comparative stand-
point

Parameter Ref. [7] Ref [9] Proposed

Gain 1+D
(1−D)

3D
(1−2D)

2
(1−2D)

Inductor 2 2 2
Capacitor 3 3 5
Switches 1 1 1
Diodes 3 3 4



TABLE III: Parameters used in simulation

Components Paraneters
Input Supply 10V
Duty Ratio 40.2%

Switching Frequency 50KHz
Inductor L1 and L2 1mH

Capacitor C1, C2 and C3 100µF
Capacitor C4 and C5 440µF

Load 100Ω
Switch MOSFET
Diodes Zener Diodes

0 0.2 0.4 0.6 0.8 1
0

20

40

60

Duty ratio (D)

Vo
lta

ge
G

ai
n

Proposed
[7]
[9]

Fig. 6: Voltage gain (Calculated)

III. PASSIVE ELEMENTS DESIGN

When it comes to the overall feasibility of converter oper-
ation, the design and value of passive elements are crucial.

1) Inductor design - The value of a inductor is determined
by its maximum ripple current, (∆iL=∆iL1=∆iL2),
switching frequancy (fs), duty ratio (D), and the voltage
across that inductor. The inductors L1 and L2 are
identical and given by following equation.

L1 = L2 ≥ VL1,L2D

∆iL1,L2fS
(21)

2) Capacitor design- Based on the current passing through
the capacitor and the voltage across it, the value of
the capacitor can be calculated by using the following
formula. Additionally, voltage ripple, duty ratio and
switching frequency are taken into account.

C1−5 ≥ IcD

∆VCfS
(22)

For a converter to operate as designed, it is extremely
imperative to select the appropriate values for inductors and
capacitors. Thus, the equations for inductors and capacitors
have been formulated and presented in the table IV.

TABLE IV: Passive element values

Passive Element’s Values
L1, L2 ≥ [Vo(1− 2D)D]/[4∆IL1,L2

fs]
C1, C2 ≥ [VoD]/[R(1− 2D)∆VC1,C2fs]
C3, C5 ≥ [2IoD]/[R(1− 2D)∆VC3fs]
C4 ≥ [VoD]/[R∆VC4,C5fs]

IV. SIMULATION RESULTS

To demonstrate the usefulness of topology simulation of
the propounded converter is done with MATLAB SIMULINK,
where a 100 W converter is designed with parameters shown
in the table III. The diodes and MOSFET are chosen, including
functional conditions. The simulation result’s waveforms can
be found in Fig. 8, which displays the waveforms of input and
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Fig. 7: Thermal Analysis

output voltages as well as the currents of the inductors L1 and
L2 in Fig. 9. The voltages of the inductor are L1 and L2 are
depicted in Fig. 11a and Fig. 11b. Along with this Fig. 11d
represents the voltage stress on the output diode DO. Also Fig.
11c shows the voltage stress on the switch as this converter has
a switch voltage stress of less than half the output voltage; it’s
an excellent choice for applications that require low switching
stress.



In order to ensure compliance with the simulation, the
converter is also simulated using PLECS software. With the
assistance of the datasheets, we have added the part number
and the thermal description of the semiconductor devices to
perform a thermal and efficiency analysis. Fig. 7 illustrates the
results of this study [10]. Additionally, an efficiency analysis
has been conducted as part of this study. As can be seen in Fig.
10 the converter’s efficiency can be determined for different
loads.
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Fig. 8: Input and Output Voltage

Fig. 9: Simulation results: Inductor currents IL1 and IL2 and
output current waveform IO
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Fig. 10: Efficiency Analysis

(a) Voltage of Inductor L1

(b) Voltage of Inductor L2

(c) Voltage across switch VSW

(d) Voltage across output diode DO

Fig. 11: Simulation results depicting Inductor voltages (a) L1

(b) L2 Switch voltage stress (c) VSW and (d) Output diode
voltage VDO

V. CONCLUSION

As the result of this paper, we present a single switch high
gain boost converter based on a modified voltage lift cell. This
converter is particularly suitable for solar applications since
it produces continuous input current and high output voltage,
with the switch experiencing low stress. That other voltage-lift



cell-based converters are unable to accomplish. At a duty ratio
of 0.402, this converter achieves a high gain, but efficiency
is compromised at increased duty ratios (when it approaches
one). Thus, this converter has a high degree of efficiency.
Moreover, thermal and efficiency analyses are performed for
the same.
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Abstract—The use of PCB winding planar magnetic 

elements is conducive to improve the power density of LLC 

converter. For the two middle legs planar core, this paper 

analyses the relationship between the flux density distribution 

and the feature of the core for the two common design models 

through the magnetic circuit model, and proposes the design 

principle which ensures the uniform flux distribution by setting 

an appropriate spacing between the middle legs. The two 

common design methods, uniform legs spacing model and 

uniform winding width model, both have the problem that the 

flux distribution is concentrated between the middle part of the 

plate, which increases the core loss. By properly designing the 

distance between middle legs to the sum of twice the middle-side 

legs spacing and the height of the middle legs, the core will have 

the uniform flux density and the least core loss. ANSYS Maxwell 

3D FEA simulation proves the correctness of the analysis and 

the effectiveness of the proposed design principle. 

Keywords—matrix transformer, core structure, flux density 

distribution 

I. INTRODUCTION

Following the rapid development of equipment for 
datacenters and cloud servers, numerous types of high-
efficiency DC–DC converters have been widely employed [1]. 
Among them, LLC resonant converter has been widely used 
due to its wide voltage regulation range, good soft switching 
performance, and the ability to achieve input and output 
isolation [2]. In order to further improve the efficiency and 
power density of LLC converter, the improvement of 
magnetic elements, especially transformers, has become the 
focus of research [3]. A printed circuit board (PCB) layout has 
an advantage over a conventional transformer in which it 
requires a smaller window area than conventional transformer 
for the winding wire [4].To achieve high power density, the 
present study employed a PCB layout to replace conventional 
litz wire winding for the transformers [5]. 

In order to achieve magnetic integration, the matrix 
transformer has proven to be the best candidate for the LLC 
transformer to avoid penalties of high-frequency related 
loss[1] [2].For the integrated UI core, adding extra unwinded 
side legs can make the flux of the plate half that of the middle 
legs, so as to reduce the thickness of the plate[3].The core with 
several middle legs and unwinded side legs has been widely 
used for integrated matrix transformers[3]-[7].  

For the cores with several middle legs and unwinded side 
legs, unreasonable core feature design will bring the problem 
of uneven distribution of flux intensity of the plate, which will 
increase the core loss inadvertently. However previous studies 
have paid little attention to the relationship between the flux 
density distribution and the feature of the core such as the 
spacing of the legs. It is proposed to introduce additional air 
gap into the I core to ensure uniform flux density distribution 
of the core[7]. However, this method increases the difficulty 
of fabrication and assembly. 

For magnetostatic field or low frequency electromagnetic 
field problems, the finite element analysis software can be 
used to solve them according to the electromagnetic theory to 
obtain accurate results, but simple, instructive and intuitive 
physical concepts can not be provided. For the magnetic 
elements in power electronic converters, the best part of the 
magnetic flux passes through the magnetic core to form a 
fixed path. Therefore, the concept of magnetic circuit is 
usually introduced in solving engineering problems. Only the 
magnetic field inside the magnetic core is considered to 
simplify the analysis and calculation. In the magnetic circuit 
model, the magnetomotive force F corresponds to the 
electrodynamic force E in the circuit model, the magnetic flux 
φ corresponds to the current I in the circuit model, and the 
magnetic resistance corresponds to the resistance in the circuit 
model. The KCL and KVL theorems still apply in the 
magnetic circuit model. Therefore, just like analyzing circuit 
problems, the magnetic flux everywhere in the core can be 
easily solved by the magnetic circuit model. 

In order to simplify the analysis, this paper focuses on the 
core with two middle legs and two unwinded side legs. This 
paper analyzes the flux density distribution of two common 
core design models through the magnetic circuit model, and 
deduces the relationship between the flux density distribution 
and the design feature of the core. A design principle to ensure 
the uniform distribution of flux density in the core is proposed. 
The correctness of the analysis and the effectiveness of the 
proposed design principle of ensuring uniform distribution of 
flux density and reducing core loss are verified by ANSYS 
Maxwell 3D FEA simulation.  
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II. THE FLUX DENSITY DISTRIBUTION OF THE COMMON 

DESIGN MODEL  

The core with two middle legs and two side legs is shown 
in Fig. 1. The conclusion of cores with more middle legs can 
be analogized. The height of the core middle legs is h, the 
width is w, the length is l (not shown in Fig. 1), and the air gap 
length is l_δ (l_δ≪h); The thickness of the plate and I core and 
the width of the side legs are w/2; The spacing between the 
middle leg and the side leg is d1, and the spacing between the 
middle legs is d2. 

φ1 φ2

φ h

d1

φ2

φ1

φ

φ1 φ1

d2 d1w ww/2 w/2

w/2

w/2

lδ

Fig. 1.  The core with two middle legs and two side legs 

According to the magnetic core structure shown in Fig. 1, 
it is easy to obtain φ=φ1+φ2, where φ is the middle legs 
magnetic flux, it is a constant when the external excitation and 
the number of winding turns are determined. φ1 is the flux of 
the side parts of the plate and φ2 is the flux of the middle part 
of the plate. Because Ae is equal everywhere on the plate, the 

flux density of the side parts of the plate B1∝φ1, the flux 

density of the middle part of the plate B2∝φ2. According to 

the Steinmetz equation Pv=kfαBβ, unit volume core loss Pv∝
Bβ (β is typically between 2 and 3), so when the core volume 
is fixed, the core loss of the plate (that is the core loss of this 
magnetic element) accords with 

core loss∝φ1
β+φ2

β (φ1 +φ2 =constant, 2<β<3) (1) 

It is easy to prove by relevant mathematical methods that 
when the conditions of (1) are satisfied, φ1=φ2 which means 
the flux density distribution is uniform guarantees the 
minimum core loss. And the more differences between φ1 and 
φ2, the more the core loss. The uniform legs spacing model 
and uniform winding width model are two common core 
design methods. The relationship between the flux density 
distribution and the feature of the core of these two models is 
analyzed below. 

A. Uniform Legs Spacing Model

The uniform legs spacing model means that the spacing
between the middle-middle legs and the middle-side legs is 
equal, that is, d1=d2=d in Fig. 1. The real PCB winding 
transformer of uniform legs spacing model is shown in Fig. 2. 
The magnetic circuit of uniform legs spacing model is shown 
in Fig. 3. The magnetic resistance R1 of the middle legs can be 
expressed as 
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Where μ It is the permeability of the core material. The 
magnetic resistance of each part of the plate can be expressed 
as 
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According to the KVL theorem, it can be deduced that 
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According to (2)-(5), it can be deduced that 

��

��

�
��

��

�
2��� � ���

��

� 2 �
2ℎ

2 � 
 (6) 

It can be seen from (6) that the flux density distribution of 
the uniform legs spacing model is related to the height h and 
width w of the middle legs and the spacing of the legs d. The 
middle parts of the plate flux density B2 is more than twice 
than the side parts of the plate flux density B1, causing uneven 
flux density distribution and can severely increase core loss. 

Fig. 2. The PCB winding transformer of uniform legs spacing model 
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Fig. 3. The magnetic circuit of uniform legs spacing model 

B. Uniform Winding Width Model

Since PCB windings are wound on both sides of each
middle leg, the uniform winding width model means that the 
PCB winding widths are equal everywhere, that is, d1=d2/2=d 
in Fig. 1. The real PCB winding transformer of uniform legs 
spacing model is shown in Fig. 4.The uniform winding width 
model has minimal copper loss compared to other models. The 
magnetic circuit of uniform winding width model is shown in 
Fig. 5. According to the KVL theorem, it can be deduced that 
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According to (7)-(8), it can be deduced that 
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It can be seen from (9) that the flux density distribution of 
the uniform winding width model is related to the height h and 
width w of the middle legs and the spacing of the legs d. The 
middle parts of the plate flux density B2 is more than the side 
parts of the plate flux density B1. The uniform winding width 



model also has the problem of uneven flux density 
distribution, which is less than the uniform legs spacing 
model. 

Fig. 4. The PCB winding transformer of uniform winding width model 
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Fig. 5. The magnetic circuit of uniform winding width model 

In summary, the cores of the above two models both have 
the problem of uneven distribution of flux density in the plate, 
which increases the core loss. The distribution of flux density 
is related to the height and width of the column and the spacing 
between legs shown as (6) and (9). 

III. A DESIGN PRINCIPLE ENSURING THE UNIFORM FLUX 

DISTRIBUTION 

According to the above analysis, the two common 
magnetic core structures have the problem that the magnetic 
flux distribution is concentrated between the middle part of 
the plate, which is determined by the relationship between the 
magnetic resistance of the middle part of the magnetic core 
plate and the side part. Therefore, in order to ensure the 
uniform distribution of the plate flux density, it is necessary to 
reasonably set the magnetic resistance of the middle part of 
the plate by adjusting the core structure. 

For cores with arbitrary leg spacing, the magnetic circuit 
is shown in Fig. 6. Both common core models have the 
problem that the flux density in the middle parts of the plate is 
larger than that of the side parts. Therefore, the distance d2 
between the middle legs in Fig. 1 meets what conditions that 
the flux density is uniform is deduced. According to the KVL 
theorem, it can be deduced that 
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To satisfy φ1=φ2 that is B1=B2, it can be deduced that 
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Substituting each part of the magnetic resistance 
expression, it can be deduced that 
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That is 
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The design principle of the core feature is shown in (14) to 
ensure the uniform flux density distribution in the core. By 
properly designing the distance d2 between middle legs to the 
sum of twice the middle-side legs spacing and the height of 
the middle legs, the magnetic resistance in the middle part of 
the plate is increased to avoided φ2 and B2 are concentrated 
here. The real PCB winding transformer model using 
proposed principle is shown in Fig. 7. 

Fig. 6. The magnetic circuit of cores with arbitrary leg spacing 

Fig. 7. The PCB winding transformer model using proposed principle 

The same conclusion can be reached for the design 
principle for the cores with several middle legs and unwinded 
side legs. The proposed design principle of core structure can 
ensure the lowest core loss, especially suitable for the situation 
when the core loss accounts for a large proportion of total 
transformer loss. 

It can be seen from (6) and (9) that under certain other 
conditions, the ununiform distribution of the plate flux density 
of the two common core design models is positively related to 
the height h of the middle core legs; It can be seen from (14) 
that under certain other conditions, the smaller the height h of 
the middle legs, the smaller the distance d2 between the middle 
legs required by the design principle of the core feature to 
ensure uniform distribution of plate flux density, which is 
conducive to further improving the power density. It can be 
concluded that in the actual design of transformer core 
structure, the height of the legs should be reduced as much as 
possible from the perspective of reducing core loss and 
improving power density, on the premise of ensuring the 
installation process requirements of PCB windings. 

IV. SIMULATION VERIFICATION

Using ANSYS Maxwell 3D FEA simulation software, 
transformer simulation model for 140kHz /1kW LLC 
converter is built based on the uniform legs spacing model, the 
uniform winding width model and the design principle 
proposed in this paper to ensure uniform flux density. The core 
has two middle legs and two unwinded side legs. The length 
of middle legs of the core l is 11mm, the width w is 5mm and 
the height h is 6mm. To ensure the same volume of the cores 
for the three models, set d1=d2=16/3mm for the uniform 
column spacing model, d1=0.5d2=4mm for the uniform line 
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width model, and d1=2.5mm, d2=11mm for the model using 
the proposed design principle according to (14). Magnetic 
core material selects DMR96A of DMEGC Magnetics. The 
PCB winding has 6 layers, and the four parallel secondary 
windings are symmetrically distributed in the side layers from 
top to bottom, the two serial primary windings are distributed 
in the middle layers. The simulation results given in this paper 
are for a typical size of the core design scheme. For other sizes 
of cores, the conclusions are similar, but the absolute 
difference in core loss will be different. 

Fig. 8 shows the flux density distribution for the three 
models. It can be clearly seen that the uniform legs spacing 
model and the uniform winding width model have the 
situation that the flux density of the middle part of the plate is 
larger than that of the side parts. And the uneven degree of the 
flux density of the uniform legs spacing model is greater than 
the uniform winding width model. The model using the design 
principle proposed in this paper can ensure that in all parts of 
core the flux density is almost equal.  

Table Ⅰ-Ⅲ shows the flux ratio of the middle parts and the 
side parts of the core and the loss of three models. It can be 
seen that the calculated B2/ B1 is approximately equal to the 
simulated B2/ B1  of the three models. Among the three models, 
the simulated core loss and the sum of the core loss and copper 
loss of the model using proposed method is the least. The 
simulation results can prove the correctness of the theoretical 
analysis and the validity of the proposed design principle in 
ensuring uniform flux density and reducing loss. 

TABLE I. SIMULATION RESULTS OF UNIFORM LEGS SPACING 

MODEL 

calculated B2/ B1 2.77 

simulated B2/ B1 ≈2.67 

simulated core loss 14.383W 

simulated core and copper loss 15.5965W 

TABLE II. SIMULATION RESULTS OF UNIFORM WINDING WIDTH 

MODEL 

calculated B2/ B1 1.46 

simulated B2/ B1 ≈1.5 

simulated core loss 12.757W 

simulated core and copper loss 13.8344W 

TABLE III. SIMULATION RESULTS OF MODLE USING PROPOSED 

PRICIPLE 

calculated B2/ B1 1 

simulated B2/ B1 ≈1 

simulated core loss 11.864W 

simulated core and copper loss 13.1317W 

(a) uniform legs spacing model 

(b) uniform winding width model 

(c) Model using proposed principle

Fig. 8. Flux density of the three models 

V. CONCLUSIONS

Aiming at the core with two middle legs and unwinded 
side legs for the LLC converter, this paper proves that the core 
loss is the smallest when the flux distribution of the core is 
uniform. The relationship between the flux density 
distribution and the feature of the core is given for the uniform 
legs spacing model and the uniform winding width model 
through the magnetic circuit model. Both models result in the 
plate flux density concentrating in the middle part. The design 
principle of the core structure with the spacing between the 
middle legs equal to sum of twice the middle-side legs spacing 
and the height of the middle legs is proposed, which can 
ensure the flux density distribution of the core is uniform. The 
results of ANSYS Maxwell 3D FEA simulation verify the 
correctness of the analysis and the validity of the proposed 
design principles in ensuring uniform flux density distribution 
and reducing core loss.  
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Abstract— This paper presents a multi-pulse rectifier with a 

zigzag autotransformer and hybrid Cockroft-Dickson injection 

circuit for power quality improvement in More Electric 

Aircraft (MEA). The proposed converter modifies the input 

current to nearly sinusoidal and brings the total harmonic 

distortion up to 3.08%, which meets the IEEE-519 standard. 

Using a zigzag autotransformer automatically eliminates the 

need for zero sequence blocking transformer, and thereby 

results in lesser kVA rating. Also, the proposed multi-pulse 

rectifier is simpler, robust, reliable, and cost effective. The 

proposed injection circuit makes 12-pulse rectifier operate as 

24-pulse, thus reduces the magnetic rating and uses power

effectively. Hence, the proposed hybrid injection circuit works

as a pulse multiplier has low voltage stress on capacitors and

low output voltage drop. It removes the disadvantages

associated with Cockroft and Dickson when used as an

individual injection circuit. The simulation is done in

MATLAB/Simulink environment, and the results are compare

with experimental results. Further, the power quality indices of

the proposed converter are compared with the similar

converters in literature.

Keywords—Cockroft-Walton, Dickson, Injection circuit,

Interphase transformer, MEA, Multi-pulse.

I. INTRODUCTION 

More Electric Aircraft (MEA) is going to be the future 

trend. MEA replaces conventional hydraulic pipes and 

pneumatic ducts, valves, pre-coolers, and lubrication oil 

system etc., with an electric system and provides a bleedless 

system, thus, increasing the durability, ease of maintenance, 

performance, monitoring and control of the system [1]-[2]. 

The rectifier is one of the essential parts of the MEA, which 

gives supply to the DC mains. This rectifier converts the 

high-frequency AC supply, generally having higher 

magnitude with 400 Hz to 900 Hz frequency, to DC 

voltages for different DC loads as per requirement. Flight 

control, fuel pumps, cabin pressurization, air conditioning 

etc., are different uses of AC-DC converters in aircraft.  

     Multi-pulse rectifiers are the simpler, more reliable, 

durable, and robust method for AC-DC conversion. This is 

most suitable for high-power applications. Generally, 

rectifiers produce harmonics, resulting in losses, overheating 

and vibration of the generator, and disturbs other 

equipment’s connected in the system [3]. So, system under 

study should produces the harmonics within an acceptable 

limit by making the input current nearly sinusoidal. There 

are different methods to improve the power quality of the 

input current. Active devices like switches (IGBT, 

MOSFET etc.) are used in one such method, which requires 

the driver and control circuits. In passive method, only 

passive devices are used, like phase-shifting transformers, 

full wave or diode bridge rectifiers, zero sequence blocking 

transformer (ZSBT), interphase transformers (IPT), 

injection circuits etc.  The hybrid method contains both 

active and passive devices.  

Different isolated and non-isolated phase-shifting 

transformers are available in the literature. Among all, the 

non-isolated transformers utilize less kVA rating. Further, 

phase-shifting transformers can reduce the harmonics to 

certain level, but injection circuits are used to decrease THD 

to the higher extend. Thus, the technique of DC ripple 

reinjection is utilized for pulse multiplication. Increasing the 

number of output windings of the transformer, phase shifts 

among the transformer windings, and number of diode 

bridges results in increased pulse number, but the 

complexity associated with the system gets increased. By 

increasing the pulse number of input current and DC output 

voltage, the input current can be made nearly sinusoidal and 

DC ripples can be reduced respectively, and power quality 

at both AC and DC sides can be improved. The lower order 

harmonics are made to be cancelled by a phase-shifting 

transformer using proper phase shifts [4]. In the system of 

any 12-pulse rectifier, 12k±1 (where k =1,2,3…, positive 

integers) is the highest harmonic order component present in 

it and other lower order harmonics reduce to a very low 

value. Also, the higher harmonics have lower amplitude and 

hence lesser effects on the system.  

The different types of DC side injections circuits are 

namely, active injection circuit, passive injection circuit and 

hybrid injection circuit which are used in multi-pulse 

rectifier for reduction of harmonics to a great extent. Some 

active injection circuits only increase the pulse number in 

the input current and do not decrease the DC output ripple 

[6]. Further, multi-tapped IPR with controllable tap 

changers is also available, which can multiply pulse number 

to any extent (with n number of taps results in 12n number 

of pulses in the input line current) and can reduce the THD. 

However, need of thyristors or controllable switches are 

inevitable and hence required control and driver circuits 

which increase the complexity and thereby durability 

decreases. In the passive injection circuit method, no active 

devices and control circuits are used and thereby the system 

is simpler, reliable and less complex [7].  

     The IPT is used to balance the independent operation of 

DBRs and to avoid the circulatory current. Also, IPT 

improves the power quality of the output of the rectifiers 

and further decreases the DC ripples [8]. IPT interphases 

injection circuit with load and designing IPT for power 

quality improvement is pivotal. According to the injection 

circuit, different tapping’s are taken from the IPT. Further 

the turns ration of the IPT is found by mathematical 

analysis. The optimal turn ratios of the IPT give minimum 

THD, cancel lower order harmonics, provide symmetric 

operation of both diode bridge rectifiers, avoid the 

circulatory current and lowers the output DC ripples [9].  
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The Cockcroft-Walton multiplier is a switched-

capacitor circuit that converts low-voltage AC to high-

voltage DC. This circuit consists of numerous series-

connected half-wave voltage doublers [10]. These voltage 

doublers form a long string of diodes that are tapped from 

intermediate nodes by means of coupling capacitors. Ideal 

conditions exist when the coupling capacitance is large 

enough that the capacitor experiences a negligible voltage 

drop. In this situation, the output voltage equals the peak-to-

peak amplitude of the input AC voltage multiplied by the 

number of cascaded voltage doublers or simply the number 

of stages. Since all capacitors and diodes are subject to the 

same voltage stress, it is simple to maximize the voltage 

limitations of each component. As the number of stages in a 

Cockcroft-Walton multiplier rises, the output voltage 

deviates from the ideality. This is because as more coupling 

capacitors are coupled in series, the output impedance 

rapidly increases. Dickson is commonly employed in both 

integrated circuits and discrete power converters to generate 

a voltage that is several times greater than the supply 

voltage [11]. Instead of being connected in series to the 

diode chain, coupling capacitors are connected in parallel. 

Therefore, regardless of the number of stages, only one 

capacitor exists between the input port and each 

intermediate node of the diode chain. The primary drawback 

of Dickson architecture is that the final coupling capacitor 

(closest to the output port and farthest from the input port) 

must be able to resist voltage stress equal to the output 

voltage of the multiplier. So, hybrid topology which can 

solve both problems. In hybrid topology, capacitor 

maximum voltage and output impedance values lie in 

between Dickson and Cockroft-Walton’s respective values 

[12].  

Hence, in this paper hybrid injection circuit is 

proposed to utilize both the circuit advantages. Further, the 

zigzag transformer is used as phase-shifting transformer 

which inherently blocks the zero-sequence component, so 

ZSBT is not required [5] in the proposed configuration. The 

detailed analysis of the zigzag transformer and proposed 

hybrid injection circuit is presented in section II. Further, 

results and discussions are given in section III and 

conclusion is given in section IV.  

II. THEORETICAL ANALYSIS OF THE PROPOSED CONVERTER

A. Zigzag Transformer

For 12-pulse operation 
���°

��
 = 30° phase shift is required. 

This requirement is fullfilled by zigzag autoconnected 

transformer as shown in Fig. 1. The zigzag transformer 

produces two sets of three-phase voltages which are phase 

shifted 30° with each other and 15° and -15° with input 

voltage [13] as shown in Fig. 2(b). Va, Vb and Vc are three-

phase input voltages phase shifted by 120° with each other. 

Va1 and Va2 are expressed in terms of line voltages as: 

1 1 2( )a ab bc bcV M V V M V= − +  (1) 

1 1 2( )b ab bc bcV M V V M V= − −  (2) 
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Fig. 1. Schematic diagram of proposed 12-pulse DBR with hybrid current 
injection circuit at DC side. 
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Fig. 2 (a) Winding configuration and (b) Phasor diagram of zigzag 
autoconnected transformer. 

The calculated values of M1 and M2 are 0.5573 and 0.2679 

respectively. Using Kirchoff”s current law and Law of 

MMF we can derive the following equations:   

1 2 1a a ai i i i= + +  (3) 

1 2 3 0i i i+ + =  (4) 

1 1 2 2 2 1( ) ( ) 0c cM i i M i i− + − =   (5) 

1 2 3 2 2 1( ) ( ) 0a aM i i M i i− + − =   (6) 

1 3 1 2 2 1( ) ( ) 0b bM i i M i i− + − =   (7) 

As shown in Fig. 2(a), ia1, ib1, ic1 are the first set of three-

phase currents feed to input of first DBR. Similarly, ia2, ib2, 

ic2 are the second set of three-phase current feed to input of 

second DBR. i1, i2 and i3 are zigzag transformer winding 

current which is given as,

2
1 2 1 1 2

1

( )
3

b b c c

M
i i i i i

M
= − + −   (8) 

2
2 2 1 1 2

1

( )
3

c c a a

M
i i i i i

M
= − + −   (9) 

2
3 2 1 1 2

1

( )
3

a a b b

M
i i i i i

M
= − + −   (10) 

B. IPT

In practice, the output voltages of parallel DBRs are

not identical and hence current can flow between the DBRs 

which results in losses and reduction in the output voltage of 

the bridges. Here, IPT avoids any imbalance current 

between DBRs and allows circulatory current, ip flows 

through the primary winding of IPT and not through the 

load. This circulatory current is responsible for the wave 

shaping of the input supply current. This current 

superimposes on DBR output currents, and further on DBR 

input currents, and lastly on the input supply current which 

is near to sinusoidal. The IPT’s operating frequency is six 

times the input frequency and hence the volume, weight, 

magnetic rating is reduced. Further, IPT consumes only 3% 

of the output load power. The proposed injection circuit 

with IPT is shown in Fig. 3. The important equations 

associated with IPT are as follows: 
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C. Proposed Injection Circuit

The peak value of output voltage of the proposed

injection is V'2max. VL-L is peak to peak voltage of Vh. Any 

capacitor has maximum voltage of VL-L and the injection 

circuit operation is shown in Figs. 4 and 5. 

2max 2 L LV V V
−

′ = − ∆  (15) 

where ΔV is 

1 1 2 2V V V V V ′′∆ = ∆ + ∆ + ∆ + ∆  (16) 

The output peak-to-peak ripple is denoted by δV which is          

2V Vδ ′= ∆  (17) 

Vout is average output voltage which can be write as 

following: 

2

1
2

2
out avg L LV V V V Vδ

−
′= ≈ − ∆ −  (18) 

When capacitor C1 and C2 is sufficiently large, V1 and V2 

swings by the peaks of Vh. If C3 and C4 is sufficiently large, 

V1', V2' remain steady with no ripple. So, C1 and C2 are 

called oscillating or coupling column and C3 and C4 are 

called smoothing column. 

2 2 21
(1 2 ) 2 5

2
cap L L L LE CV CV

− −
= + × =  (19) 

     In the hybrid injection circuit, there are two operating 

phases namely push and pull phase. In push phase diodes, 

D2 and D4 conducts and thereby C1, D2 and C3 constitute one 

conduction path and C2, D4 and C4 constitute the other 

conduction path. In this phase, total charge q/2 is flowing 

across the load terminals. Similarly, in the pull phase, D1 

and D3 conducts and thereby C1 and D1 constitute one 

conduction path and C3, D3 and C2 constitute another 

conduction path. Since V1 and V2 nodes are connected to the 

source directly with the capacitors, the voltages at these 

nodes are oscillatory, and with V1
’ and V2

’ nodes, the source 

is connected with the diodes, so the voltages at these nodes 

are DC.  

     The voltage at V1 is VL-L minus the voltage drop across 

capacitor C1. Similarly, the voltage at V2 is VL-L minus the 

voltage drop across C2. To calculate the voltages at nodes 

V1
’ and V2

’, the voltage drop through diodes is also 

considered with the capacitor voltage. In each phase, a sharp 

injection of charge occurs but the flow of charge through the 

load remains approximately constant all the time. Due to the 

sharp injection of charge, charging and discharging of the 

capacitor happens and thereby the voltage across the load 

becomes twice the injection circuit input voltage. Hence, the 

proposed hybrid circuit act as the voltage doubler. The red 

line with an arrow in Fig. 4 and Fig. 5 indicates the sharp 

injection of charge, the solid blue line with an arrow shows 

the load current, and the black dotted line with an arrow 

shows the path which is short-circuited for AC and open 

circuited for DC. 

III. RESULTS AND DISCUSSION

       The proposed hybrid injection circuit enhances the 

power quality of input AC current and output DC voltage 

simultaneously. It makes the input current nearly sinusoidal 

and reduces the DC output ripple. Fig. 6(a) shows the phase 

voltages of the three-phase input supply voltage and Fig. 

6(b) shows the input phase current which has 24-pulse and 

nearly sinusoidal waveform. In Fig. 6(c), the phase-to-phase 

three-phase input voltages of the DBR is shown, whereas 

Fig. 6(d) shows the double-humped three-phase input 

current to the three-phase diode bridge rectifier. Fig. 6(e) 

and 6(f) show the DBR’s output DC voltage and current 

respectively, wherein the voltage is sinusoidal and the 

current is unipolar in nature. The input voltage and input 

current of the hybrid injection circuit is shown in Fig. 6(g) 

and 6(h) respectively, where the voltage is AC in nature, and 

the current is bipolar. Fig. 6(i) and 6(j) show the proposed 

configuration's output voltage and output current 

respectively, which are DC by nature. The injection circuit 

injects double of its input voltage to the load and thus  
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Fig. 6. (a) Input voltage, (b) Output voltage of zigzag autoconnected 

transformer, (c) Output voltage of 12-pulse DBR, (d) Input voltage of 

hybrid injection circuit, (e) Output voltage of purposed converter, (f) Input 
current, (g) Output current of zigzag autoconnected transformer, (h) Output 

current of 12-pulse DBR, (i) Input current of hybrid injection circuit, (j) 

Output current of purposed converter, and (k) FFT window of input current. 

proportionally inject the power and increasing the system 

efficiency. The DC output voltage and current for the 

proposed converter are 543 V and 10.45 A respectively. Fig. 

6(k) shows the FFT window of the proposed converter, 

where the fundamental component’s peak value and THD 

percentage are shown. Also, the THD is observed as 3.08 %. 

(a) 

(b) 

(c) 

(d) 

Fig. 7. (a) Three-phase input voltage, (b) Three-phase input current, (c) 
Input current harmonic spectrum, (d) Harmonic injection current from 

hybrid injection circuit. 

TABLE I. 

COMPARISION OF MPC BASED ON PULSE NUMBER 

No. of 

pulses 

12 18 24 30 

[14] 

Proposed 

converter 

Input 

current 

THD (is) 

15.20% 10.10% 7.50% 6.10% 3.08% 

The hardware results are captured with reduced voltage 

ratings. The three-phase input voltage and current are shown 

in Fig. 7(a) and (b) respectively. Further the input line 

current harminic spectrum in shown in Fig. 7(c). From this 

figure it is evident that, THD is 4.5 % which is less that the 

standard limit. The main reason for harmonic reduction is 

the injection current as shown in Fig. 7(d).  

     In Table I, the increases in the number of pulses results 

in input line current THD minimization but along with their 

magnetic rating, size, complexity, and cost have increased. 

Theoretically, 12, 18, 24, and 30-pulse converters have THD 

values of 15.2%, 10.1%, 7.5%, and 6.2%, respectively. But 

in proposed configuration, 24-pulse is obtained by hybrid 

injection circuit and the corresponding THD is 4.56% which 

is much lower than the normal 12-pulse DBR. Also, the 

magnetic rating, size, cost has reduced. Table II and III 

presents the detailed specifications of the proposed system.  



TABLE II. 

SPECIFICATION OF ZIGZAG TRANSFORMER AND IPT 

Sl. 

No. 

Specifications 

 Details 
Zigzag 

Transformer 
IPT 

1 Winding Resistance 0.002pu 0.002pu 

2 Winding Leakage Inductance 0.02pu 0.02pu 

3 
Core Magnetizing Resistance 

and Inductance 
500pu,500pu 

500pu,500

pu 

4 Primary Winding Turns - 25,25 

5 Secondary Winding Turns - 154 

6 
Zigzag Autotransformer 
Turns 

134, 62 - 

7 Working Frequency 50Hz 300Hz 

TABLE III. 

PROPOSED SYSTEM SPECIFICATIONS 

Sl. 

No. 

Specifications 

Details Value 

1 

Proposed System Input Voltage 
and frequency 

400V (phase to 

phase rms), 50 Hz 

2 System Average Load Voltage 543V 

3 Load Power 5.7KW 

4 
Injection Circuit Capacitor 

Capacitance 
375 μF 

5 
Injection Circuit Diode 
Resistance 

1 mΩ 

IV. CONCLUSION

The proposed multi-pulse rectifier with a hybrid 

Cockcroft-Dickson injection circuit has resulted in lesser 

THD of 3.08%. The proposed hybrid injection circuit has 

made 12-pulse rectifier to operate as 24-pulse output and 

thereby the cost, magnetic rating, weight, size, volume, and 

number of components have decreased. Also, it has the 

advantages of Cockroft and Dickson voltage multiplier 

circuits and eliminates the disadvantages associated in it. 

Further, the utilized zigzag autotransformer eliminates the 

need for ZSBT and uses lesser power than the isolated 

transformers. The MATLAB/Simulation results are verified 

by the experimental results and the hardware results are 

matching with simulation. Hence, it is concluded that the 

proposed system has simpler, robust and durable structure 

with a reliable injection circuit which utilizes less voltage 

stress and low voltage drop and best suit for MEA 

application. 
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On Synchronization of Van der Pol Oscillator Based
Multi-agent Systems

Guangrui Zhang, Zhaohui Liu, Zhiyi Chen, Xinghuo Yu and Mahdi Jalili

Abstract—This paper focuses on the synchronization of multi-
agent systems with Van der Pol oscillators as agents. As the
Van der Pol oscillator has a limit cycle, by analyzing the
system state near the limit cycle, the synchronization problem
is transformed into the local stability problem of the error
dynamical system. In particular, the convergence conditions of
the error dynamical system can be obtained by investigating the
properties of state transition matrix of a single period of the
limit cycle. Furthermore, the simulation is conducted to verify
the analysis.

Index Terms—Multi-agent systems, synchronization, Van der
Pol oscillator.

I. INTRODUCTION

Multi-agent systems modelling has been widely used to de-
scribe many engineering systems, which can greatly reduce the
complexity of the system analyses [1]–[3]. In multi-agent sys-
tems, the states of system entities are characterized by agents
with multiple dimensions, and edges reflect the interactions
between them [4]. Based on multi-agent systems modelling,
the evolution of agents’ states can achieve convergence to
the desirable states by applying the additional controllers [5].
Among the states’ evolution behaviors, the synchronization
behavior is the most interesting one that attracts scholars’
attentions in last few decades [6]–[9]. Synchronization is a
collective behavior that coordinates the agents to behave in
unison at the same time [10]. Such behavior is very common
in many engineering networks. Examples include the power
grids, animal migration and the neural networks [11]–[13].
However, only when the synchronization states are stable,
it can be observed in the physical environment. Hence, one
of the most important topics is to find the conditions that
can guarantee the system maintaining the synchronized states
under small perturbations.

In the most of existing literature, synchronization problem
is discussed mainly based on the multi-agent systems with
coupled linear oscillators [14]–[16]. Though some of them ex-
tend the discussion to nonlinear systems, the theoretical results
are proposed under the Lipschitz conditions [17]–[19]. In this
way, the error dynamical systems can be easily formulated
and stabilised by control designed using the Lyapunov theory.
Nevertheless, the Lipschitz conditions may not be valid in
some nonlinear oscillators. To exclude the constraints of this
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assumption, master-stability function is a possible approach
to analyze the synchronization problem [20]. Master-stability
function mainly focuses on analyzing the evolution of a small
perturbation around the synchronized states. The rate of the
perturbation growth is measured by the largest Lyapunov
exponent when time approaches to infinity. However, some
multi-agent systems with coupled nonlinear oscillators like
Van der Pol oscillator have periodical synchronization states
[21]. Then, a question raises that if there is an approach
to analyze the synchronization under such systems by the
aid of their periodic properties without using the Lipschitz
conditions. It could reduce the complexity of using master-
stability function.

In this paper, a theoretical analysis is conducted based on
the multi-agent systems that have Van der Pol oscillator as the
agents. Inspired by [20], [22], the coupled multi-agent system
is transformed to the error dynamical system by introducing
the small perturbation. Then, the error dynamical system can
be analyzed by decoupling it based on the Laplacian matrix
of network structure. The state transition matrix of decoupled
error dynamical system is used to calculate how the norm
changes over a single period to indicate the small perturbation
can damp out under certain conditions. Furthermore, the
existing results are expended to solve the synchronization
problem based on both undirected communication topologies
and directed communication topologies. In particular, for the
directed graph, the corresponding error dynamical system
is decoupled based on the real and imaginary part of the
eigenvalues of the Laplacian matrix. The simulation examples
are provided for two different communication typologies in
the following sections.

The rest of this paper is organised as follows. In Section
2, some fundamental preliminaries and problem formulation
are indicated. The main theorem and remarks are provided in
Section 3. In Section 4, simulation results are developed on
Van der Pol oscillator based multi-agent system to verify the
theorem. Finally, the conclusion is provided in Section 5.

Notation: Throughout this paper, Kronecker production is
denoted by the symbol ⊗. The ∥·∥ denotes the Euclidean norm.
The maxλ[P ] denotes the largest eigenvalue of a real matrix
P . The Reλi[P ] means the real part of ith eigenvalue of matrix
P . M (·) is the Lebesgue measure.

II. PRELIMINARIES

In this section, basic preliminaries on graph theory are
introduced. The synchronisation problem is formulated under
nonlinear multi-agent system.
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A. Graph Theory

For a complex network system with N nodes, its
communication effect can be regarded as a topology
graph G = (V, E ,A). The nodes set is denoted by V =
{v1, v2, ..., vN} and the set of edges E ⊆ V×V . The adjacency
matrix A = [aij ] ∈ RN×N . The edge of graph is denoted by
eij to describe the link of (vj , vi). For the digraph, if there
exists an edge from vj to vi, then eij ∈ E and aij = 1,
otherwise aij = 0. For the undirected graph, if there exists
an edge between vj and vi, then eij ∈ E and aij = aji = 1,
otherwise aij = aji = 0. Besides, the degree matrix of graph
is denoted by D = diag (d1, d2, ..., dN ), and the diagonal
elements di =

∑N
j=1,i̸=j aij . Thus, the Laplacian matrix can

be obtained by L = D −A, where L = [lij ] ∈ RN×N .
We call a graph includes a spanning tree if it has a node v0

which for any vj ∈ V − {v0}, there exists an edge sequence
e0,i1 , ei1,i2 , ..., eik,j ∈ E which connects these two nodes. The
Laplacian matrix of this kind of graphs has a simple eigenvalue
0.

B. Problem Formulation

The paper considers a coupled multi-agent system with N
nodes, which can be described as

ẋi = f(xi)− c

N∑
j=1,j ̸=i

lijΛ (xj − xi) , i = 1, 2, ..., N, (1)

where the ith node state xi ∈ Rn is an n-dimensional vector,
the constant c > 0 is the coupling strength and Λ(·) is the inner
coupling function. Furthermore, f(xi) = (f1(xi), f

2(xi))
T is

a the Van der Pol oscillator [23] which can be described as{
f1(xi) = xi2

f2(xi) = −xi1 + d(1− x2i1)xi2.
(2)

where d is the constant set to be 3. The Van der Pol oscillator
has a limit cycle with period T , which is shown in the Fig. 1
by blue line, where the vector field of it is described by the
red arrow.

Assumption 1. The communication topology contains a span-
ning tree and its Laplacian matrix L is diagonalizable in the
complex field.

Assumption 1 indicates there exists an N -order complex
matrix U such that U−1LU = diag{λ1, ..., λp, λp+1, ..., λN}
where λ1, ...λp ∈ R and λp+1, ..., λN ∈ C\R.

We denote complex eigenvalues as

λ2k−1 = ak + bki, λ2k = ak − bki, k = p, p+ 1, ..., p+ q,

where ak, bk ∈ R, q ≜ N−p
2 and i ≜

√
−1. Then by Linear

algebra [24], there exists an N -order real matrix H such that

H−1LH = diag{λ1, ...λp, Rp+1, ..., Rp+q} (3)

where Rk ≜

(
ak bk
−bk ak

)
, k = p+ 1, p+ 2, ..., p+ q.

In particular, if G is an undirected graph, its Laplacian
matrix can be diagnolized and we have p = N and q = 0.

Fig. 1. Limit cycle of Van der Pol oscillator.

Based on the property of Laplacian matrix, (1) can be
transformed as:

ẋi = f(xi)− c
N∑
j=1

lijΛ (xj) , i = 1, 2, ..., N. (4)

To find conditions that maintain synchronization of multi-agent
systems under small perturbations, denote s(t) ∈ Rn as the
synchronized motion where the synchronization is achieved if

xi − s = 0, i = 1, 2, ..., N. (5)

Since the row sum of Laplacian matrix equals to zero, the
coupling term of right side in (4) vanishes and the system
remain synchronized [25].

The system synchronization is sensitive to small distur-
bances as they may deteriorate the synchronization. To find
if the system is stable, we introduce a perturbation into the
synchronized motion. If the small perturbation shrinks to
zero under certain conditions, the system can maintain the
synchronized state and be stable. The small perturbation of
ith node is denoted by δi and in this way xi = s + δi. By
substituting it into (4), one can obtain that

d (s+ δi)

dt
= f(s+ δi)− c

N∑
j=1

lijΛ (s+ δj) . (6)

At the synchronized motion, one has

ds

dt
= f(s) = f(s)− c

N∑
j=1

lijΛ (s) . (7)

Subtracting (7) from (6), the dynamics of the perturbation
can be derived as

dδi
dt

= f(s+ δi)− f(s)− c
N∑
j=1

lij (Λ (s+ δj)− Λ (s)) . (8)



Since the perturbation δi is small, f(s+ δi) and Λ(s+ δj)
can be expanded to first order by Taylor’s theorem:

f(s+ δi) ≈ f(s) +Df(s)δi,

Λ(s+ δj) ≈ Λ(s) +DΛ(s)δj
(9)

where Df and DΛ are the Jacobian matrices based on the
synchronized state. Thus, the dynamics of perturbation is
obtained as

dδi
dt

= Df(s)δi − c
N∑
j=1

lijDΛ (s) δj . (10)

Consider all nodes by Kronecker product, one has

dδ

dt
= [IN ⊗Df(s)− cL⊗DΛ(s)] δ, (11)

where symbol ⊗ represents Kronecker product, δ =(
δT1 , δ

T
2 , ..., δ

T
N

)T
and IN ∈ RN×N is the identity matrix.

Define a real matrix H as in (3) and ξ = H−1δ =(
ξT1 , ξ

T
2 , ..., ξ

T
p+q

)T
where ξ1, ..., ξp ∈ Rn and ξp+1, ..., ξp+q ∈

R2n. This transformation does not affect the first term IN ⊗
Df(s) of (11) and it can be derived as

dξk
dt

=

{
[Df(s)− cλkDΛ(s)] ξk, k = 1, ..., p;

[I2 ⊗Df(s)− cRk ⊗DΛ(s)] ξk, k = p+ 1, ..., q,
(12)

where λk and Rk is mentioned in (3). According to graph
theory, suppose λ1 = 0 and Reλi > 0, k = 2, ..., N . The
eigenvector ξ1 is the synchronization manifold, which is a
subset of the feature subspace of λ1. Then, the synchronization
is achieved if ξi, i = 2, ..., p+ q converge to 0.

Denote Ak(s(t)) as

Ak(s(t)) =


Df(s(t))− cλkDΛ(s(t)), k = 1, ..., p;

I2 ⊗Df(s(t))− cRk ⊗DΛ(s(t)),

k = p+ 1, ..., p+ q.

(13)

In this way, the synchronization problem converts to the
discussion about the stability of (12). Since the track of s(t)
remains in a limit cycle with period T , one can verify that
Ak(s(t+ T )) = Ak(s(t)).

III. MAIN RESULTS

In this section, we provide the theoretical analysis to study
the synchronization problem by proposing a stability condi-
tion.

Theorem 1. For the multi-agent systems with Van der Pol
oscillator as the agents (4), whose communication topology
follows Assumption 1, if there exists a positive constant µ < 1
such that maxσEk

which means the spectral radius of Ek has

maxσEk
=
√
maxλ[ET

k Ek] ≤ µ, (14)

where Ek is a transition matrix displayed as

Ek = exp

(∫ t+T

t

Ak(s(t))dt

)
, (15)

then the synchronization state is stable when the initial states
of agents are closed to a point on the limit cycle.

Proof: According to (13), the synchronization of multi-
agent system described in (4) is equivalent to the stability
of (12). Also, the dynamics of small perturbation can be
simplified as

ξ̇k(t) = Ak(s(t))ξk(t). (16)

Base on (15), the perturbation in a single period T satisfies

ξk(t+ T ) = Eξk(t), (17)

and
ξk(t+ T )

T
ξk(t+ T ) = ξk(t)

T
ETEξk(t). (18)

According to the condition (14), the norm of perturbation
shrinks after a period, which can be shown as

∥ξk(t+ T )∥ ≤ maxσE ∥ξk(t)∥ . (19)

Since maxσE ≤ µ and µ < 1, it can be obtained that

∥ξk(t+ T )∥ ≤ µ ∥ξk(t)∥ . (20)

In the cycle system, at the initial period, one has

∥ξk(T )∥ ≤ µ ∥ξk(0)∥ . (21)

For K periods, (18) can be derived as

∥ξk(KT )∥ ≤ µK ∥ξk(0)∥ . (22)

Thus, it shows that ∥ξk(KT )∥2 converges to zero exponen-
tially when K tends to infinity. Obviously, ∥ξk(t)∥2 converges
to zero exponentially as well, which means the synchronization
state is asymptotically stable. The proof is completed.

Remark 1. As Ak(s(t)) is time varying, E in (15) cannot be
calculated directly. The numerical calculation can be realized
using the following equation:

Ek = lim
M→∞

M−1∏
w=0

exp

{
1

M
Ak

(
t+

wT

M

)}
. (23)

Alternatively, it can be calculated by introducing an auxiliary
system, such that

Ȯ(t) = Ak(s(t))O(t), (24)

where the initial state O(0) is the identity matrix and one has
Ek = O(T ).

IV. SIMULATION EXAMPLES

In this section, the numerical simulation is provided to
validate the effectiveness of theoretical analysis for a multi-
agent system with Van der Pol oscillator as the agents.

By equation (2), the Jacobian matrix Df(s) is obtained as

Df(s) =

(
0 1

−1− 2ds1s2 d(1− s21)

)
. (25)

A system with four agents is (N = 4) used for this simu-
lation, where the communication topologies for the cases of
undirected and directed graphs are validated separately in the
following subsections. In addition, the inner coupling function
for both cases is chosen as Λ(xj) = I2xj .



A. Undirected communication topologies

This subsection validates the effectiveness of the theoretical
results under undirected communication topology shown in
Fig. 2.

Fig. 2. Undirected Communication Topologies.

By numerical calculations, the nonzero eigenvalues λk of
the correlated Laplacian matrix are obtained as λ2 = 2, λ3 =
2, λ4 = 4. Based on Theorem 1, the spectral radius maxσEk

is determined by λk and the coupling gain c. Thus, Fig. 3 is
generated to show the relationship between maxσEk

and c
with three different nonzero eigenvalues λk. It implies that if
the coupling gain c > 0.532, the spectral radius maxσEk

is
smaller than 1 with arbitrary λk.

Fig. 3. Spectral radius maxσEk
of undirected communication topologies.

In this case, coupling gain is set to be c = 1.5. Under
the above parameter settings, the conditions of Theorem 1 are
satisfied.

The initial states of the agents are chosen randomly around
the synchronization limit cycle as

x1(0) =(−0.12, 0.63)
T
; x2(0) = (−0.35, 0.56)

T

x3(0) =(−0.21, 0.76)
T
; x4(0) = (−0.81, 0.23)

T
.

The trajectories of four agents are shown in Fig. 4, which
shows that the states of agents can achieve synchronization
from different initial values. Furthermore, this result can be
observed in Fig. 5 as well, where it indicates the error states
of four agents converge to zero.

Fig. 4. States trajectories of four agents in Section A.

Fig. 5. Two-dimensional error states in Section A.

The results of Fig. 4 and Fig. 5 show that when the condi-
tions of Theorem 1 are satisfied, the system with undirected
topologies can be synchronized.

B. Directed Communication Topologies

This subsection provides the validation results under di-
rected communication topology shown in Fig. 6.

Fig. 6. Directed Communication Topologies.



Through numerical calculation, the nonzero eigenvalues λk
of Laplacian matrix that corresponds to this topology are λ2 =
2, λ3,4 = 1.5±0.86i. Similar as Section A, the spectral radius
maxσEk

is varied with c for each λk, which is shown in
Fig. 7. It can be observed when coupling gain c > 0.712,
the spectral radius maxσEk

is smaller than 1 with arbitrary
nonzero eigenvalues λk.

Fig. 7. Spectral radius maxσEk
of directed communication topologies.

In this case, c = 1.5 is chosen for simulation. With these
parameter settings, the conditions of Theorem 1 are satisfied.

The initial states of the agents in this case are randomly
given close to the limit cycle as

x1(0) =(0.54, 0.28)
T
; x2(0) = (0.42, 0.84)

T

x3(0) =(0, 0.12)
T
; x4(0) = (0.67, 0.83)

T
.

The states trajectories of the agents are provided in Fig. 8.
It can be found that all the agents can achieve synchronization
from different initial states. This result can also be verified by
Fig. 9, which shows the error states among four agents. The
error states of two dimensions xi1 and xi2 converge to zero
after a certain time.

The simulation results show that the example system can
be synchronized with directed topologies if conditions in
Theorem 1 holds.

Remark 2. Since the Van der Pol system has a unique stable
limit cycle denoted by Γ, agents can asymptotically converge to
the Γ with arbitrary initial state except the origin. Thus, given
a bounded open set U ⊃ Γ and initial state x0, ∃t∗(x0) > 0
such that the trajectory falls into U after t∗(x0). Based on
the system continuity, we can find a Lipschitz coefficient for
multi-agent systems within U . According to the theorem in
[26], for the communication topology has a spanning tree,
agents can achieve synchronization if the coupling strength is
large enough.

Fig. 8. States trajectories of four agents in Section B.

Fig. 9. Two-dimensional error states in Section B.

V. CONCLUSION

In this paper, synchronization problem of multi-agent sys-
tems with Van der Pol oscillator as the agents has been
studied. Comparing to the existing literature, this paper draws
a more concise conclusion as the systems has periodical syn-
chronization states. In particular, the assumption of Lipschitz
condition is excluded, where the synchronization problem is
transformed to the local stability problem of error dynamical
system by decoupling it through the directions of eigenvectors.
Then, the transition matrix of the system is used to find
the synchronization conditions. The simulation is provided to
validate effectiveness of the results on both the undirected and
directed communication topologies.
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[17] W. Yu, G. Chen, and J. Lü, “On pinning synchronization of complex
dynamical networks,” Automatica, vol. 45, no. 2, pp. 429–435, 2009.

[18] W. Yu, G. Chen, and M. Cao, “Some necessary and sufficient con-
ditions for second-order consensus in multi-agent dynamical systems,”
Automatica, vol. 46, no. 6, pp. 1089–1095, 2010.

[19] Q. Song, J. Cao, and W. Yu, “Second-order leader-following consensus
of nonlinear multi-agent systems via pinning control,” Systems & Control
Letters, vol. 59, no. 9, pp. 553–562, 2010.

[20] L. M. Pecora and T. L. Carroll, “Master stability functions for synchro-
nized coupled systems,” Physical review letters, vol. 80, no. 10, p. 2109,
1998.

[21] C. Andersen and J. F. Geer, “Power series expansions for the frequency
and period of the limit cycle of the van der pol equation,” SIAM Journal
on Applied Mathematics, vol. 42, no. 3, pp. 678–693, 1982.

[22] M. Barahona and L. M. Pecora, “Synchronization in small-world sys-
tems,” Physical review letters, vol. 89, no. 5, p. 054101, 2002.

[23] R. Mettin, U. Parlitz, and W. Lauterborn, “Bifurcation structure of the
driven van der pol oscillator,” International Journal of Bifurcation and
Chaos, vol. 3, no. 06, pp. 1529–1555, 1993.

[24] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge university
press, 2012.

[25] V. N. Belykh, I. V. Belykh, and M. Hasler, “Connection graph stability
method for synchronized coupled chaotic systems,” Physica D: nonlin-
ear phenomena, vol. 195, no. 1-2, pp. 159–187, 2004.

[26] Y.-Y. Liu, J.-J. Slotine, and A.-L. Barabási, “Controllability of complex
networks,” Nature, vol. 473, no. 7346, pp. 167–173, 2011.



Composite Learning Control for Hypersonic Flight
Vehicle Using Historical Stack

Guan Wang
School of Astronautics

Harbin Institute of Technology
Harbin, China

guanwang@hit.edu.cn

Hongwei Xia*
School of Astronautics

Harbin Institute of Technology
Harbin, China
hxia@hit.edu.cn

Abstract—This paper proposes a composite learning control
strategy to solve the control problem of hypersonic flight vehicle
with model uncertainty. The strategy includes two stages, offline
learning and online control. First, an adaptive neural controller
is designed in the offline learning stage to learn and obtain
the weight knowledge of the unknown system dynamics. Then,
using the acquired empirical knowledge and the obtained histor-
ical stack, an online composite learning controller is designed.
Lyapunov stability analysis proves the stability of the designed
controller. The proposed control strategy is based on the ideas
of deterministic learning and adaptive dynamic programming,
and reduces the online frequent update of neural network
weights, which makes it easy to implement with good tracking
performance. Finally, a comparative simulation is given to verify
the effectiveness of the proposed control scheme.

Index Terms—hypersonic flight vehicle, composite control, de-
terministic learning, adaptive dynamic programming

I. INTRODUCTION

Hypersonic flight vehicle (HFV) provides a cost-effective
access to the near space, the research on related technologies
has important strategic significance nowadays. However, HFV
suffers from stronger couplings and bigger uncertainties in
comparison with traditional aviation aircrafts, which bring
unprecedented difficulties and challenges to flight control
design.

Over the past decades, some achievements have been made
in the research of HFV control, such as traditional sliding
mode control [1], fault-tolerant control [2]. To solve the control
problem of HFV with unknown dynamics and cannot be
accurately modeled, researchers have proposed some novel
control methods using adaptive control and neural network
(NN) control technology. For example, an adaptive backstep-
ping controller is proposed in [3] to deal with the problem of
parameter uncertainty and non-minimum phase characteristics.
However, the adaptive controller inevitably introduces a large
number of parameter update laws, which greatly increases
the structural complexity of the control law. At the same
time, NN technology is also a common method to deal with
the HFV model uncertainty problem [4], [5]. It is worth
noting that the existing NN control methods strongly depend

This work was supported in part by the National Natural Science Foundation
of China (grant number: 61304108) and the National Key R&D Program of
China(grant number: 2020YFC2200600).

on the NN update laws, which ignores the complexity and
computational burden of the control law. Even when deal-
ing with the same or similar control tasks, NN technology
still need to be adjusted repeatedly, which is unfriendly for
the practical application. Compared with traditional control
methods, deterministic learning (DL) enables the learning of
unknown dynamics from the NN control process of dynamical
systems [6], [7]. Considering the existing computing power,
introducing DL technology into the HFV control design has
great potential in reducing the computational burden of online
control.

It should be pointed out that the above control strategies
mainly focus on robustness, transient performance, and reli-
ability of controllers. But few attentions are taken into the
optimization of control systems, which may play an important
role in the improvement of the HFV applications. Through
the solution of Hamilton–Jacobi–Bellman (HJB) equation in
optimal control theory, adaptive dynamic programming (ADP)
technology has been widely used to deal with this issue
as an advanced numerical approximation method [8]. For
instance, by introducing a modified cost function, an ADP
based-optimal tracking control method was proposed in [9].
Nevertheless, the cost function further complicates the analytic
process of optimal control, and this control scheme is also not
suitable for online application. Although the research on ADP
has made some progress in the existing research, it still needs
to be investigated in the field of HFV control. Especially, one
concern on how the learning system is working during the
control process should be further considered.

Based on the aforesaid analysis, this paper proposes a
composite learning control strategy for HFV with model un-
certainty. The control strategy is divided into two steps: offline
learning training phase and online learning control phase. In
the first step, an adaptive neural controller by using radial
basis function neural network (RBFNN) is presented to learn
the weight knowledge of the unknown dynamics. In the second
step, for the HFV online control phase, an online composite
learning controller is constructed using the stored knowledge
and historical stack. Subsequently, the Lyapunov theory proves
the stability of the proposed controller. By combining DL
and ADP technology in the composite learning design, the
proposed control strategy not only handles the effects of model
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uncertainty, but also obtains a prescribed level of performance
index.

II. MODEL TRANSFORMATION AND PRELIMINARIES

A. Longitudinal Model of HFV

HFVs fly at a speed of more than Mach 5, whose state
variables consider velocity V , altitude h, flight path angle
(FPA) γ, angle of attack α (AoA), and pitch rate (PR) Q.
The fuel equivalence ratio (FER) Φ and elevator deflection
angle (EDA) δe are the inputs of the HFV dynamics. Hence,
consider the following longitudinal dynamics of HFV [10].

V̇ = 1
m (T cosα−D)− g sin γ

ḣ = V sin γ
γ̇ = 1

mV (T sinα+ L)− g cos γ
V

α̇ = Q− γ̇
Q̇ =

Myy

Iyy

(1)

where m, g, and Iyy denote the vehicle mass, the gravitational
acceleration and the moment of inertia. Besides, thrust T ,
aerodynamic force and moment L, D, Myy are approximately
formulated in polynomial forms as

T = qS
(
C3
Tα

3 + C2
Tα

2 + C1
Tα+ C0

T

)
+ q̄S

(
C3
T,Φα

3 + C2
T,Φα

2 + C1
T,Φα+ C0

T,Φ

)
Φ

L = q̄S
(
C1
Lα+ C0

L

)
D = q̄S

(
C2
Dα

2 + C1
Dα +C0

D

)
Myy = zTT + q̄Sc̄

(
C2
Mα

2 + C1
Mα+ C0

M + CδeM δe
)

where q̄, S, zT , and c̄ denote the dynamic pressure, reference
area, thrust-to-moment coupling coefficient, and reference
length, respectively. The remaining variables represent aero-
dynamic parameters, and the specific model parameters can
be referred to in [3], [10].

B. Dynamic Model Transformation
Define the altitude reference hd and tracking error eh =

h− hd. The FPA reference is designed as

γd = arcsin

(
−kheh − ki

∫
ehdt+ ḣr

V

)
(2)

where kh > 0 and ki > 0 are the design parameters.
Define x1 = γ, pitch angle x2 = θ = γ + α and

x3 = Q, considering T sinα ≤ L and external time-varying
disturbances d1(t) and d3(t), the attitude subsystem can be
written as  ẋ1 = f1 + g1x2 + d1

ẋ2 = x3 + d2

ẋ3 = f3 + g3u+ d3

(3)

where f1 = 1
mV

q̄S
(
C1
Lα+ C0

L

)
− g cos γ

V
, f3 = 1

Iyy
zTT +

1
Iyy

q̄Sc̄
(
C2
Mα

2 + C1
Mα+ C0

M

)
, g1 = 1

mV
q̄SC1

L, g3 = 1
Iyy

q̄SCδeM .
Considering external environmental disturbances, uncertain-

ties and limitations of the flight environment, the nonlinear
parts f1 and f3 in (3) are difficult to be modeled accurately.
Gaussian RBFNN can be used for approximation, usually
expressed as

fi = ω∗Ti θi (x) + εi (4)

where x ∈ Ω ⊂ R is the input vector, ω∗i ∈ Rl is the optimal
weight vector, l > 1 is the number of network nodes, θi (x) =
[ϑ1 (x) , ϑ2 (x) , . . . , ϑl (x)]

T is the smooth vector, and εi is
the approximation error of any small size. Gaussian function
is generally selected as ϑi (x) = exp

[
−(x− ηi)T (x− ηi)

/
ψ2
i

]
with i = 1, . . . , l, and ηi = [ηi1, ηi2, . . . , ηiD]

T are the center
of attraction domain, and ψi is the standard deviation.

Assumption 1: The unknown external time-varying distur-
bance di (t), i = 1, 2, 3, is bounded and satisfies |di (t)| ≤ d̄i,
where d̄i ≥ 0 is an unknown constant.

Assumption 2: The symbol of gi is known and satisfies g
i
≤

gi ≤ ḡi, i = 1, 3, where g
i

and ḡi are positive constants.

C. Control Goal

For the velocity subsystem, the PID controller is used. For
the altitude subsystem, the control goal is to steer the HFV
to track the desired altitude reference hd with strong robust-
ness to disturbances and model uncertainties. Meanwhile, the
designed controller has less computational complexity and a
certain degree of learning ability.

III. CONTROLLER DESIGN

In this section, the neural adaptive controller is first designed
to realize the close tracking of the FPA reference γd. Then,
the deterministic learning mechanism is used for offline neural
network training to learn the neural network weight knowledge
of the unknown dynamics. Finally, a finite-time composite
learning controller is constructed as Fig. 1.

A. Offline Learning and Weight Knowledge Acquisition

In the offline learning training phase, an RBFNN-based
adaptive neural controller is designed to learn the weight
knowledge.

Step 1: Define the FPA tracking error as e1 = x1 − γd,
and use RBFNNs to approximate the nonlinear part f1, the
derivative of e1 can be expressed as

ė1 = ω∗T1 θ1 + ε1 + g1x2 + d1 − γ̇d (5)

where f1 = ω∗T1 θ1 + ε1, θ1 is the basis function of RBFNNs,
ε1 is the approximation error.

Fig. 1. Composite learning control strategy for HFV.



Define the pitch angle tracking error e2 = x2 − x2d, the
estimation error of NN weights ω̃1 = ω∗1 − ω̂1, and the
Lyapunov function is chosen as W1 = 1

2e
2
1 + 1

2λ1
ω̃T1 ω̃1 with

λ1 > 0, whose derivative is

Ẇ1 = e1

(
ω̂T1 θ1 + ω̃T1 θ1 + ε1 + g1x2 + d1 − γ̇d

)
− 1

λ1
ω̃T1 ˙̂ω1 (6)

Choose the virtual control x2c with the update law as{
x2c = g−1

1

[
−k1e1 − ω̂T1 θ1 + γ̇d − l1sgn (e1)

]
˙̂ω1 = λ1 (θ1z1 − µ1ω̂1)

(7)

where k1, l1, λ1 and µ1 are positive design parameters.
To reduce the computational complexity, the first-order filter
τ1ẋ2d + x2d = x2c with parameter τ1 > 0 is introduced
to obtain the filtering variable x2d and its derivative ẋ2d,
the error satisfies |x2d − x2c| ≤ η1, η1 > 0 is a small
unknown constant. According to Assumptions 1, 2 and Eq.
(4), there exists |d1 + ε1 + g1 (x2d − x2c)| ≤ D1, where D1

is an unknown upper bound.
Step 2: The derivative of the pitch angle tracking error e2

can be expressed as

ė2 = ẋ2 − ẋ2d + d2 = x3 − ẋ2d + d2 (8)

Define the PR tracking error e3 = x3 − x3d and the
Lyapunov function W2 = 1

2e
2
2, whose derivative is

Ẇ2 = e2 (x3 − ẋ2d) (9)

Choose the virtual control law x3c as

x3c = −k2e2 − g1e1 + ẋ2d − l2sgn (e2) (10)

where k2 and l2 are positive design parameters. Similiarly, a
first-order filter τ2ẋ3d + x3d = x3c with τ2 > 0 is introduced
to obtain the filtering variable x3d and its derivative ẋ3d, the
error satisfies |ẋ3d − ẋ3c| ≤ η2, η2 > 0 is a small unknown
constant. There exists |d2 + x3d − x3c| ≤ D2, where D2 is an
unknown upper bound.

Step 3: Use NNs to approximate the nonlinear part f3, the
derivative of e3 can be expressed as

ė3 = ω∗T3 θ3 + ε3 + g3u+ d3 − ẋ3d (11)

where f3 = ω∗T3 θ3 + ε3, θ3 is the basis function of RBFNNs,
ε3 is the approximation error.

Define the estimation error of NN weights e3 = x3 − x3d,
the estimation error of NN weights ω̃3 = ω∗3 − ω̂3, and the
Lyapunov function is chosen as W3 = 1

2e
2
3 + 1

2λ3
ω̃T3 ω̃3 with

λ3 > 0, whose derivative is

Ẇ3 = e3

(
ω̂T3 θ3 + ω̃T3 θ3 + ε3 + g3u+ d3 − ẋ3d

)
− 1

λ3
ω̃T3 ˙̂ω3

(12)

Design the control law u with the following update law as{
u = g−1

3

[
−k3e3 − e2 − ω̂T3 θ3 + ẋ3d − l3sgn (e3)

]
˙̂ω3 = λ3 (θ3z3 − µ3ω̂3)

(13)
where k3, l3, λ3 and µ3 are positive design parameters. There
exists |d3 + ε3| ≤ D3, where D3 is an unknown upper bound.

So far, the design of the neural adaptive controller is
completed. Choose the Lyapunov function WA =

∑3
i=1Wi.

Corresponding controllers and update laws in Eqs. (7), (10)
and (13), the derivative of WA is derived as follows.

ẆA ≤−
3∑
i=1

kie
2
i −

∑
j=1,3

µj
2
‖ω̃i‖2

+
∑
j=1,3

µj
2
‖ω∗i ‖

2
+

3∑
i=1

|ei| (Di − li) (14)

According to Eq. (14), by choosing the sufficiently large
parameters li > Di, we can get ẆA ≤ −aAWA + bA, where
aA = min {2ki, µjλj}, bA =

∑
j=1,3

µj

2 ‖ω
∗
i ‖

2. Therefore,
the designed controller makes the closedloop system satisfy
the ultimate uniformly bounded stability condition.

To realize the knowledge acquisition and storage of offline
learning control, two necessary lemmas are given:

Lemma 1: [6] If the input signal x(t) of the RBFNN
is regressive, then the regression vector θ (x(t)) formed by
approximating x(t) is continuously excited.

Lemma 2: [6], [7] Considering the closed-loop system (3),
the tracking reference (2), the neural controller (13) with
corresponding virtual control laws (7),(10). For any given
tracking reference signal γd, bounded initial conditions and
ω̂i (0) = 0, it can be known that ω̂i can exponentially converge
to a small field of ideal value ω∗i , and the unknown dynamic
fi can be locally approximated by constant neural network
ω̄Ti θi, which is expressed as

fi = ω̄Ti θi + εi (15)

where εi is any small approximation error, and the constant
neural network weights are

ω̄i = mean
t∈[ta,tb]

ω̂i (t) =
1

tb − ta

∫ tb

ta

ω̂i (s)ds (16)

where tb > ta > T , [ta, tb] is the time period after the system
is stable.

As an important part of the stored knowledge, ω̄Ti θi is
employed to design an experience-based online controller,
which can be obtained and stored by (16). Meanwhile, the
regression sub-vector θ (x (t)) should satisfy part of the con-
tinuous excitation condition [6], [7].

B. Construction of Online Learning Controller Using Stored
Knowledge and Historical Stack

For the online control phase of HFV, the knowledge ob-
tained from offline learning and training replaces the online
frequent update of neural network weights. To improve the
control performance, the input u = ua + u∗ is designed
to improve the optimal characteristics, where ua represents
the feedback stable input and u∗ represents the transient
optimal input. Similarly, we define x2d = xa2d + x∗2d and
x3d = xa3d + x∗3d, where xa2d and xa3d represent the stable
virtual inputs, x∗2d and x∗3d represent the optimal virtual inputs.



1) Stable Controller Design Using Stored Knowledge:
Subsequently, stable control laws together with update laws
are designed as

xa2c = g−1
1

[
−k1e1 − ω̄T1 θ1 + γ̇d − D̂1 tanh

(
e1D̂1

κ1

)]
xa3c = −k2e2 − g1e1 + ẋ2d − D̂2 tanh

(
e2D̂2

κ2

)
ua = g−1

3

[
−k3e3 − e2 − ω̄T3 θ3 + ẋ3d − D̂3 tanh

(
e3D̂3

κ3

)]
˙̂
Di = σi

(
|ei| − τiD̂i

)
, i = 1, 2, 3

(17)
where ki, κi, σi are positive design parameters, and τi the
afore-mentioned first-order filter is employed to obtain ẋa2d

and ẋa3d. ω̄1 and ω̄3 are constant neural network weight vectors
obtained by offline training, which are selected by Eq. (16).

Consider the Lyapunov function candidate

L1 =
1

2

3∑
i=1

e2
i +

1

2

3∑
i=1

σ−1
i D̃2

i (18)

Then differentiating with respect to time and invoking Eqs.
(6) and (17), we have

L̇1 ≤−
3∑
i=1

kie
2
i +

3∑
i=1

0.2785κi +

3∑
i=1

τiD̃iD̂i

+ e1g1x
∗
2d + e2x

∗
3d + e3g3u

∗ (19)

where the equality −eiD̂i tanh
(
eiD̂i

κi

)
− D̃i |ei| ≤ Di |ei| +

0.2785κi is employed.
Remark 1: From Eq. (19), a fact can be easily realized that,

to guarantee the stability of subsystem, it is necessary to design
the optimal controllers x∗2d, x∗3d and u∗ which stabilize the last
terms in the right-hand side of Eq. (19).

2) Optimal Controller Design Using Historical Stack: We
consider the following systems:

ėi = giu
∗
i , i = 1, 2, 3 (20)

where g2 = 1, u∗1 = x∗2d, u∗2 = x∗3d and u∗3 = u∗.
The objective of this part is to design optimal admissible

controllers u∗i , i = 1, 2, 3, such that the tracking error signals
ei are stable while minimizing the following cost function.

Vi =

∫ ∞
0

(
Aie

2
i +Biu

∗2
i

)
dτ (21)

where Ai and Bi are positive design parameters.
Define a Hamiltonian function as

H(ei, ui,∇Vi) = Aie
2
i +Biu

2
i +∇V Ti giui (22)

where ∇Vi are the gradients of Vi with respect to ei, ui
denotes the corresponding approximate controller.

The optimal value function V ∗i satisfies the HJB equation

0 = min
ui∈uΩ

H(ei, ui,∇V ∗i )

=Aie
2
i +Biu

2
i +∇V ∗Ti giui (23)

where ∇V ∗i = ∂Vi

∂ei
denotes the optimal value of ∇V ∗i .

Considering the complexity of solving the HJB equation by
Eq. (23), the optimal cost function together with its gradient
can be approximated by NNs as{

V ∗i = ω∗TiV θiV + εiV
∇V ∗i = ∇θTiV ω∗iV +∇εiV

(24)

where ω∗iV is the optimal weight vector, θiV is the smooth
vector, and εiV is the approximation error of any small size.
To estimate the optimal cost function, we have V̂i = ω̂TiV θiV
and ∇V̂i = ∇θTiV ω̂iV , where V̂i and ω̂iV are the estimations
of Vi and ω∗iV , respectively.

According to the optimal theory, the optimal controller can
be derived as

u∗i = −1

2
B−1
i gTi

(
∇θTiV ω∗iV +∇εiV

)
(25)

The Hamiltonian function (22) can be approximated as

H(ei, ui, ω̂iV ) = Aie
2
i +Biu

2
i +∇V Ti giui = eiC (26)

where eiC is the residual error.
Choose Eic = 1

2e
2
iC as the objective function to be mini-

mized. Reference to the design process of [11], the optimal
controller is designed as

ui = −1

2
B−1
i gTi ∇θTiV ω̂iV (27)

The data storage stack is constructed as Mi (:, %i) =[
ei, θ

T
iV , ω̂

T
iV , D̂i, V̂i

]T
, where 1 ≤ %i ≤ %̄i denotes the current

column. When the number of stored data in the stack equals
the length %̄i, the latest stored point is defined as %∗i and the
response data are defined M∗i (:, %∗i ). The following filtering
mechanism is designed to substitute the data into each column
of the history stack Ni (:, %i) = θiV .

‖Mi (:, %i)−M∗i (:, %∗i )‖
2 ≥ ιi ‖Mi (:, %i)‖ (28)

where ιi is a small positive constant. Based on the above
design, the prediction error χi is constructed as

χi = −ω̂TiV
%̄i∑
%i=1

θiV,%its (29)

where θiV,%i denotes the %ith recorded data point Mi of θiV
with %i ∈ [1, . . . , %̄i], ts is the sampling interval,

The update law for the optimal controller (27) is designed
as

˙̂ωiV = −ciξi
(
Aie

2
i +Biu

2
i + ξTi ω̂iV + kχi$iχ

T
i

)
(30)

where ξi and kχi are positive design parameters, ξi =
∇θiV giui, $i =

∑%̄i
%i=1 θiV,%its. Define ω̃iV = ω∗iV −ω̂iV and

corresponding Eq. (23), the dynamics of ω̃iV can be written
as ˙̃ωiV = − ˙̂ωiV = −ciξi

(
ξTi ω̃iV + kχi$iχ

T
i +∇εiV giui

)
.

Based on the results of xa2d, xa3d, ua in (17) and x∗2d, x∗3d, u∗

in (27), the optimal controllers x2d, x3d and u can be obtained.
Remark 2: Compared with [4], [5], the online learning con-

trol law based on experience proposed in this paper requires
less online computation and can improve the computation



speed of control instructions. In addition, the historical stack
obtained online improves the optimal characteristics and track-
ing performances.

IV. STABILITY ANALYSIS

The aforementioned design and analysis procedures can be
summarised as following theorem:

Theorem 1: Consider the system (3) with Assumption 1–2
hold. The composite learning control using historical stack for
closed-loop is designed in form of x2d = xa2d + x∗2d, x3d =
xa3d +x∗3d, and u = ua+u∗, which contains the stable control
laws (17), optimal control input (27), and the updating laws
for NN weights are designed as (30), respectively. Then, the
signals in (31) are uniformly ultimately bounded (UUB) in
finite time.

Proof 1: Select the Lyapunov function as

LA = L1 + L2 + L3 (31)

where L1 = 1
2

3∑
i=1

e2
i + 1

2

3∑
i=1

σ−1
i D̃2

i , L2 =
3∑
i=1

e2
i +

3∑
i=1

ΓiVi,

L3 =
3∑
i=1

1
2ci
ω̃TiV ω̃iV .

Taking the derivative of L2 respect to system (20), one has

L̇2 =

3∑
i=1

2eiėi +

3∑
i=1

2ΓiVi

=

3∑
i=1

2eigiui −
3∑
i=1

2Γi
(
Aie

2
i +Biu

2
i

)
=

3∑
i=1

(2− 2ΓiAi) e
2
i +

3∑
i=1

(1− 2ΓiBi)u
2
i (32)

The derivative of L3 respect to t is obtained as

L̇A =L̇1 + L̇2 + L̇3

=−
3∑
i=1

kie
2
i +

3∑
i=1

0.2785κi +

3∑
i=1

τiD̃iD̂i +

3∑
i=1

3eigiu
∗
i

+

3∑
i=1

1

ci
ω̃TiV ˙̃ωiV +

3∑
i=1

2eiėi +

3∑
i=1

ΓiV̇i

=−
3∑
i=1

(
ki + ΓiAi +

3

2

)
e2
i −

3∑
i=1

ΓiBiu
2
i −

3∑
i=1

τi
2
D̃2
i

−
3∑
i=1

ϕi ‖ω̃iV ‖2 + ∆A (33)

where ϕi is a positive constant satisfying ϕi ≤ ‖ξi‖2−‖ξi‖4+

kχi$i ‖χi‖2, and ∆A = 3
2

3∑
i=1

(ḡiu
∗
i )

2
+

3∑
i=1

τi
2 D

2
i + ε̄iHJB .

Then, let ki + ΓiAi + 3
2 > 0, ΓiBi > 0, τi > 0

and ϕi > 0. Therefore, we can get L̇A ≤ 0 as long as
‖ei‖ ≥

√
∆A

ki+ΓiAi+
3
2

, ‖ui‖ ≥
√

∆A

ΓiBi
,
∥∥∥D̃i

∥∥∥ ≥ √
2∆A

τi
,

‖ω̃iV ‖ ≥
√

∆A

ϕi
.

Then, we can derive that the system is proved to be UUB,
and the ultimate convergence sets for each signal are small
enough with suitable parameters. This completes the proof.
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Fig. 2. FPA tracking and NN approximation performance.

Fig. 3. Convergence of NN weights.

V. SIMULATION STUDY

To verify the effectiveness of the proposed control scheme,
two simulations are given as follows.

A. Offline Training and Knowledge Storage

During the offline training process, the reference signal is
chosen as γd = −10 sin (t) + 5 cos (0.5t) . For the selection
of RBFNN parameter, 1396 neurons are used for construction.
The widths of the receptive fields are 0.5, 0.5 and 0.75. The
initial NN weights are set to 0. The estimation error Ei =
fi − ω̂Ti θi is selected as the training performance evaluation
standard.

Fig. 2 presents the training results, it can be seen that after a
transient process, FPA can track the reference signal well. Fig.
3 shows the convergence curve of NN weights. In this paper,
the time period t = [220, 250] s is selected corresponding
to (16), from where the unknown nonlinear dynamics can be
accurately approximated by the constant weights.

B. Comparison Simulation

This part compares the control effect of the neural adaptive
method in [4] to verify the effectiveness of the proposed
control strategy. In the comparative experiments, the same
experimental platform and initial conditions were used. Figs.
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Fig. 4. Velocity and altitude tracking performances.
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Fig. 5. Curves of system inputs.

4–7 give the comparison results. Among them, Fig. 4 shows
velocity and altitude tracking performances. Both controllers
can realize the tracking of the reference command, and the
proposed one has higher tracking accuracy. Figs. 5 and 6 show
the control input and attitude angle curves, respectively. Fig. 7
describes the tracking performance index

∫ t
0
|e|dτ . It can be

seen that with the help of DL and ADP approach, the proposed
scheme achieves a higher tracking performance.
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Fig. 6. Curves of attitude angles.
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Fig. 7. Curves of tracking performance index.

VI. CONCLUSION

Aiming at the flight control problem of HFV with model
uncertainty, a composite learning control strategy is proposed
in this paper. Using deterministic learning theory combined
with offline learning and training, the constant value knowl-
edge storage of unknown dynamics is realized. Then, an online
composite learning controller based on adaptive dynamic pro-
gramming is constructed using the obtained historical stack.
The stability of the closed-loop system is proved based on
the Lyapunov function. The simulation results verify that the
proposed learning scheme reduce the computational complex-
ity of the control algorithm, while ensuring good tracking
performance.
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Abstract—Nanopositioning is one of the key requirements 

for ultrahigh-precision motion applications. Piezoelectric 

actuators are very popular and widely used in nanopositioning 

systems due to their superior properties. These actuators are 

composed of smart materials that are distinguished by the 

nonlinear hysteresis phenomenon, which limits their positioning 

accuracy. For this reason, the need for a more accurate 

hysteresis model is very important to design any controller that 

can compensate for the hysteresis effect. This paper proposes a 

hysteresis identification approach based on stop operators and 

a kernel-based machine learning algorithm optimized by the 

Improved Particle Swarm Optimization (IPSO) technique. A 

discrete hysteresis memory is first used by a set of stop operators 

to solve the multivalued mapping problem, and then the Least 

Squares Support Vector Machine (LSSVM) algorithm is used to 

estimate the density function. The generalization ability of the 

LSSVM model is enhanced by improving the local as well as the 

global search ability of the PSO algorithm as the learning 

factors are changed in each iteration. The achieved results are 

compared with the output displacement obtained from the 

experiments. The average Root Mean Square Error (RMSE) of 

the proposed IPSO-LSSVM model through all the datasets is 

0.013 μm, as compared to RMSE of 0.026 μm with PSO-LSSVM 

model. The achieved results indicate that the IPSO-LSSVM 

model exhibits superior modeling accuracy over the PSO-

LSSVM model. 

Keywords—nanopositioning, hysteresis, piezoelectric 

actuator, LSSVM, PSO. 

I. INTRODUCTION 

Nanopositioning is a technology that can be used to 

develop ultra-resolution systems, such as microscopy [1] and 

nano-fabrication systems [2]. Most of these systems are based 

on piezoelectric actuators to achieve the desired performance. 
Although the piezoelectric actuators have a more accurate and 

rapid response compared to the traditional actuators, they 

exhibit nonlinear hysteresis behavior, which affects the 

accuracy of the nanopositioning systems. This nonlinear 

phenomenon can be observed in the input-output relationship 

of piezoelectric actuators as a loop in which the output lags the 

input [3]. These loops have complex properties, and it is a 

challenge to accurately describe the hysteresis. The classical 
algorithms, such as the Bouc–Wen model [4], Preisach model 
[5], and Duhem model [6] fail to characterize the complex 

hysteresis behavior. Considerable improvements in the 

accuracy of these models have been made [7, 8]; however, 

their inverse models are very complicated or not applicable in 

real-time control systems. The neural networks and deep 

learning algorithms have been applied to simplify the inverse 

models of hysteresis [9, 10]. Although they have outperformed 

the classical models with higher accuracies in the 

approximation of the output displacement of the piezoelectric 

actuators, they have the disadvantage of local optima which 

can result in poor generalization ability.  

Least-Squares Support-Vector Machines (LSSVMs) [11] 
have been employed to describe the hysteresis behavior to 

avoid overfitting issues (local optima). They have 

outperformed the Artificial Neural Network (ANN) based 

models because they are based on the principle of structural 
risk minimization (SRM), while ANNs are based on the 

principle of empirical risk minimization (ERM). Owing to the 
problem of the multivalued mapping of the hysteresis, some 

studies have proposed an LSSVM model based on a nonlinear 
autoregressive exogenous (NARX) model [12, 13]. In the 

NARX-LSSVM model, the input space is expanded into 

multidimensional space by using the previous inputs and 

outputs, thus the output is determined not only by the current 
input but also by the previous inputs and outputs. However, 
this method uses feedback, which accumulates errors over 
time [14]. 

Recently, in the previous work [15, 16] of the authors of 
this paper, we proposed stop hysteresis operators and an 

LSSVM algorithm for modeling a piezoelectric stack actuator. 
The stop operators were used to construct a discrete memory 

that can solve the mapping problems, and the LSSVM was 

used to estimate the density function. This approach has 

provided a complete memory for hysteresis and helped to 

overcome the error accumulation problem caused by the 

feedback of the NARX-LSSVM model. We have also used an 

intelligent optimization technique, Particle Swarm 

Optimization (PSO), to fine-tune the hyper-parameters of the 

LSSVM to further improve the accuracy of the model. Our 
model provides better performance results in comparison to 

the NARX-LSSVM models. These results can be improved by 

increasing the number of stop operators, but a very slight 
improvement in the accuracy was seen after a specified 

number of stop operators (n=55). In addition, the PSO 

algorithm cannot deal with high-dimension optimization 

problems, where the algorithm often falls into the local 
optimum. In this paper, we present an improved particle swarm 

optimization technique (IPSO) that can overcome the 
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limitations of the standard PSO and significantly improve the 

prediction accuracy. Time-varying learning factors and 

linearly decreasing inertia weights are used to improve the 

local search ability and the global search ability of the 

algorithm. The data used in the identification phase and the 

evaluation phase are obtained by using different excitation 

signals as inputs to a piezoelectric stack actuator on a 

nanopositioning platform. The IPSO algorithm is first used to 

tune the hyper-parameters of the LSSVM algorithm, and then 

the obtained hyper-parameter values are used to train the 

LSSVM hysteresis model. To evaluate the performance of the 

IPSO-LSSVM algorithm, its results are compared to those 

obtained by the PSO-LSSVM.  

The rest of this paper is organized as follows: Section II 
presents the experiment environment and data acquisition. 
Section III describes the method of modeling the hysteresis of 
the piezoelectric actuator. Section IV discusses the results of 
the identification of the IPSO-LSSVM hysteresis model. 
Section V concludes the study with future work. 

II. DATA GENERATION

The proper selection of hysteretic models depends on their 
modeling accuracy and capability to characterize the different 
types of hysteretic behavior. In this study, the considered 

actuator was excited by different input references with a 

sampling time of 0.002 s. Figure 1 shows the experimental 
environment used for data collection in this research work. It 
contains a piezoelectric stack actuator (P-752.21C) [17] which 
is used for nanopositioning. The actuator is integrated with a 

capacitive sensor to measure the output displacement. A 

voltage amplifier (E-505.00) [18] is also used to amplify the 

control signals and drive the piezoelectric actuator. A control 
board (dSPACE1104) and a device interface (dSPACE 

CLP1104) are used to send/receive the control signals to/from 
the amplifier. The control board is connected to a host 
computer containing software packages (MATLAB, 
Simulink, and ControlDesk) for the control design and 
visualization tasks.  

Fig. 1. Experimental environment used for data generation. 

Three data sets; S1, S2, and S3 are used for training, as 

shown in Figure 2. This figure shows the hysteresis loops of 
the considered piezoelectric actuator. This effect occurs 
because the output lags the input and this lag increases as the 

amplitude and frequency of the excitation signal increase. This 
effect is called rate-dependent hysteresis which is often 

difficult to characterize. In addition, three testing data sets (S4, 
S5 and S6) are used to evaluate the generalization capabilities 

and the performance of the proposed model. The methods used 

in hysteresis modeling in this study are presented in the next 
section. 

(a) 

(b) 

(c) 

Fig. 2. The input and output of the considered piezoelectric actuator used 
for training the LSSVM model: (a) training data S1 (b) training data S2 (c) 
training data S3 

III. HYSTERESIS MODELING

A. LSSVM Hysteresis Model

The proposed hysteresis model is composed of two parts,
shown in Figure 3. The first part is a discrete hysteresis 

memory ���) which is constructed by a group of stop operators
to solve the multivalued-mapping problem of the LSSVM 

algorithm. The second part is a memoryless function that uses 

the LSSVM algorithm to estimate the density function of the 

model. The output response of the LSSVM model is 

represented by the following equation: 

���� � ��	, �����  (1) 
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where ��� is the output of the discrete hysteresis memory and
� is the estimation function. The plane of the discrete memory 
is divided into several elements using the stop operators. 
Figure 4 shows the representation of the stop operator. It can 
be noted that the stop operator is determined by two 

thresholds, +r and –r, which can be determined as follows: 

	� � �
�����|�|���

 ,   � � 1, 2, 3, … , �  (2) 

where |�|��  is the maximum absolute input value and n is the
total number of hysteresis operators. The output ���  is
defined as follows: 

�0� � ��"��0�#
��� � ��"���� $ ����� % ����#  (3) 

for ��  ≤ t ≤ ����; 0 ≤ i ≤ N – 1

where N is the number of samples. The stop operator is defined 

as follows: 

��". # � '�� )'*�)$	, . + , %	+  (4) 

Fig. 3. Proposed hysteresis model. 

Fig. 4. Representation of stop operator. 

Since the measured output of the considered actuator is 

affected by the frequency of the inputs, its derivative is 

included in the input vector of the LSSVM model. Therefore, 
the input vector ���  contains the input ����, its derivative
�,���  and the output of the stop operator where ��� �
"���� -��� …  ����, ����, �, �t�#. The discrete hysteresis
memory vector ��� is used as the input of the Least-squares
support-vector machines (LSSVM) algorithm [19, 20], which 

is popular for regression problems due to its ability to convert 

the inequality constraints into equality constraints and to work 

with a sum squared error cost function. This can enable the 

LSSVM algorithm to achieve linearization [21]. 

The predicted output response of the LSSVM is defined as 

follows:  

��� � /0∅�� % 2  (5) 

where ∅�3� is the nonlinear mapping function that maps the
input space to the high-dimensional feature space. The
vector w represents the weights and b represents the bias. 
These parameters should be accurately determined; thus, a cost 
function is used to define this optimization problem as follows: 

'��4,5,6 78�/, 9� � 1
2 /0/ % : 1

2 ; 9<-
=

<>�
 (6) 

where C is the regularization parameter. This optimization 

problem includes the following constraint: 

�< � /0∅�<� % 2 %  9<                          (7)

where 9<  is the error between the actual output and the
simulated output. Typically, the LSSVM algorithm employs 

the Lagrangian function and the Karush-Kuhn-Tucker 
conditions to solve this problem. Thus, the cost function can 

be reformulated as follows:  

ℒ�/, 2, 9; A� � 78�/, 9� $

; A<"/0∅�<� % 2 % 9< $ �<#
=

<>�
 (8) 

where A<  are the Lagrange multipliers. The Karush-Kuhn-
Tucker conditions are as follows: 

BC
B/ � 0 → / � ; A<∅�<�

=

<>�
(9) 

BC
B9<

� 0 → A< � :9<
(10) 

BC
B2 � 0 → ; A< � 0

=

<>�

(11) 

BC
BA<

� 0 → /0∅�<� % 2 %  9< $ �<
(12) 

By substituting the above conditions in the cost function, a 

simple system of linear equations is obtained as follows:  

E 0 1=0
1= Ω % G/:I J2

AK � E0
�I  (13) 

where 1=  and I are the unit vector and identity matrix, 
respectively, and Ω can be defined by a kernel function K. In 

this study, we use the radial base function (RBF) kernel, which 
is defined as follows: 

L�, <� � 9�M N$ OPQPRO
ST U  (14) 

where V- is the kernel parameter, which is very important to 
improve the generalization ability of the model. Finally, the 

proposed LSSVM hysteresis model can be represented as: 

�W�� � ; A<L�, <� % 2
=

<>� (15)



Choosing the appropriate values of the regularization 

parameter C and the kernel parameter V- can give the desired 

performance of the LSSVM model and improve its 

generalization ability. For this purpose, an improved particle 

swarm optimization algorithm (IPSO) is used in this study for 
optimizing these parameters. 

B. Improved PSO

Particle swarm optimization (PSO) [22, 23] is an artificial
intelligence technique motivated by the social behavior of the 

groups of animals, such as flocks of birds. The PSO algorithm 

has the advantages of fast execution, simple calculation, few 

parameters to be adjusted, and a good convergence rate. 
However, they cannot deal with a high-dimension 

optimization problem where the algorithm often falls into the 

local optimum. In this paper, modifications are made to the 

standard search strategy where the learning factor values are 

changed in each iteration and linear decreasing weights are 

used. This helps to make a balance between the global search 
ability and the local search ability to improve the search 
performance of the algorithm. 

Assume a swarm consists of i particles moving around in 

D-dimensional search space. The position of these particles is
X� � �M��, M�-, … , M�Y� , the velocity is Z� =([��, [�-, … , [�Y ),
the best position of the particle is \�=(\��, \�-, … , \�Y) and
the global best position of all the particles is 

]^ =(]^�, ]^-, … , ]^Y ), where q is the current number of

iterations. The velocity and position of the particles are 

updated using the following equation: 

[��_ % 1� � `[��_� % a�	��\� $ X��_�� % a-	-�]^ $
X��_ $ 1��

X��_ % 1� � X�_� % [��_ % 1�  (16) 

where ω is the inertia weight factor that is used to adjust the 

velocity of the particle in the global search and local search, 
a�  and a-  are the personal and social learning factors and 	�
and 	- are random numbers that are chosen in the range of [0,
1]. 

The small value of inertia weight indicates a stronger local 
search and the larger value indicates a stronger global search. 
To improve the search ability, the global search should be 

improved in the early stages of the search to avoid falling into 
the local optimum and the local search should be improved in 

the latter stages of the search to find the optimal solutions. For 
this purpose, linear decreasing inertia weights are used by 

minimum and maximum values of the inertia weight 
[ωc�� , ωcd�] to make a balance between the global search and
local search as follows: 

ω � ωcd� $ _�ωcd� $ ωc���
_cd� (17) 

where _cd�  is the maximum number of iterations.

The larger value of the learning factor a- indicates that the 

particles have high degrees of social awareness by which the 

algorithm evolves quickly, whereas the larger value of the 

learning factor a� indicates that the particles have high degrees
of self-awareness by which the algorithm evolves. To facilitate 
and improve the search ability, self-awareness should be 
improved in the early stages and social awareness should be 
improved in the latter stages of the search. To do this, constant 
initial and final values are used to determine the learning 

factors in each iteration during the search as demonstrated in 
the following equations:  

c� � fc�g $ c���h _
_cd�

% c��� (18) 

c- � fc-g $ c-��h _
_cd�

% c-�� (19) 

where c���  and c-��  are the initial values of c�  and c-
respectively and c�g and c-g are the final values of c� and c-
respectively. 

IV. RESULTS AND DISCUSSION

After the collection of the output displacement values of 
the piezoelectric actuator through the experiments, the IPSO 

algorithm was applied to the data to adjust the optimal values 

of the regularization parameter C and the kernel parameter V-. 
The parameters of the IPSO and LSSVM algorithms were set 
as shown in Table I. 

The optimal hyper-parameters values obtained from the 

tuning process are C=508.22 and  V-=289. These values were 

used to train the LSSVM hysteresis to find the optimal bias 

(b=3.51) and support values A<. The prediction result is shown
in Figure 5. The identification accuracy of the IPSO-LSSVM 

through testing was higher than the accuracy of the PSO-
LSSVM in terms of the root mean square error (RMSE). The 

IPSO-LSSVM model has achieved the RMSE of 0.0229 μm, 
0.0076 μm and 0.0086 μm for the test data sets: S4, S5, and S6 

respectively, while the PSO-LSSVM model has achieved 

higher RMSE values; 0.0267 μm, 0.0118 μm, and 0.0396 μm. 
These results demonstrate that the proposed IPSO-LSSVM 

model can effectively handle the over-fitting problem and 

perfectly characterize the hysteresis behavior of the 

piezoelectric actuator with high generalization ability. 

TABLE I.  PARAMETERS OF IPSO AND LSSVM 

Table II compares the identification error between the 

IPSO-LSSVM model and the PSO-LSSVM model for all test 
data. It can be noted that the IPSO-LSSVM model has 

achieved a superior average prediction error (0.013 μm) than 

the PSO-LSSVM (0.026 μm). In addition, Figure 6 shows a 

comparison in terms of the error level between the 

experimental output of the piezoelectric actuator and the 

output predicted by the both considered models (PSO-LSSVM 
and IPSO-LSSVM models). It can be observed that the IPSO 

algorithm contributed well to the overall performance of the 
model with a lower error level. Figure 7 shows the comparison 
of the measured hysteresis loops and the model hysteresis 
loops obtained by PSO-LSSVM and IPSO-LSSVM 
algorithms. These results indicate that the hysteresis of the 

Parameter Value 

Order of stop operators  

with high dimension (n) 
325 

Population size 30 

Maximum number 

of iterations (_cd�)
100 

Inertia weights 

[ωc�� , ωcd�] 
[0.1, 0.9] 

The initial value of c� (c���) 2 

The initial value of c- (c-��) 1 

The final value of c� (c�g) 1 

The final value of c- (c-g) 2 



considered piezoelectric actuator was accurately described by 

our model; thus, it can be used to design a feedforward 
compensator for the piezoelectric stack actuator and improve 
the tracking precision of nanopositioning applications. 

Fig. 5. Identification results for the test data: (a) S4 (b) S5 (c) S6. 

TABLE II.  COMPARISON OF MODELING RESULTS OF IPSO-LSSVM WITH 

PSO-LSSVM. 

(a) 

(b) 

(c) 

Fig. 6. The error between the experimental output of the actuator and the 
estimated output of both considered models for test data: (a) S4 (b) S5 (c) 
S6. 

Fig. 7. Comparison of the measured hysteresis loops and the model’s 

hysteresis loops . 

V. CONCLUSION

A hysteresis model based on stop operators and LSSVM 

algorithm optimized by the improved particle swarm 

optimization technique (IPSO) is proposed in this paper. The 

IPSO algorithm has employed the strategy of changing the 

learning factors’ values over time and the strategy of linear 
decreasing weights during the search to improve the global 
search ability and the local search ability of the algorithm. The 

achieved results show that the IPSO-LSSVM model attains 

high accuracy in predicting the output displacement of the 

considered piezoelectric actuator for different test input 
signals with high dimensions. It also has a lower error and 

superior modeling performance over the PSO-LSSVM model. 
The IPSO algorithm has enhanced the generalization ability of 
the LSSVM hysteresis model for different types of rate-
dependent hysteresis. The high accuracy of the proposed 

model makes it suitable for high-precision nanopositioning 

systems. 

The accuracy of the proposed model is based on a large 

number of stop operators which increases the execution time 

of the control task. The control issues of this approach should 

be the subject of future research. 
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Abstract—Dielectric Elastomer Actuators (DEAs) are an ef-
ficient and compact solution to build soft robotic structures.
Due to their non-conventional characteristics, soft robots bring
new challenges in terms of control design. Closed-loop control
is essential in high-precision tracking tasks. In this paper, we
propose a mixed H∞/H2 control using a formulation based on
Linear Matrix Inequalities (LMIs) for a soft robotic structure
actuated by two DEAs. The objective is to provide a feedback law
which guarantees stability when tracking time-variant references.
The design presented allows to easily tune the resulting closed-
loop bandwidth (H∞ performance), while minimizing the control
action (H2 performance). The effectiveness of the proposed
approach is validated through extensive simulation studies using
a physics-based nonlinear model of the soft robot.

Index Terms—dielectric elastomer actuator, H∞/H2 control,
linear matrix inequalities, soft robotics

I. INTRODUCTION

Soft robots are emerging as a valid alternative to con-
ventional robots as they provide several advantages, such
as improved flexibility and safe operations when interacting
with humans. Soft hyperelastic materials with low stiffness
are usually employed when building such robots [1]. In this
context, Dielectric Elastomer Actuators (DEAs) provide a
more compact and efficient solution if compared with the
bulky hydraulic and pneumatic actuation systems used in the
majority of the existing soft robot prototypes [2]. A DEA is
made by a flexible silicon membrane placed in between two
compliant electrodes, forming a flexible capacitor. The actu-
ation principle is based on the attractive and repulsive forces
that generate when a high voltage is applied to the electrodes,
with a consequent compression of the DEA thickness and
expansion of its area [3]. DEAs are a valid mean to implement
artificial muscles as their Young’s modulus is comparable to
that of biological muscles [4]. The recent literature provides
examples of DEA-based soft robots, such as manipulators [5]
or animal-inspired robots [6], [7].

Due to their non-conventional characteristics, soft robots
bring new challenges in terms of manufacturing, modeling

and, in particular, control [8]. Clearly, closed-loop control is
usually preferred to open-loop approaches when asking high
precision tracking and positioning capabilities. However, the
development of feedback control architectures for soft roots
is still limited by model-uncertainties or high-dimensional
models [9], [10]. The recent literature provides closed-loop
control solutions mainly based on linear approaches, e.g.,
using reduced order linear models [11] or Proportional Integra-
tive Derivative (PID) algorithms [12]. Also, when dealing with
DEAs, several works consider an approximation of the system
with a linear model to take advantage of well-established linear
design methods, see, for instance, [13] and [14].

In this paper, we develop a mixed H∞/H2 control using
a Linear Matrix Inequalities (LMIs) formulation for a soft
robotic structure actuated by two DEAs. We consider the
structure in [8] and shown in Fig. 1. It consists of two rolled
DEAs in an antagonist configuration which bend a flexible
backbone. By connecting many of those structures in series,
a tentacle arm is obtained. The aim of the control design is
to provide a feedback law which guarantees stability when
tracking time-variant reference signals. The mixed H∞/H2

design allows to easily tune the frequency response of the
closed-loop system, i.e., tune the bandwidth and penalize
the tracking error at certain frequencies (H∞ performance),
while minimizing the control action (H2 performance). The
effectiveness of the proposed approach is validated through
extensive simulation studies conducted on a physics-based
nonlinear model of the soft robot. We also assess the domain
of attraction of the designed feedback laws on the non-linear
dynamics of the considered soft structure. Finally, note that
the proposed approach can be used to provide robust control
laws working in the whole reachable workspace after properly
reformulating the soft robot model as a Linear Parameter
Varying (LPV) system.

The rest of the paper is organized as follows. Section II de-
scribes the operating principle of the considered soft structure
while Section III provides a model of its dynamics. Section
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IV develops the mixed H∞/H2 control design. Simulation
results are in Section V and concluding remarks are reported
in Section VI.

II. OPERATING PRINCIPLE

The soft robotic structure considered in this paper is char-
acterized by a T-like shape constituted by a flexible beam and
a rigid top plate, see Fig. 1(a). On both sides of the structure
two rolled DEAs acting as artificial muscles actuate the T-
module. The two actuators are mechanically pre-tensioned in
such a way when a high-voltage is applied to one of them,
it becomes softer and, thus, the T-module bends toward the
stiffer unactuated DEA, as in Fig. 1(c) and Fig. 1(e).

Each artificial muscle is made by stacking two silicon
membranes with one face covered by a compliant electrode
(e.g. carbon grease) forming a flexible capacitor, see Fig. 2(a).
The two membranes are then rolled as in Fig. 2(b). Proper
electrical connections allow to apply a high-voltage to the
electrodes to generate the Coulumb forces, which squeeze the
membranes with a resulting compressive stress and elongation
of the roll in the axial direction as in Fig. 2(c) and Fig. 2(d).

III. DYNAMICAL MODEL

In this section we summarize the state-space dynamical
model of the soft robotic structure based on the equations in
[15] and [8]. Then, a brief analysis on the static, i.e., equili-
birum, charcteristics of the considered T-module is provided.

A. Model Derivation

The generalized coordinates vector describing the T-module
configuration is q =

[
x y α

]⊺
, see Fig. 1(b) where a sketch

of the structure is depicted.
The model is derived upon properly defining the potential

and kinetic energy of the soft robotic structure, i.e., V and K,
respectively. First, the potential energy is given by

V = VTP + VB + VDE , (1)

where VTP , VB , and VDE are the potential energies of the top
plate, the beam, and the two DEAs, respectively. We consider
VTP = mhg(y+L) with g as the gravitational acceleration and
L as the undeformed beam length. Next, the beam constraint
model [16] provides VB as

VB =
EI

2L

z⊺G̃z+

(
y
L + 1

2z
⊺P̃z

)2
I

AL2 − z⊺Q̃z

 , (2)

where z =
[
x α

]⊺
, E is the Young’s modulus of the beam,

while A and I are the beam’s cross sectional area and second
moment of inertia, respectively. G̃, P̃ , and Q̃ are constant
matrices as in [8]. The DEAs’ potential energy is VDE =
VDE1

+ VDE2
, i.e., each single roll contributes in VDE , with

VDEj
= L1L2L3

3∑
i=1

Ci0

(
lj
L2
1

+
L2
1

l2j
− 2

)i

︸ ︷︷ ︸
γj

−γel2jv2j , (3)
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Fig. 1. Considered soft robotic structure: (a) T-module actuated by rolled
DEAs; (b) T-module sketch; (c) Configuration when left-side DEA is actuated;
(d) Neutral configuration; (e) Configuration when right-side DEA is actuated.
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Fig. 2. Rolled DEA: (a) Stacked DE membranes before rolling; (b) Rolled
membranes; (c) Unactuated (voltage-off) rolled DEA; (d) Actuated (voltage-
on) rolled DEA.

where γe = ϵ0ϵr
L2

2L1L3
. L1, L2, and L3 are the undeformed

membrane lenghts along axial, radial, and thickness directions,
Ci0 are the Yeoh model parameters describing the hyperelas-
ticity of the polymer, ϵ0 and ϵr are the vacuum and DE relative
permittivity, respectively, vj is the applied voltage, and l1, l2,
are the length of the DE rolls, defined as

l1 =

√(
x− a+

W

2
cosα

)2

+

(
Ly −

W

2
sinα

)2

,

l2 =

√(
x+ a− W

2
cosα

)2

+

(
Ly +

W

2
sinα

)2

,

(4)

where Ly = L+ y − b with a, b, and W as in Fig. 1(b).
By assuming that the DEA and beam masses are negligible,

i.e., only the top plate contributes to the kinetic energy, it



results that

K =
1

2
mh(ẋ

2 + ẏ2) +
1

2
Jhα̇

2, (5)

where mh and Jh are the top plate mass and moment of inertia,
respectively. Thus the Lagrangian of the whole T-module is

L = K − V. (6)

This allows to derive the system dynamics using the Euler-
Lagrange equations, i.e.,

d

dt

∂L
∂q̇

− ∂L
∂q

= τ , (7)

where τ is the vector of generalized forces, defined as

τ = −ηL2L3J
⊺

[ 1
l1

0

0 1
l2

]
Jq̇, (8)

η is a damping coefficient and J is the Jacobian, i.e.,

J =
∂
[
l1 l2

]⊺
∂q

. (9)

Thus, by replacing (6) in (7) we obtain the followingẍÿ
α̈

 =−Mh

 ∂VB

∂x

mhg +
∂VB

∂y
∂VB

∂α

− τ + J⊺

[
ρ1
ρ2

]
︸ ︷︷ ︸

f1(q,q̇)

+ γeMhJ
⊺︸ ︷︷ ︸

g1(q)

[
v21
v22

]
,

(10)

where Mh = diag(
[

1
mh

1
mh

1
Jh

]
) and ρj =

∂γj

∂lj
.

Finally, the following state-space model is obtained

ξ̇ =

[
q̇

−f1(ξ)

]
︸ ︷︷ ︸
f(ξ)∈R6

+

[
03×2

g1(ξ)

]
︸ ︷︷ ︸
g(ξ)∈R6×2

v, (11)

where ξ =
[
q q̇

]⊺
and v =

[
v21 v22

]⊺
are the state and

input vectors, respectively.

B. Static Characteristics

The considered structure is underactuated, i.e., as the only
two lengths l1 and l2 are controlled the system cannot reach
an arbitrary configuration q. The T-module parameters con-
sidered in this work are reported in the Appendix. The T-
module presents a stable dynamics with such parameters, i.e.,
a single stable equilibrium exists for each input configuration.
The resulting equilibrium maps are reported in Fig. 3 with
vi ∈

[
vi v̄i

]
, where vi = 0kV and v̄i = 3kV .

Given the stability of the equilibrium point ξ̄ =
[
q̄⊺ 0⊺

]⊺
,

with q̄ =
[
x̄ ȳ ᾱ

]⊺
, corresponding to an input configu-

ration v̄, it is possible to linearize system (11) around the
considered point. In this way, linear analysis and tools can be
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Fig. 3. Equilibrium maps of the considered soft structure. On the left (right)
side the left (right) DEA is actuated while the right (left) DEA is unactuated.

used upon maintaining state deviations close to the considered
equilibrium. The resulting linear dynamics is given by

ẋ =

(
∂f(ξ)

∂ξ
+
∂g(ξ)

∂ξ
v

) ∣∣∣∣∣
ξ̄,v̄︸ ︷︷ ︸

Ae∈R6×6

x+
∂g(ξ)

∂ξ︸ ︷︷ ︸
Be∈R6×2

∣∣∣∣∣
ξ̄

u, (12)

where x = ξ − ξ̄ and u = v − v̄.

IV. MIXED H∞/H2 CONTROL DESIGN

In this section we design the mixed H∞/H2 control by
defining two concurring specifications on the closed-loop
system through proper LMI expressions.

The aim of the developed feedback control scheme is to
track a reference z∗ =

[
x∗1 x∗3

]⊺
=
[
x∗ − x̄ α∗ − ᾱ

]⊺
of two coordinates (x and α) out of three in q. That is,
given the underactuation of the T-module, the y∗ coordinate
is automatically set once coherent x∗ and α∗ are defined
according to the T-module static characteristics, see Fig. 3.
This approach allows also to implement integral control as
the number of the coordinates to be tracked is the same of
the control inputs [17]. To compute the actual tracking error,
e = z− z∗, the output equation of (12) is set as

z =

[
1 0 0 0 0 0
0 0 1 0 0 0

]
︸ ︷︷ ︸

Ce

x. (13)

The feedback scheme has to drive the tracking error to
zero while guaranteeing a closed-loop performance expressed
according to the H∞ control. To do so, an error shaping filter
is introduced to express the desired performance as an upper
bound on the norm from the reference z∗ to the tracking
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Fig. 4. Closed-loop system’s block diagram.

error (sensitivity function). The state-space representation of
the shaping filter is as follows

ẋf = Afxf +

[
1 0
0 1

]
︸ ︷︷ ︸

Bf

e,

zf =

[
ϕ 0
0 ϕ

]
︸ ︷︷ ︸

Cf

xf +

[
β 0
0 β

]
︸ ︷︷ ︸

Df

e,

(14)

where xf is the filter’s state while β and ϕ tune the closed-
loop upper bound of the sensitivity function, i.e., tune the
resulting bandwidth by penalizing the tracking error at certain
frequencies. Note that in this paper, to implement an integral
control action we assume Af = 0. The resulting closed-
loop system is schematized in Fig. 4. It is composed by
an augmented plant given by system (12) together with the
shaping filter. The augmented state is xa =

[
xf

⊺ x⊺
]⊺

while
the controller is made by the shaping filter and a static state
feedback on xa. The augmented plant has the following state-
space realization

ẋa =

[
Af BfCe

0 Ae

]
︸ ︷︷ ︸

Aa

xa +

[
−Bf

0

]
︸ ︷︷ ︸

Bz

z∗ +

[
Bf

Be

]
︸ ︷︷ ︸
Bu

u,

zf =
[
Cf DfCe

]︸ ︷︷ ︸
Ca

xa +Dzz
∗,

(15)

where Dy = −Df . The feedback law is

u = −Kxa. (16)

By plugging (16) into (15) the closed loop system is
obtained. We want to design the static feedback K so that
the following two conflicting objectives are attained

• The L2 gain from the reference, i.e., the exogenous input,
z∗, to the filter’s output z is kept smaller than a certain
upper bound δ > 0 (H∞ specification). This allows
to embed the performance definition through the filter’s
parameters β and ϕ while minimizing the effects of z∗

on the filtered tracking error.
• Minimize the control energy, i.e., control effort, by min-

imizing the H2 norm of the transfer function from z∗ to
u (H2 specification) [18].

+
-

+
- +

+

+
-

Control System T-module

Fig. 5. T-module with the resulting control system.

The gain K attaining both objectives is found by solving the
following LMI problem [17], [18]:
Given δ > 0, find the matrices Q > 0,Q ∈ R8×8,
M > 0,M ∈ R2×2, and Y ∈ R2×8, such that trace(M)
is minimized andAaQ+QAa

⊺ −BuY −Y⊺Bu
⊺ By QCa

⊺

• −I Dy
⊺

• • −δ2I

 < 0,

[
AaQ+QA⊺

a −BuY −Y⊺B⊺
u By

• −I

]
< 0,[

M −Y
• Q

]
> 0,

(17)

where I is the identity matrix and • stands for a symmetric
block. The first LMI refers to the H∞ specification while the
other two refer to the H2 specification.

Once problem (17) is solved, the control gain K is found
as K = YQ−1. We partition the control gain as follows

K =
[
K1 | K2

]
, (18)

so that u = −Kxa = −K1xf − K2x, i.e., we partition
K according to its two sub-matrices multiplying the tracking
error and the state of the T-module.

The resulting control scheme on the T-module system de-
scribed by (11) is shown in Fig. 5. For simplicity we consider
the state ξ measurable. Note that this does not pose a practical
limit since an accurate observer can be always designed for
Euler-Lagrange systems [19], [20].

V. SIMULATION RESULTS

Simulation studies in the MATLAB/Simulink environment
are conducted to evaluate the performances of the proposed
control on system (11). We consider two scenarios to evaluate
the control design around two different operating points. In
the first scenario, a linearization around zero is considered,
i.e., ξ̄1 =

[
0 0 0

]⊺
corresponding to the input v̄1 =[

15002 15002
]⊺

. Note that v̄ refers to the half-value of the
maximum input voltage (3kV ) for both the DE rolls. Instead,
a second scenario considers a linearization point different
from the origin, i.e., ξ̄2 =

[
7× 10−3 −2.4× 10−4 5.6

]⊺
corresponding to the input v̄2 =

[
15002 25002

]⊺
. Note that

ξ̄2 is located around the half of the maximum positive span
of the x and α coordinates, see Fig. 3.
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Fig. 6. Singular value plots for the closed-loop sensitivity function and the
defined upper bounds in the two scenarios.

For both scenarios, the mixed H∞/H2 controller developed
in Section IV is found by setting δ = 1 and β = 1/3,
i.e., the upper bound on the sensitivity function is set to 3.
The resulting singular values of the sensitivity function of the
closed-loop system for the two scenarios are reported in Fig. 6.
For the first scenario the cutting frequency of the upper bound
function is set to 1 rad/s (ϕ = 1), while for the second scenario
two controllers with two cutting frequencies, i.e., 1 rad/s and 2
rad/s (with ϕ = 2), are designed. Note that the control design
procedure in the first scenario fails when ϕ = 2 as the control
law revealed to be unstable when applied to system (11). In
particular, the input values exceeded 3kV bringing the system
to the instability. As reported in Fig. 6, in both scenarios the
control design effectively finds the control gains which make
the frequency response of the sensitivity function of the closed-
loop system to lay below the defined upper bounds.

Figure 7 reports the dynamical response of the closed-loop
system in the first scenario when tracking a sine wave with
a variable frequency. As highlighted by the vertical bars in
Fig. 7, the reference sine wave is made by joining 4 sine
waves whose frequencies are set to 0.25 rad/s, 0.5 rad/s, 1
rad/s, and 2 rad/s. By considering ξ̄1 = 0, the sine wave
amplitudes are set using x∗ = 6.1 × 10−4m and α∗ = 0.47°
so that A1 = |x∗| and A3 = |α∗|, where A1 and A3 are
the amplitudes of the sine waves to be tracked by x1 and
x3, respectively. These reference values are the maximum
amplitudes that the closed-loop system tracks without losing
stability. Note that A1 and A3 represent, approximately, 4%
of the maximum positive span of the x and α coordinates,
i.e., 14.2× 10−3m and 11.7°, respectively, as in Fig. 3. Thus,
the developed control is practically usable within the 4% of
the maximum span when linearizing around the origin. By
recalling that ϕ = 1, the dynamical response in Fig. 7 reflects
the performances imposed through the design phase, i.e., the
tracking performance becomes poor when the frequency of the
reference sine wave is 1 rad/s and 2 rad/s.

The second scenario considers also a controller obtained
with ϕ = 2. Note that a greater value of ϕ provides a stable
controller on the linearized system, which, however, is found
to be unstable when applied to system (11). Figure 8 reports
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Fig. 7. Closed-loop response and tracking errors when tracking a variable
frequency sine wave in the first scenario (ϕ = 1).
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Fig. 8. Closed-loop response and tracking errors referred to x1 when tracking
a variable frequency sine wave in the second scenario, with both ϕ = 1 and
ϕ = 2.

the dynamical response of the closed-loop system in the sec-
ond scenario when the reference is defined according to a sine
wave with a variable frequency as in Fig. 7. By considering
ξ̄2, the sine wave amplitudes are set using x∗ = 4.7× 10−3m
and α∗ = 3.72° so that A1 = |x∗ − x̄| = 2.2 × 10−3m
and A3 = |α∗ − ᾱ| = 1.9°. These reference values are
the maximum amplitudes that the closed-loop system tracks
without losing stability. Note that A1 and A3 represent,
approximately, 15% of the maximum positive span of the x
and α coordinates. Thus, the developed control is practically
usable within the 15% of the maximum span when linearizing
around ξ̄2. For the sake of brevity, Fig. 8 reports only the
trajectories and the tracking errors referred to x1. In Fig. 9, the
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Fig. 9. Closed-loop response referred to x1 when tracking a variable
frequency square wave in the second scenario, with both ϕ = 1 and ϕ = 2

performances of the closed-loop system are also assessed when
a variable frequency square wave with the same amplitude is
considered as a reference. As expected, both in Fig. 8 and
in Fig. 9, the tracking performances increase as ϕ increases
since lower tracking errors are achieved when using the control
gains obtained with ϕ = 2.

Finally, note how the second scenario provides better per-
formances both in terms of resulting bandwidth (it allows
values of ϕ up to 2) and resulting domain of attraction [21]
(it allows state-deviations up to 15% of the positive span of
the coordinates of the soft robotic structure). This can be
explained by numerical issues generating when linearizing
around the origin, i.e., a singularity is generated and, therefore,
a linearized system is obtained with poor approximation
capabilities over wider state space regions.

VI. CONCLUSIONS

In this paper, we presented a mixed H∞/H2 control of a
soft robotic structure actuated by two DEAs. First, based on
energetic considerations, a nonlinear model of the structure
has been provided. Then, a linearization around an operating
point allowed to design the proposed control algorithm using
an LMI formulation. The proposed design allows to easily
tune the frequency response of the closed-loop system, i.e.,
tune the bandwidth and penalize the tracking error at certain
frequencies (H∞ performance), while minimizing the control
action (H2 performance). Simulation results proved the ef-
fectiveness of the proposed approach in tracking time-varying
signals. The domain of attraction of the resulting control law
has been also assessed. The smallest domain of attraction is
found when linearizing around the origin, while wider regions
are found when linearizing on other operating points.

Future developments will exploit the proposed approach
to provide robust control strategies over the whole robot’s
operating range. This can be done by reformulating the soft
robotic structure’s model as a LPV system. Experimental
studies will be also considered.

APPENDIX

Considered parameters: a = 7.5mm, b = 0mm, W =
L = 150mm, L1 = 137mm, L2 = 160mm, L3 = 50µm,
mh = 0.1Kg, Jh = 1.88× 10−4Kgm2 , g = 0NKg−1, η =
1.26MPas, E = 2GPa, A = 25cm2, I = 3.26 × 10−12m4,

C10 = 238.86kPa, C20 = −29.98kPa, C30 = 18.73kPa,
ϵ0 = 8.85pFm−1, and ϵr = 2.8.
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Abstract—DC-DC power converters play an important role 
in energy conversion systems. Due to the age or unexpected 
conditions, sensors are prone to faults. The faulty sensors may 
cause wrong commands from the controller such that the actual 
voltage and current depart from the desired values. Therefore, 
there is a strong motivation to develop a fault-tolerant control 
scheme for power converters to improve their reliability. In this 
study, a boost converter is concentrated. It is demonstrated the 
existing linear fault estimator can effectively estimate sensor 
faults under open-loop operation condition but fail to estimate 
sensor faults in a closed-loop control circuit. A novel nonlinear 
fault estimator is addressed which can ensure an accurate 
estimate of both system states and sensor faults. A fault-tolerant 
design scheme using sensor signal compensation and nonlinear 
controller is proposed which can guarantee the closed-loop 
boost converter can track the desired voltage reference under 
sensor faulty conditions. The passivity of the tolerant control 
circuit is proved mathematically, and the effectiveness of the 
proposed algorithms are demonstrated by simulation studies.   

Keywords—power converter, boost converter, fault diagnosis, 
fault tolerant control, sensor faults  

I. INTRODUCTION 

DC-DC power converters play an important role in many
industrial applications such as computer systems, motor drive, 
electric vehicle, solar panels, and wind energy systems, and so 
forth. DC-DC power converters can be categorized into Buck 
converter (step down voltage), Boost converter (step up 
voltage) and Buck-Boost converter (either step down or step-
up voltage relying on the operation range of the duty cycle). 
There were fruit results on modelling and control for DC-DC 
power converters during the last four decades. For instance, 
state-space modelling of the power converters including 
average model and small signal model was well discussed in 
[1]. On control design, there were many results reported from 
the conventional PID control to fuzzy control, sliding mode 
control, MPC control and nonlinear control (e.g., see [2,3] and 
the references therein).   

Due to the age and unanticipated conditions, the 
components in power converters may malfunction. Sensors 
are important components as their abnormalities may send a 
distorted measurement signal to the controller so that a wrong 
command is generated for power converters, leading to an 
incorrect capacitor voltage and inductor current. As a result, 
there is a strong motivation to develop an effective real-time 
fault diagnosis and fault tolerant control scheme to improve 
the reliability and performance of DC-DC power converters. 

Some results were reported on fault diagnosis and tolerant 
control for DC-DC power converters. In [4], sensor fault 
detection scheme was addressed by using extended Kalman 
filters for a DC-DC converter in a hybrid electric vehicle. In 
[5], by using adaptive parameter identification, a fault 
detection algorithm was presented for DC-DC power 
converters with faulty sensors. In addition, fault-tolerant 
methods were discussed in [6,7] by using switching strategies 
for DC-DC power converters subjected to sensor faults.  It is 
noticed that fault detection approaches in [4,5] were based on 
the residual, which cannot isolate the fault and determine the 
size and type of the fault. The fault tolerant schemes in [6,7] 
replied on switching strategies, which may cause system 
performance deterioration during the switching 
reconfiguration. As a result, this motivates us to develop a new 
fault diagnosis and fault-tolerant control algorithms for DC-
DC power converters. In 2000s, the author and his colleagues 
developed a descriptor observer approach for fault estimation, 
and fault-tolerant design schemes using sensor signal 
compensation in [8-10], which can provide full information on 
faults and allow a fault-tolerant operation without control 
switching. Motivated by [8-10], this paper is devoted to 
developing a novel sensor fault estimation and tolerant control 
algorithm for DC-DC boost converter subjected to sensor 
abnormalities.    

II. FUNDAMENTALS OF BOOST CONVERTER

A. Model of Boost Converter

The boost converter can be depicted by Figure 1. The
boost converter includes a DC power supply, a switch, a diode 
the LC filter, and the load R. The power switch is controlled 
by a pulse signal with a duty cycle 𝑘, where the duty cycle is 
the ratio of the switch turn-on time and the period. When the 
switch is on, the energy is stored in the inductor, and the 
capacitor discharges to supply the load. When the power 
switch is off, the energy is transferred from the inductor and 
the DC supply to the load, and the capacitor is charged. The 
average model [1] of the boost converter can be described as 
follows: 

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑉

𝑦(𝑡) = 𝐺𝑥(𝑡)
 (1) 

where 𝑥(𝑡) =
𝑖 (𝑡)

𝑣 (𝑡)
,  𝑖 (𝑡)  and 𝑣 (𝑡)  are respectively the 

inductor current and capacitor voltage, 𝑉  is the DC supply 
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voltage, and 𝑦(𝑡) is the measured output. 𝐴 =
0

( )

−
, 

𝐵 =
0

, 𝑘 is the duty cycle, 𝐿, 𝐶  and 𝑅 are the inductance, 

capacitance and resistance shown in Figure 1. 𝐺 is the output 
matrix. If the inductor current is the measured output, we have 
𝐺 = [1 0]; If the capacitor voltage is the measured output, 
we have 𝐺 = [0 1]. If both inductor current and capacitor 
voltage are used as the measured outputs, we have 𝐺 = 𝐼, and 
𝐼 is the identity matrix.  

L

C RVs

Figure 1. Circuit scheme of boost converter 

In the steady status, by assuming �̇�(𝑡) = 0, one can have 

𝐴𝑥(𝑡) + 𝐵𝑉 = 0  (2) 

In terms of (1) and (2), we can get  

𝑉 =

𝐼 =
( )

 (3) 

where 𝑉  and 𝐼  are the average capacitor voltage and average 
inductor current respectively. From (3), one can see 𝑘 ≠ 1. 
Since 𝑘 ∈ [0,1), the output voltage should be not less than the 
DC supply voltage. In other words, the DC voltage is stepped 
up, therefore, this is why this kind of power converter is called 
Boost Converter.  

The characteristic polynomial of the system matrix in (1) 
is 

Δ(𝑠) = det(𝜆𝐼 − 𝐴) = 𝜆 + 𝜆 +
( )

 (4) 

As a result, the system matrix is asymptotically stable 
when 𝑘 ≠ 1  according to the well-known Routh-Hurwitz 
stability criterion.  

Figure 2. Model outputs of Simscape and state-space model 

B. Model validation

The parameters of the booster converters are given as
follows: 𝑅 = 100 Ω, 𝐿 = 3.6 𝑚𝐻, 𝐶 = 0.45 𝑚𝐹, 𝑉 = 60 𝑉, 

and the switching frequency of the switch is 𝑓 = 100𝑘 𝐻𝑧. If 
the duty cycle is fixed as 𝑘 = 0.6, from (3), we can calculate 
the averaged capacitor voltage and averaged inductor current 
as 𝑉 = 150 𝑉 and 𝐼 = 3.75 𝐴. The forward voltage drops of 
the power switch and diode are respectively 0.6 𝑉 and 0.7 𝑉. 

We use Simscape to build a booster converter circuit with 
the parameters above and establish a state-space model 
described by (1). To verify the accuracy of the state-space 
model, the simulated curves are depicted by Figure 2, from 
which one can see the state-space model outputs can track the 
circuit inductor current and capacitor voltage very well. 

III. SENSOR FAULT ESTIMATOR FOR BOOST CONVERTER

Sensor faults widely exist in power electronic systems. A
schematic block-diagram of the boost converter subjected to 
sensor fault is shown in Figure 3. A sensor fault will incur a 
wrong measurement in voltage or current, which may cause a 
wrong command so that the actual output voltages and 
currents depart from the desired values. As a result, it is 
paramount to detect the sensor fault so that the timely 
measures can be taken to remedy errors caused by the sensor 
faults.  

Figurer 3. Schematic block-diagram of booster converter 
subjected to sensor fault 

A. Sensor Fault Estimation for Open-loop Boost Converter

When the power switch is triggered by a pulse signal with
a fixed duty cycle, the model (1) is linear time-invariant 
system. As a result, the conventional linear observer 
techniques can be used for sensor fault detection and fault 
diagnosis. In the 2006, a sensor fault estimation technique was 
proposed by the first author and his colleagues [8], which can 
be used for sensor fault estimation of the boost converter. The 
system (1) disrupted by sensor fault can be modified as 
follows: 

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑉

𝑦(𝑡) = 𝐺𝑥(𝑡) + 𝑓 (𝑡)
 (5) 

where  𝑓 (𝑡) is the sensor fault. 

Let �̅�(𝑡) =
𝑥(𝑡)
𝑓 (𝑡)

, the system (5) can be rewritten as 

𝐸�̇̅�(𝑡) = �̅��̅�(𝑡) + 𝐵𝑉

𝑦(𝑡) = �̅�𝑥(𝑡)
  (6) 

where  𝐸 =
𝐼 0
0 0 ×

, �̅� =
𝐴 0
0 0 ×

, 𝐵 =
𝐵
0

, and �̅� =

[𝐺 𝐼 ], and 𝑛 and 𝑝 are respectively the dimensions of the 
state and output respectively.  

Borrowed from [8], the descriptor observer can be given 
as follows: 

(𝐸 + 𝐿�̅�)𝜉̇(𝑡) = (�̅� − 𝐾�̅�)𝜉(𝑡) + 𝐵𝑉

�̅�(𝑡) = 𝜉(𝑡) + (𝐸 + 𝐿�̅�)𝐿𝑦(𝑡)
 (7) 

where 𝜉(𝑡)  is an intermediate vector, and �̅�(𝑡)  is the state 
estimate of the extended vector �̅�(𝑡).  As a result, we can 
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obtain the simultaneous estimate of the system state and the 

sensor fault. The gain 𝐿 =
0 ×

𝐼
 can ensure (𝐸 + 𝐿�̅�) to be 

non-singular, and the gain 𝐾  can be designed to make the 
matrix (𝐸 + 𝐿�̅�) (𝐴̅ − 𝐾�̅�)  stable by using pole-place 
method, or linear matrix inequality approach.  

Assume the voltage sensor has a fault and let 𝐺 = [0 1]. 
We can design a descriptor observer in the form of (7) to 
simultaneously estimate the system state and voltage sensor 
fault.  

We assume the voltage sensor has 40% effectiveness loss 
after 0.5 seconds. From Figure 4, one can see the system states 
and the voltage sensor fault have been well estimated. 
Although the sensor fault occurs, one can see the actual 
voltage has not been distorted by the sensor fault as the sensor 
fault is not involved in system input due to the open-loop 
circuit.  

Figure 4. Estimates of system states and sensor fault: open-
loop circuit 

B. Linear descriptor observer for closed-loop boost
converter

A boost converter with a closed-loop control is shown by
Figure 5. The difference of the measured output voltage and 
the reference signal is sent to the controller, which is applied 
to a PWM (pulse-width modulation) to generate a pulse signal 
to control the swich to turn on or off. The design of the 
controller is to ensure the closed-loop circuit to be stable and 
the output voltage to track the reference value.  

Figure 5. Boost converter with closed-loop control 

In the existing works, a variety of controllers were 
proposed such as proportional integral and derivate (PID) 
controller, fuzzy controller, and nonlinear controllers and so 
forth. In the paper, a nonlinear controller proposed in [3] is 
borrowed for the healthy circuit in the form of  

⎩
⎪
⎨

⎪
⎧

�̇� (𝑡)
�̇� (𝑡)

=
−𝑔 𝑣 (𝑡) − 𝑉 −𝑔 (𝑣 (𝑡) − 𝑉 )

𝑔 (𝑣 (𝑡) − 𝑉 ) −𝑔 𝑣 (𝑡) − 𝑉

𝑧 (𝑡)
𝑧 (𝑡)

𝑢 (𝑡) = 1 − (𝑧 (𝑡) + 𝑧 (𝑡))

(8) 

where 𝑉  is the reference voltage, 𝑣 (𝑡)  is the output 
voltage as defined before, and 𝑔  and 𝑔  are control gains 
which are positive scalars.  

The nonlinear controller (8) can work well without sensor 
fault. In this study, we will consider the scenario when a 
sensor fault occurs. From Figure 5, one can see the sensor fault 
signal will affect the controller to produce a wrong command 
so that the actual output voltage may be distorted. As a result, 
real-time monitoring and fault diagnosis are of significance.  

In this sub-section, we will check whether the linear 
descriptor observer in the form of (7) can work well for the 
closed-loop boost converter. In the simulation study, 𝑉 =
150 𝑉  and the voltage sensor fault occurs at 1.5s which is 
40% effectiveness loss of the measurement. From Figure 6, 
one can see before 1.5s, the observer can well estimate the 
system states and the capacitor voltage reaches the reference 
value 150 𝑉 sucessfully. During the interval 0𝑠~1.5𝑠,  the 
duty cycle in steady status is around 0.6, therefore descriptor 
observer (7) works well using 𝑘 = 0.6 in the system matrix 𝐴. 
After 1.5s, the measured voltage signal is 60% of the actual 
value. Therefore, the closed-loop circuit works so that the 
faulty measurement to track the reference. One can see the 
faulty measured voltage reaches the reference voltage 150 𝑉, 
but this makes the actual capacitor voltage reaches 250 𝑉, 
which is not acceptable. At the same time, after 1.5s, the duty 
cycle has to be updated due to the wrong measurement so that 
the actual capacitor voltage has to track 250 𝑉. As a result, the 
descriptor observer failed to estimate the system states and 
sensor fault as the system matrix 𝐴  is not updated 
correspondingly. This motivates us to develop an improved 
observer technique for the closed-loop boost converter.  

Figure 6. Estimates of system states and sensor fault with 
linear observer: closed-loop circuit 

C. Nonlinear descriptor observer for closed-loop boost
converter

The system model (1) can be rewritten as

�̇�(𝑡) = ∑ 𝜇 𝐴 𝑥(𝑡) + 𝐵𝑉

𝑦(𝑡) = 𝐺𝑥(𝑡) + 𝑓 (𝑡)
(9)



where 𝑟 = 2,  𝐴 =
0 0

0 ,  𝐴 =
0

, 𝜇 = 𝑘,  𝜇 =

1 − 𝑘, and the other symbols are defined as before. 

 Let �̅�(𝑡) =
𝑥(𝑡)
𝑓 (𝑡)

,  the system (9) can be given in the 

equivalent form of  

𝐸�̇̅�(𝑡) = ∑ 𝜇 �̅� �̅�(𝑡) + 𝐵𝑉

𝑦(𝑡) = �̅��̅�(𝑡)
 (10) 

where �̅� =
𝐴 0
0 0 ×

,  𝑟 = 2,  𝐸,  𝐵,  𝐶,  and 𝐴 ,  𝐴  are

defined as before; 𝑝 = 1 as we focus on voltage senso fault 
estimation.  

Motivated by the observer (7), we can have the nonlinear 
observer as follows: 

(𝐸 + 𝐿�̅�)𝜉̇(𝑡) = ∑ 𝜇 (�̅� − 𝐾 �̅�)𝜉(𝑡) + 𝐵𝑉

�̅�(𝑡) = 𝜉(𝑡) + (𝐸 + 𝐿�̅�)𝐿𝑦(𝑡)
  (11) 

where 𝐿 and 𝐾  are the observer gains to be designed. 

One can choose 𝐿 =
0 ×

𝐼
, we can simply have 

𝐶̅(𝐸 + 𝐿�̅�) 𝐿 = 𝐼  (12) 

�̅� (𝐸 + 𝐿�̅�) 𝐿 = 0( )×   (13) 

Equation (10) can be rewritten as 

(𝐸 + 𝐿�̅�)�̇̅�(𝑡) = 𝜇 (�̅� − 𝐾 �̅�)�̅�(𝑡) + 𝐵𝑉  

+ ∑ 𝜇 𝐾 𝑦(𝑡) + 𝐿�̇�(𝑡)  (14) 

Using (11)-(13), we can have 

(𝐸 + 𝐿�̅�)�̇̅�(𝑡) = (𝐸 + 𝐿�̅�)𝜉̇(𝑡) + 𝐿�̇�(𝑡)

= 𝜇 (�̅� − 𝐾 �̅�)�̅�(𝑡) − 𝜇 (�̅� − 𝐾 �̅�)(𝐸

+ 𝐿𝐺)𝐿𝑦(𝑡) + 𝐵𝑉 + 𝐿�̇�(𝑡)

= ∑ 𝜇 (�̅� − 𝐾 �̅�)�̅�(𝑡) + ∑ 𝜇 𝐾 𝑦(𝑡) + 𝐵𝑉 + 𝐿�̇�(𝑡) 
(15) 

Letting �̅�(𝑡) = �̅�(𝑡) − �̅�(𝑡), and from (14) and (15), we 
have 

(𝐸 + 𝐿�̅�)�̇̅�(𝑡) = ∑ 𝜇 (�̅� − 𝐾 �̅�)�̅�(𝑡)  (16) 

Denote 

𝑆̅ = 𝐸 + 𝐿�̅�      (17) 

𝛤 = �̅� 𝑆̅ 𝑃 + 𝑃𝑆̅ �̅� − 𝑌 �̅� − �̅� 𝑌   (18) 

Theorem 1. If there is a positive define matrix 𝑃 ∈
𝑅( )×( ) and matrices 𝑌 ∈ 𝑅( )×  such that for all 𝑖 ∈
{1, 2, ⋯ , 𝑟}, the following inequalities hold: 

𝛤 ≤ 0  (19) 

and there is 𝑗 ∈ {1, 2, ⋯ , 𝑟} so that 𝛤 < 0,  the observer gains 
𝐾 = 𝑆̅𝑃 𝑌 , 𝑖 = 1,2, ⋯ , 𝑟 can ensure the estimation error 
dynamics in (16) to be asymptotically stable.  

Proof. 𝐿 =
0 ×

𝐼
 can make 𝑆̅ = 𝐸 + 𝐿�̅�  non-singular. 

Therefore, (16) can be rewritten as 

 �̇̅�(𝑡) = ∑ 𝜇 𝑆̅ (�̅� − 𝐾 �̅�)�̅�(𝑡)  (20) 

Choose the Lyapunov function as 

𝑉(𝑒̅(𝑡)) = 𝑒̅ (𝑡)𝑃�̅�(𝑡)  (21) 

From (20) and (21), we have 

�̇� �̅�(𝑡) = 𝑒̅̇ (𝑡)𝑃�̅�(𝑡) + �̅� (𝑡)𝑃�̇̅�(𝑡) 

= 𝜇 �̅� (𝑡) [𝐴 𝑆̅ 𝑃 + 𝑃𝑆̅ �̅�

−𝑃𝑆̅ 𝐾 �̅� − �̅� 𝐾 𝑆̅ 𝑃]�̅�(𝑡)  (22) 

Substituting 𝐾 = 𝑆̅𝑃 𝑌  into (22), we have 

�̇� �̅�(𝑡) = ∑ 𝜇 �̅� (𝑡) 𝛤�̅�(𝑡)  (23) 

As 𝛤 ≤ 0 for all 𝑖 ∈ {1, 2, ⋯ , 𝑟}, and 𝛤 < 0 for at least a 
𝑗 ∈ {1, 2, ⋯ , 𝑟}, we have �̇� �̅�(𝑡) < 0 for any non-zero �̅�(𝑡). 
Therefore, the dynamics in (20), or (16), are asymptotically 
stable.      

Remark 1: 

1) The proposed nonlinear descriptor observer (11) is a
nature generaliation of the linear descriptor observer (7). The 
new nonlinear observer (11) was first presented in [11] as an 
invited talk, which was not documented in any publication 
sources.   

2) For the boost converter, 𝑟 = 2, and 𝜇 = 𝑘, 𝜇 = 1 −
𝑘.  However, the proposed observer can be applied to any 
model with 𝑟 > 2, provided that ∑ 𝜇 = 1 and 𝜇 > 0. 

Figure 7. Estimates of system states and sensor fault with 
nonlinear observer: closed-loop circuit 

Using Theorem 1, we can design the nonlinear observer 
(11) to estimate sensor faults and system states
simultaneously. The voltage sensor is assumed to have 40%
effectiveness loss of the measurement from 1.5s. From Figure
7, one can see during 0𝑠~1.5𝑠, it is the fault-free scenario.
The capacitor voltage reaches the desired value 150 𝑉, and
the observer can track the system states and zero fault
satisfactorily. After 1.5s, the sensor fault occurs, which make
the measured voltage value 40% loss, and the distorted
measurement voltage tracks the reference 150 𝑉, but makes
the actual capacitor voltage go to 250 𝑉,  and the inductor
current is also much higher than the desired value. The sensor
fault and abnormal changes of the capacitor voltage and



inductor current are successfully estimated by the nonlinear 
observer (11).  

IV. FAULT TOLERANT CONTROLLER FOR BOOST

CONVERTETR AGAINST SENSOR FAULT

From the last section, one can see the voltage sensor fault 
sends a wrong signal to the controller and a wrong control 
signal is then produced to trigger power switch so that the 
circuit current and voltage depart from the desired value. In 
this session, we will devote to design a tolerant controller to 
remedy the effects of the sensor faults on the voltage and 
current of the booster converter.  

A. Fault Tolerant design using sensor signal compensation

Using the nonlinear descriptor observer (11), the
simultaneous estimates of the system states and sensor fault 
have been well obtained. The estimated sensor fault signal can 
be described by 

𝑓 (𝑡) = [0 × 𝐼 ]�̅�(𝑡) = 𝐷 �̅�(𝑡)  (24) 

The system output can be compensated as  

𝑦 (𝑡) = 𝑦(𝑡) − 𝑓 (𝑡) 

= 𝐺𝑥(𝑡) + 𝑓 (𝑡) − 𝑓 (𝑡) 

= 𝐺𝑥(𝑡) + 𝐷 �̅�(𝑡)        (25) 

As the estimator error �̅�(𝑡) is asymptotically stable, the 
effects from the sensor fault 𝑓 (𝑡) on the compensated output 
has been removed. Therefore, we send the compensated signal 
𝑦 (𝑡)  to the controller so that the system can take correct 
response.  

For the boost converter with closed-loop voltage 
controller ,  𝐺 = [0 1], 𝐺𝑥(𝑡) = 𝑥 (𝑡) = 𝑣 (𝑡). The 
compensated output can be re-written as 

𝑦 (𝑡) = 𝑥 (𝑡) + 𝐷 �̅�(𝑡) = 𝑣 (𝑡) + 𝐷 �̅�(𝑡)  (26) 

Using the compensated output 𝑦 (𝑡),  the nonlinear 
controller (8) can be modified as 

⎩
⎪
⎨

⎪
⎧

�̇� (𝑡)
�̇� (𝑡)

=
−𝑔 𝑦 (𝑡) − 𝑉 −𝑔 (𝑦 (𝑡) − 𝑉 )

𝑔 (𝑦 (𝑡) − 𝑉 ) −𝑔 𝑦 (𝑡) − 𝑉

𝑧 (𝑡)
𝑧 (𝑡)

𝑢 (𝑡) = 1 − (𝑧 (𝑡) + 𝑧 (𝑡))

(27) 

where the remedied sensor signal is sent to the controller so 
that the effect from the sensor fault to the boost converter can 
be mitigated.   

For simplicity, we will omit the time 𝑡  in some 
expressions. Since the control signal 𝑢 (𝑡) in (27) is sent to 
the limiter, the signal after the limiter can thus be described by 

𝑢 = 𝑆𝑎𝑡(𝑢 ) =
𝑢 ,  0 < 𝑢 < 𝑢

0,   𝑢 ≤ 0
𝑢 ,   𝑢 ≥ 𝑢  

=

1 − 𝑧 − 𝑧 ,   1 − 𝑢 < 𝑧 + 𝑧 < 1

0,  𝑧 + 𝑧 ≥ 1
𝑢 ,  𝑧 + 𝑧 ≤ 1 − 𝑢  

 (28) 

where 0 < 𝑢 < 1. For instance, we can choose 𝑢 =
0.95 here. 

Let 

𝑓(𝑧 + 𝑧 ) 

=

𝑧 + 𝑧 ,  1 − 𝑢 < 𝑧 + 𝑧 < 1

1,        𝑧 + 𝑧 ≥ 1
1 − 𝑢 ,  𝑧 + 𝑧 ≤ 1 − 𝑢  

 (29) 

In the light of (28) and (29), we have 

𝑢 = 1 − 𝑓(𝑧 + 𝑧 )  (30) 

The control signal 𝑢  is sent to the PWM block as the 
reference value, comparing with the sawtooth signal to 
produce a pulse signal to tigger the power switch. The peak 
value of the sawtooth signal is usually 1, therefore the duty 
cycle of the pulse signal should be equal to  𝑢. 

From (1), the model of the boost converter can be written 
as 

�̇�
�̇�

=
0

( )

−

𝑥
𝑥 +

0
𝑉   (31) 

where 𝑥 = 𝑖  and 𝑥 = 𝑣 . 

Using (30) and (31), we have 

�̇� =
−(1 − 𝑢)

𝐿
𝑥 +

1

𝐿
𝑉  

=
( )

𝑥 + 𝑉   (32) 

�̇� =
1 − 𝑢

𝐶
𝑥 −

1

𝑅𝐶
𝑥  

=
( )

𝑥 − 𝑥   (33) 

Nonlinear controller (27) can be written as 

�̇� = −𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧 − 𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧

(34) 

�̇� = 𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧 − 𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧

(35) 

As a result, the fault-tolerant closed-loop control boost 
converter dynamics can be described by (32)-(35) and (16).  

B. Passivity of Boost Converter via Fault Tolerant Control

In the subsection, we will discuss the passivity of the boost
converter described by (32)-(35) and (16). 

Lemma 1 [3, 12-15]. Assume there is a continuous 
function 𝐻(𝑡) ≥ 0 such that  

𝐻(𝑇) − 𝐻(0) ≤ ∫ 𝑦 (𝑡)𝑢 (𝑡)𝑑𝑡  (36) 

for all functions 𝑢 (𝑡), for all 𝑇 ≥ 0 and all 𝐻(0). Then the 
system with input 𝑢 (𝑡) and output 𝑦 (𝑡) is passive.  

Remark 2: 

1) From Lemma 1, one can see the storage function at a
future time 𝑇  is equal or less than the summation of the 



storage function at the initial time 0, and the supplied energy 
from the external source during the interval [0, 𝑇], which 
means no energy created internally.  

2) When no external inputs, the passivity can reduce to
the Lyapunov stability. 

Theorem 2. The fault-tolerant boost converter described 
by the boost converter described by (32)-(35) and (16) is 
passive. 

 Proof. Choose the storage function as 

𝐻 = 𝑥 + 𝑥 + 𝑧 + 𝑧 + 𝑉(𝑒̅)  (37) 

where 𝑉(𝑒̅) is defined as (21). 

From (38), we have 

�̇� =
1

𝐶
𝑥 �̇� +

1

𝐿
𝑥 �̇� + 𝑧 �̇� + 𝑧 �̇� + �̇�(�̅�) 

=
−𝑓(𝑧 + 𝑧 )

𝐿𝐶
𝑥 𝑥 +

1

𝐿𝐶
𝑉 𝑥  

+
𝑓(𝑧 + 𝑧 )

𝐿𝐶
𝑥 𝑥 −

1

𝑅𝐿𝐶
𝑥  

−𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧 − 𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧 𝑧

+𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧 𝑧 − 𝑔 𝑥 + 𝐷 �̅� − 𝑉 𝑧

+�̇�(�̅�)

≤ 𝑉 𝑥                                                                       (38)

Considering the input as 𝑢 = 𝑉 , and the output as 𝑦 =

𝑥 , and from (38), we have

�̇� ≤ 𝑦 𝑢         (39) 

Taking the integral from 0 to 𝑇, we have 

𝐻(𝑇) − 𝐻(0) ≤ ∫ 𝑦 (𝑡)𝑢 (𝑡)𝑑𝑡  (40) 

From Lemma 1 and (40), the fault-tolerant closed-loop 
system described by (32)-(35) and (16) is passive. 

C. Sumulation Validatoin for Fault Tolerant Boost
Converter

Figure 8. Fault tolerant nonlinear controller against sensor 
fault: 40% measurement loss 

Suppose the voltage sensor fault has 40% loss of the 
measurement. Apply the nonlinear fault-tolerant controller, 
the inductor current and capacitor voltage operate desired 
steady values even a voltage sensor fault occurs after 1.5s. 
One can see the sensor fault has nothing effect on the 
voltage and current of the boost converter under the 

proposed fault estimator-based fault-tolerant controller 
(11), (26) and (27).  

V. CONCLUSION

In this paper, a novel nonlinear voltage sensor fault 
estimator has been proposed for the boost converter which can 
ensure a successful sensor fault estimation. By using signal 
compensation, a fault-tolerant nonlinear controller has been 
designed, which can ensure the output voltage of the boost 
converter can track the desired reference value during the 
sensor faulty condition. The passivity of the closed-loop boost 
converter system has also been proved. The proposed fault 
estimation and tolerant control schemes can be extended and 
applied to other DC-DC power converters such as Buck 
converter, and Buck-boost converter, and so forth.    
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Abstract— In the present paper, the problem of independent 
control of the speed and orientation of a differential drive mobile 
robot, through wireless networks, is studied. Based upon the linear 
approximant of the nonlinear model of the mobile robot, a multi-
delay linear I/O decoupling controller is designed. The controller 
feeds back delayed measurements of all state variables of the 
system. The analytic form of the precompensator matrix and part 
of the elements of the feedback matrix is determined. The 
remaining controller parameters are metaheuristically evaluated 
so that appropriate delay stability margins are accomplished. The 
performance of the proposed control scheme is illustrated through 
series of computational experiments, where it is observed that the 
nonlinear model behaves satisfactorily for large external 
commands and uncertain model parameters. 

Keywords— differential drive vehicles, remote control, wireless 
networks, I/O decoupling, time delay systems 

I. INTRODUCTION

The use of differential drive mobile robotic systems has 
significantly increased in several fields of applications due to 
their ability to achieve flexible manufacturing goals, their high 
degree of manoeuvrability and their ability to operate in 
unstructured environments (indicatively see [1] and the 
references therein). Of particular importance is the case of 
teleoperated systems since remote control overcomes mobility 
limitations and facilitates coordination of multiple robotic 
vehicles. Nevertheless, of special significance is the 
accommodation of problems arising from the wireless network, 
such as communication delays (indicatively see [2]).  

Towards remote control of differential drive mobile robots, 
several approaches have been proposed (indicatively see [3]-[7] 
and the references therein). In the present paper, a remote I/O 
decoupling controller is firstly designed for a differential drive 
mobile robot moving on a horizontal plane. To improve 
manoeuvrability, the goal is to independently control the 
vehicle’s speed and the orientation angle. The general case 
where the controller is not located onboard the mobile robot, is 
considered. For the controller to receive measurement signals 
and transmit actuation signals, three wireless networks are 
considered. The first is dedicated to transmitting onboard 
measured variables to the controller. The second is dedicated 
transmitting externally measured variables to the controller. The 
third network is considered to transmit actuation signals from 
the controller to the actuators, onboard the robot. Using the 
linear approximant of the original nonlinear model of the 
system, a multi-delay static measurement output feedback 
controller with a dynamic multi delay precompensator is 
designed. The precompensator matrix is analytically determined 
in a form depending upon the model parameters, the nominal 
values of the system, the feedback matrix elements, and the 

communication delays that became constant through the use of 
an appropriate transmission / signal reconstruction / 
synchronization algorithm. The controller feeds back delayed 
measurements of all state variables. A part of the elements of the 
feedback matrix is analytically determined, while the remaining 
elements are metaheuristically evaluated so that the delay 
stability margin of the closed loop system satisfies appropriate 
inequality constraints. The performance of the proposed control 
scheme is illustrated through series of computational 
experiments upon the nonlinear model of the system, where it is 
observed that, despite the linear approximant controller design, 
the nonlinear closed loop system behaves satisfactorily even for 
large external commands and in the presence of model 
uncertainties.  

II. DYNAMICS OF A DIFFERENTIAL DRIVE MOBILE ROBOT

A. Nonlinear Dynamics
The dynamic model describing the motion of a differential

drive mobile robot on a horizontal plane, under pure rolling and 
no lateral slip conditions, is considered. The vehicle is equipped 
with two active wheels, driven by permanent magnet DC 
motors. The nonlinear model describing the motion of the 
mobile robot (see [1] and [8]-[11]) is of the following form  

1
( ) ( ) ( ) ( )x t E x Ax t Bu t

−
  = +   
 

 , ( ) ( )y t Cx t= (1) 
where ( )x t , ( )u t  and ( )y t  are the state, the input and the 
performance output vector, respectively, with 

[ ]1 2 3 4 5( ) ( ) ( ) ( ) ( ) ( ) Tx t x t x t x t x t x t= =

, , , ,( ) ( ) ( ) ( ) ( )W l r l m

T

W m rit t t titθ θ ϕ =  
  ,

[ ]1 2 , ,( ) ( ) ( ) ( ) ( )m l m
T

r
T

u t u t u t t tV V = =   ,

[ ] [ ]1 2( ) ( ) ( ) ( ) ( )T Ty t y t y t v t tϕ= = . 
The variables ,W lθ  and ,W rθ  are the rotation angles of the left 
and right active wheels, respectively, ϕ  is the orientation angle 
of the vehicle, ,m li  and ,m ri  are the currents of the left and the 
right motor, respectively, ,m lV  and ,m rV  are the voltage supplies 
of the left and right motor, respectively, and v is the linear 
velocity of the robot. The system matrices are expressed in terms 
of their elements as follows: 5 5

,( ) [ ( )]i jE x e x ×= ∈


 ,

5 5
,[ ]i jA a ×= ∈


 , B = 5 2

,[ ]i jb ×∈

  and 2 5
,[ ]i jC c ×= ∈ .  The 

nonzero elements of ( )E x , A , B  and C  are: 
1,1 2,2( ) ( )e x e x= = 

2 2 2 21
, ,4 2 4( )W y P W z W P W P W W WJ J J d m b m m r b− + + + + +  , 
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2 2 2 2
,

1
1,2 2,1 4( ) ( ( ) 2) W W P P W z W Wb d m J J r be x e x −= − − = −  , 

1 1
1,3

2
22( ) W WW Pdx me br x −−= , 2

12
2,3 1

1( ) W P WWx d m r xe b−= , 

3,3 4,4 5,5( ) ( ) ( ) 1e x e x e x= = =   , 1
1,1 1,2 2 Wc c r= = , 2,3 1c = ,

1,1 2,2 ma a B= = −  , 1,4 2,5 m ma Ka r= =  , 3,1 3,2
11

2 W Wa a r b−= − = −  ,  

4,1 5,2
1

b m rKa La r −= = −  , 4,4 5,5
1

m rRa a L−−= =  , 4,1 5,2
1

rb Lb −= =  , 
where ,W yJ  is the moment of inertia of each active wheel around 
its rotation axis, ,W zJ  is the moment of inertia of each active 
wheel around its vertical axis , PJ  is the robot platform’s 
moment of inertia around the vertical axes through the center of 
mass of the platform, including carried objects, Pm  is the mass 
of the platform, including carried objects, Wm  is the mass of 
each active wheel, Wb  is the distance between the hubs of the 
two active wheels, Wd  is the distance of the center of mass of 
the vehicle from the wheels’ axis of rotation, Wr  is the active 
wheel radius, mB  is the active wheel viscous torque constant, mr
is the motor gearbox ratio, mK  is the motor torque constant, bK
is the motor back emf constant, rL  is the motor inductance, and 

mR  is the DC motor electrical resistance. 
B. Dynamics of the Linear Approximant

Assume that the mobile robot follows a straight path at
constant linear velocity. Let 1u , 2u , ix , 1y  and 2y  be the 
nominal points of 1u , 2u , ix  ( 1, ,5i =  ), 1y  and 2y , 
respectively, while the respective vectors of the nominal points 
are denoted by u , x  and y . Using (1) the nominal points of 
the state, performance and input variables are derived to be 

1
1 2 Wvx x r∗ −= = , 1y v∗= , 3 2x y ϕ∗= = , 5 4x x= =

( ) 1
m m m WB v K r r −∗ , ( )( ) 12

1 2 b m m m m m m Wu v K K r B R K ru r −∗ += = ,
where v∗  and ϕ∗  are the nominal cruising velocity and 
orientation angle of the mobile robot. 

The linear approximant of the model (1) is of the form 
( ) ( ) ( )x t A x t B u tδ δ δ= +  ,  ( ) ( )y t C x tδ δ=  (2) 

where ( ) ( ) ( )u t u t u t uδ = ∆ = − , while ( )x tδ  and ( )y tδ  are 
the responses of (2), approximating ( ) ( )t xx t x∆ = −  and 

( ) ( )t yy t y∆ = −  around an operating point ( )o t o=  where 
( )( ) ( ), ( ), ( )o t u t x t y t= and ( ), ,o u x y= . It holds that 

{ }1[ ( )] [ ( ) ( )]x o o
A E x Ax t Bu t−∂

∂ =
= +  , B B=  . 

The nonzero elements of 5 5
,[ ]i jA a ×= ∈  are computed to be: 

{1,1 2
2 2

,,2
2

,8 2 2m W W y m W P W z W PB b J B r J J ma a d− + += += +

}2 2 2
,4 2 ( 2( )) /W P W W P W W y P W Wb m m d m r J m m rv∗ + + +  +

{ 2 2 2
, ,2 2 2 ( 2( ) )W y P W W P W z W P WJ m m r J J d m r  + + + + +  

}2 2
,2 ( )W W y W Wb J m r + +  ,

{2
2,1 1

2
,,2 2 ( 2 () 2W W P W y P W W m Pa mda r m J m r v B J∗ = =   ++ + −

} {2 2 2
, ,2 / 2 2) ( 2 )W z W P W P W y P W WJ b m d m J m m r − + + + 

}2 2 2 2
, ,( 2 ) 2 ( )P W z W P W W W y W WJ J d m r b J m r+ + + +   ,

2
,

1

2,5 1,4 2 ( 2 )m m W y P W WK r J ma m ra
−

+ + = =   +
12 2 2 2 2

, ,( 2 ) 2 ( )m m W P W z W P W W W y W WK r b J J d m r b J m r
−

 + + + +  ,
 4,4 5,5a a= = 1

m rR L−− , 4,1 5,2
1

b m rKa a r L−= = − , 3,1 3,2a a= − =
11

2 W Wr b−− , 
1

2,4
2

,1,5 2 ( 2 )m m W y P W Wa K ma r J m r
−

+ + = = −   
2 2 2 2

, ,

12( 2 ( )) 2m m W P W z W P W W W y W WK r b J J d m r b J m r
−

+ + + +   . 

III. A REMOTE I/O DECOUPLING CONTROLLER

A. Analysis of the Design Goal
The controller design goals are:

• Stability of the closed loop system,
• Stability of the controller,
• I/O decoupling for the performance variables, and
• Asymptotic command following.

B. Configuration of the Wireless Network
Remote control means that that the controller is located far

away from the sensors and the actuators of the controlled 
system. To cover the more general case of remote controlling, 
three wireless networks will be considered. The 1st network 
(WN1) is dedicated to the transmission of measurable variable 
signals (generated by sensors onboard the robot) to the 
controller. The 2nd network (WN2) is dedicated to the 
transmission of measurable variable signals (generated by 
sensors being outside the robot) to the controller. Finally, the 3rd 
network (WN3) is dedicated to the transmission of actuatable 
input signals (generated by the controller) from the controller to 
the robot actuators. The variables measured onboard the robot 
are the angular velocities of the active wheels and the respective 
electric motor currents. The only externally measured variable 
is the orientation angle of the mobile robot (see [1]).  

In such networks, depending upon the distance of the 
devices, the communication protocol, and the presence of 
electromagnetic noise, the received signals are expected to be 
time delayed. In general, transmission delays are time varying. 
Nevertheless, an appropriate transmission / signal reconstruction 
/ synchronization algorithm [12] will be used to synchronize the 
transmitted signals and eliminate variations of the delays. Using 
this algorithm, the time varying communication delays are 
increased to a constant upper bound, namely a constant delay per 
wireless network. 

The proposed wireless networked control scheme is quite 
general in the sense that it covers as special cases a) the case 
where an onboard controller is used, by considering zero delays 
for WN1 and WN3, and b) the case of onboard measurement of 
the orientation angle, by considering zero delays for WN2.  
C. A Multi delay dynamic controller

After embedding the algorithm, developed in [12], to the
controller computer platform, the controller will be designed 
using the following version of the linear approximant model (2) 
of the mobile robot including constant communication delays  

( ) ( ) ( )ux t A x t B u tδ δ δ τ= + − , ( ) ( )y t C x tδ δ=  (3a) 
( ) ( ) ( )e et L x t L x tθ θδψ δ τ δ τ= − + −  (3b) 

where ( )tδψ  is the measurement output vector, 

( ) 5 5
,e e i jL l × = ∈   , ( ) 5 5

,i jL lθ θ
× = ∈   , while eτ , θτ  and  

uτ  are the constant communication delay through WN1, WN2, 
and WN3, respectively. It is important to mention that the 
algorithm, proposed in [12], achieves signal reconstruction and 



synchronization as well as constant delays independently of the 
communication protocol used. The non-zero elements of eL

and Lθ  are ( ) ( ) ( ) ( ) ( )1,1 2,2 4,4 5,5 3,3 1e e e el l l l lθ= = = = = . The 
forced response of (3) is governed in the frequency domain by 
the set of algebraic equations 

( ) ( ) ( )us X s A X s z B U sδ δ δ= +  (4a) 
( ) ( )Y s C X sδ δ= , ( ) ( ) ( )e es z L z L X sθ θδ δΨ = +  (4b) 

where us
uz e τ−= , sz e θτ

θ
−= , es

ez e τ−= , { }( ) ( )X s x tδ δ−= L , 
{ }( ) ( )U s u tδ δ−= L , { }( ) ( )Y s y tδ δ−= L  and ( )sδΨ =

{ }( )tδψ−L , with { }− •L  being the Laplace transform of the 
argument signal. 

The controller is of the static measurement output feedback 
type with a dynamic multi delay precompensator, i.e.,  

( ) ( ) ( , , , ) ( )u eU s K s G s z z z sθδ δ= Ψ + Ω  (5) 

where 2 5
, i jK k × = ∈  , ( )sΩ  is the Laplace Transform of 

the 2 1×  vector of external inputs and ( , , , )u eG s z z zθ  is a 
2 2×  precompensator matrix, with elements being rational 
functions of s  with coefficients rational functions of uz , ez
and zθ . The implementability of the controller requires that the 
elements of the matrix ( , , , )u eG s z z zθ  is physically realizable 
(see [13]-[15]). Following [13]-[15] and substituting (5) to (4), 
the I/O decoupling problem is formally stated as follows: Find 
appropriate K  and ( , , , )u eG s z z zθ  such that 

( ) 1
5 ( , , , )u u e e u ez C sI A z BK z L z L BG s z z zθ θ θ

−
− − + =  

{ }
1,2

diag ( , , , )i u e
i

h s z z zθ
=

= (6) 

where nI  is the n -dimensional identity matrix and 
( , , , ) 0i u eh s z z zθ ≠ , {1,2}i∀ ∈ , are appropriate different than 

zero rational functions of s  with coefficients being rational 
functions of uz , ez  and zθ . According to [14], the general 
solution of (6), with respect to the controller matrices, is 

:arbitraryK  (7a) 
1

2 5( , , , ) ( )( )u e u e eG s z z z I z K z L z L sI A Bθ θ θ
− = − + − ×   

{ }11
5

1,2
diag ( , , , )( ) i u eu
i

h s z z zz C sI A B θ
−−

=
 −  (7b) 

For ( , , , )u eG s z z zθ  to be invertible and realizable, it is 
necessary that ( , , , ) 0i u eh s z z zθ ≠  is sufficiently realizable. 

The index of realizability of ( )
11

5uz C sI A B
−− −   is computed

to be uτ− . Thus, the index of realizability of ( , , , )i u eh s z z zθ
must be grater than or equal to uτ . The diagonal elements of the 
closed loop transfer matrix connecting the external commands 
to the respective performance outputs are selected to be: 

( ) ,
42

1
/ ( )1u j ii jh s T sz

=
+= ∏  ; 1, 2i = , , i jT +∈ . (8) 

The general solution of ( , , , )u eG s z z zθ  is computed to be 

{ }4

11,2
,( , , , ) ( , , , ) diag / ( )1u e u e u iji
jG s z z z s z z Tz z sθ θ =

=
= Γ +∏  (9)

where , 1 2( , , , ) ( , , )u e i js z z z s z zθ γ Γ =    ( , {1,2}i j∈ ), 1 e uz z z=

and 2 uz z zθ= , 3
, , , 1 20

( , , , ) ( , )k
i j u e i j kk

s z z z s z zθγ γ
=

= ∑  and    

( ) ( ){ 1 4,1 4,1 1,1 1,2 1,4 4,1 1 4,1 1,1, 1,1, 21 0 z a b k k a a z b k kγ  = ++ +  + +

( ) ( ) }2
4,1 1,1 1,2 4,4 1 4,1 1,4 1,5 /a a a a z b k k + − + + + 

( )3,1 1,4 4,1 4,12 Wb a a a b +  , 1, 21, 11,1 1, 4,4a a aγ + += +

( ) ( )1 4,1 1,4 1,5 3,1 1,4 4,1 4,1/ 2 Wz b k k b a a a b  + + +   , 

( ) 1

3,1 1, 41, 4 4, 11,2 1 ,2 Wb a a a bγ
−

 − + = , 1,1,3 0γ = , 

2 1,31,2,0 z kγ = − , ( ){ 2
4,1 1,4 4,1 1 4,1 1,1 12 ,21, ,1 a a a z b k kγ − + − =   +

( ) ( ) ( ) }1 4,1 4,1 1,1 1,2 1,1 1,2 4,4 1 4,1 1,4 1,5 /z a b k k a a a z b k k − + − + − 

( )3,1 1,4 4,1 4,12a a a b−   ,

( )1 4,1 1,5 1,4 1,1 1, 41 2 2,2, ,4 /z b k k a a aγ  − += −  −

( )3,1 1,4 4,1 4,12a a a b−   , ( ) 1

3,1 1,4 41,2, 43 ,1 ,12a a a bγ
−

= −   ,

( ) ( ){ 1 4,1 4,1 2,1 2,2 1,4 4,1 1 4,1 2,10 21 ,, , 22 z a b k k a a z b k kγ  =  + + + +

( ) ( ) }2
4,1 1,1 1,2 4,4 1 4,1 2,4 2,5 /a a a a z b k k − + + + +

( )3,1 1,4 4,1 4,12 Wb a a a b+   , 1, 22, 11,1 1, 4,4a a aγ + += +

( ) ( )1 4,1 2,4 2,5 3,1 1,4 4,1 4,1/ 2 Wz b k k b a a a b+ +   , 2 2,32,2,0 z kγ = − , 

( ) 1

3,1 1, 42, 4 4, 11,2 1 ,2 Wb a a a bγ
−

 − + = , 2,1,3 0γ = ,

( ) ( ){ 1 4,1 4,1 2,1 2,2 1,4 4,1 1 4,1 2,21 22 ,, , 12 z a b k k a a z b k kγ  =  − + + −

( ) ( ) }2
4,1 1,1 1,2 4,4 1 4,1 2,5 2,4 /a a a a z b k k − − − + − 

( )3,1 1,4 4,1 4,12a a a b−   ,

( )1,1 1,2 4,4 1 4,1 2, 22,2,2 5 ,4 /a a a z b k kγ + −= +  −

( )3,1 1,4 4,1 4,12a a a b−   , ( ) 1

3,1 1,4 42, 4,1 ,12,3 2a a a bγ
−

−=  −   .
Using this precompensator, I/O decoupling and controller 

stability has been achieved. The feedback matrix elements will 
be specified such that the closed loop characteristic polynomial 
system is stable. Assuming stability, asymptotic command 
following for the performance outputs is also achieved. 

Regarding the selection of the feedback matrix elements, a 
mixed analytic – metaheuristic scheme will be used. Part of the 
controller parameters will be used to simplify the form of the 
characteristic polynomial while the remaining part will be 
metaheuristically determined to increase the stability margin, 
with respect to the delays. The closed loop characteristic 
polynomial is computed to be the form 

45 2
1 2 1 1 2 1 20

( , , ) ( ) j
c j j j j jj

p s z z s z z z z z v sε ρ µ λ
=

= + + + + +∑ ; 

0 0ε = , ( )( ){2 2 2
4,1 1,2 1,1 1,5 2,4 1,4 51 2,b a a k k k kε − −= −

( )( ) (2 2
1,4 4,1 1,2 2,1 1,1 2,2 1,1 1,4 1,5 2,1 1,4 2,2a a k k k k a a k k k k− − + − +

) ( )1,2 2,4 1,1 2,5 4,1 1,5 2,2 1,1 2,4 1,4 2,1 1,2 2,5k k k k a k k k k k k k k − + + − − +

( )1,2 4,1 1,4 2,2 1,2 2,4 1,5 2,1 1,1 2,5a a k k k k k k k k − − + +  

( ) }1,4 1,4 2,1 1,5 2,2 1,1 2,4 1,2 2,5a k k k k k k k k + − − +  ,

( )2
4,1 1,4 1,4 2,2 1,5 2,1 1,2 2,4 1,1 2,2 5b a k k k k k k k kε − − += +  

( )4,1 1,4 2,1 1,5 2,2 1,1 2,4 1,2 2,5a k k k k k k k k− − + +



( )1,1 1,5 2,4 1,4 2,52a k k k k −  , ( )2
4,1 1,4 2,5 1, 43 5 2,b k k k kε −= , 4 0ε = , 

( ) ( ) ( ){2
3,1 1,4 4,1 4,1 1,4 4,1 1,3 2, 2 20 1 ,a a a b a a k k kρ − + +=  −

( ) ( ) ( )1,1 1,2 2,3 1,1 1,4 1,5 2,3 1,3 2,4 2,5k k k a k k k k k k ++  + − + + 

( ) ( ) }1,2 1,4 1,5 2,3 1,3 2,4 2,5a k k k k k k  + − + ,

( ) ( ) ( )( )2
3,1 1,4 4,1 4,1 1,4 1,5 2,3 1,3 2,4 2,51 a a a b k k k k k kρ − − − += + , 

2 0ρ = , 3 0ρ = , 4 0ρ = , 0 0µ = , 

( ) ( )( )(4,1 1,4 4,1 4,1 1,4 4,1 1,1 2,21 b a a a a a k kµ − + += +

( ) ( )2 2
1,1 4,4 1,4 2,5 1,2 4,4 1,4 2,5a a k k a a k k+ − + +

( ) ( ){1,1 4,1 4,1 1,5 2,4 1,4 1,4 2,5a a a k k a k k  −− + +  

( ) ( ) }4,4 4,1 1,2 2,1 1,4 1,1 2,2a a k k a k k + + +  +

( ) ( ){1,2 4,4 1,4 1,2 2,1 4,1 1,1 2,2a a a k k a k k  ++ + +

( ) ( ) })4,1 4,1 1,4 2,5 1,4 1,5 2,4a a k k a k k+ + +  − ,

( ) ( ){4,1 4,4 4,1 1,2 2,1 1,4 1,12 2,2b a a k k a k kµ  = −+ + +

( ) ( ) ( )2
1,2 1,4 1,2 2,1 4,1 1,1 2,2 1,1 1,4 2,5a a k k a k k a k k+ + + − + +  

( ) ( ) ( )2
1,2 1,4 2,5 4,1 1,4 1,4 2,5 4,1 1,5 2,4a k k a a k k a k k+ + + − +   +

( ) ( ) ( ) }1,1 4,1 1,2 2,1 1,4 1,1 2,2 4,4 1,4 2,52a a k k a k k a k k+ + + −   +

( )( )4,1 1,1 4,4 4 53 1, 2,2b a a k kµ + += −

( ) ( )4,1 1,2 2,1 1,4 1,1 2,2a k k a k k − + − + , ( )4,1 1,44 2,5b k kµ − += , 

( ) ( ) ( )2
3,1 1,4 4,1 4,1 1,4 4,1 1,3 2,3 4,1 1,3 20 ,3a a a b a a k k a k kλ − − + −=  ,

( ) ( )1,1 1,2 4,4 1,3 2,3a a a k k − + −  , ( )3,1 1,4 4, 11 1 4,a a a bλ −=

( ) ( )4,4 1,3 1,1 1,3 2,3 1,2 1,3 2,3 4,4 2,3a k a k k a k k a k  + − + − − ,

( ) ( )3,1 1,4 4,1 4,1 1,3 2,32 a a a b k kλ −= − − , 3 0λ = , 4 0λ = , 0 0v = , 

( ) ( )1,4 4,1 4,1 1,2 1,1 4,41 a a a a a av − + − =   ,

( ) ( )4,1 1,4 4,1 1,1 1,2 4,4a a a a a a  + − + , ( )1,1 4,44 2 av a− += , 

( ) ( )2 2
4,1 1,1 1,4 1,2 4,1 1,2 1,1 1,4 4,1 4,2 42v aa a a a a a a a a − + −= + , 

2
1,1 4,4a a −  , 2 2 2

1,1 1,2 1,4 4,1 1,1 4,3 4 4,42 4a a a av a a a− − + += . 

Choosing 
( ) ( )2 2

1,1 1,4 1,5 4,1 1,4 1,2 1,4 1,5
1,2

1,4 1,4 4,1 1,5

k a k a k a k k
k

a k a k

− + −
=

−
, 

2,1 1,1 2,3 1,3/k k k k= , 2,4 1,4 2,3 1,3/k k k k= , 2,5 1,5 2,3 1,3/k k k k= , and 

( )
( )

2 2
1,4 1,1 1,5 4,1 1,1 1,4 1,2 1,4 1,5 2,3

2,2
1,3 1,4 1,4 4,1 1,5

a k k a k k a k k k
k

k a k a k

 − − 
−

=
+

, we get 

0j jε ρ= =  ( 0, , 4j = ). Thus, stability analysis of the closed 
loop characteristic polynomial is facilitated. 
D. A Metaheuristic algorithm for the determination of the free

controller parameters
As already mentioned, it is imperative for the characteristic

polynomial of the closed loop system to be stable for 

sufficiently large constant time delays that may result from the 
transmission / signal reconstruction / synchronization algorithm 
in [12]. The characteristic polynomial of the closed loop system 
depends upon the time delays 1 e uτ τ τ= +  and 2 uθτ τ τ= + . The 
goal of the metaheuristic algorithm is to find controller 
parameters 1,1k , 1,3k , 1,4k , 1,5k  and 2,3k such that the 

characteristic polynomial remains stable for all 1 10,τ τ ∗ ∈    

and all 2 20,τ τ ∗ ∈   , where 1τ
∗  and 2τ

∗  are appropriate bounds 
set by the designer, certainly larger than the maximum values 
of the delays 1τ  and 2τ  expected during the implementation 
phase of the control scheme. Assuming that for a given set of 
controller parameters the true delay stability margins for 1τ  and 

2τ  are 1τ  and 2τ  respectively, define 2 2
1, 2,3 1 2( , )jJ k k τ τ+=    ; 

{ }1,3, 4,5j = . So, the goal of the algorithm is to maximize J . 
In what follows, a metaheuristic algorithm like that in [16] and 
[17] will be applied. The key point of the algorithm is to define
an initial search area for the free controller parameters and after
several loops to contract to a suboptimal solution that satisfy
the maximization. The metaheuristic algorithm is:
Initial Data and Performance Criterion
1) Delay bounds 1τ

∗  and  2τ
∗ . 

2) Center values and half widths for the initial search area of
the controller parameters ( )1, cjk , ( )2,3 c

k , ( )1, wjk and ( )2,3 w
k . 

3) Performance criterion 1, 2,3( , )jk kJ . 
4) Iteration parameters loopn  , repn , totaln ∈
5) Search algorithm threshold q
Algorithm
Step 0: Set the numbering index max 0i = .
Step 1: Determine the search area ℑ  as follows: ( )1, cjk −

( ) ( ) ( )1, 1, 1, 1,w cj wj j jk k k k≤ ≤ +

( ) ( ) ( ) ( )22,3 2,3 2, ,3 2,33c w c w
k k k k k− ≤ ≤ +

Step 2: Set the numbering index 1 0i = . 
Step 3: Set the numbering index 1 1 1i i= + . 
Step 4: Set the numbering index 2 0i = . 
Step 5: Set max max 1i i= + . If max totali n>  go to Step 16. 
Step 6:  Set the numbering index 2 2 1i i= + . 
Step 7: Select randomly a set of controller parameters within 
the search area ℑ , let ( )

2
1, 1,j j i

k k=  and ( )
2

2,3 2,3 i
k k= . 

Step 8: Check if the polynomial ( ,1,1)cp s  is stable. If yes, go 
to step 9. If not, go to step 7. 
Step 9: Check if 1 2( , , )cp s z z  is stable for 1 10,τ τ ∗ ∈    and 

2 20,τ τ ∗ ∈   . If yes, go to Step 17. If no, go to Step 10. 

Step 10: Evaluate ( ) ( )( )2 22
1, 2,3,i iijk kJ J=

Step 11: If 2 loopi n< , then go to Step 5. 
Step12: Find 

1 2,max 2max{ , 1, , }i i loopJ J i n= =   as well as the 

corresponding controller parameters, let ( )
1

1, j i
k and ( )

1
2,3 i

k .

Step 13: If 1 repi n≥ then find the controller parameters, 

( )
x1, majk , ( ) x2,3 ma

k  and ( )
n1, mijk , ( ) n2,3 mi

k , corresponding to 



1min ,min 1min{ , 1, , }i repJ J i n= = 

max ,min 1max{ , 1, , }
ii repJ J i n= =   

Else go to Step 3. 
Step 14: Define ( ) ( )

max1, 1,cj jk k= , ( ) ( )2,3 ma2 x,3 c
k k=

( ) ( ) ( )
max min1, 1, 1,j j jw

k k k= − , ( ) ( ) ( )max min2,3 2,3 2,3w
k k k= −

Step 15:  If ( ) ( ) ( ) ( ){ }1, 1, 2,3 2,3min / , /
w cj jw c

k k k qk > , go to
Step 1. 
Step 16: Terminate algorithm unsuccessfully. 
Step 17: Set ( )

2
1, 1,j j i

k k= and ( )
2

2,3 2,3 i
k k= and terminate 

algorithm successfully. 

In Step 9, the delay stability margins of 1 2( , , )cp s z z  must be 
evaluated. This can be done using the results in [18]. 

IV. SIMULATION RESULTS

 To demonstrate the performance of the proposed controller, 
the output of the linear controller will be added to the nominal 
values of the inputs and applied to system (1). Let (see [1])  

2
, 0.001168 kg mW yJ =    , 2

, 0.000584 kg mW zJ =    , 
20.009753 kg mPJ =    , [ ]1.5 kgPm = , [ ]0.064 kgWm = , 

[ ]0.105 mWb = , [ ]0.055 mWd = , [ ]0.0365 mWr = , 
[ ]0.002 NmsmB = , [ ]5mr = − , [ ]0.052 Nm/AmK = , 

[ ]0.052044 VsbK = , [ ]44 10 HrL −= ⋅  , [ ]2.2mR = Ω . 
Let [ ]0.1 m/sv∗ =  and [ ]/ 6 radπϕ∗ = ., then it holds that 

[ ]1 2.74 rad/sx = , [ ]2 2.74 rad/sx =  , [ ]3 / 6 radx π= , 
[ ]4 0. A021x = , [ ]5 0. A021x = , [ ]1 0.1 m/sy = , 

[ ]2 / 6 rady π= , [ ]1 0. V759u = , [ ]2 0. V759u = .

With respect to the metaheuristic algorithm, let ( )1, 0j c
k = , 

( )2,3 0
c

k = , ( )1, 200
wjk = , ( )2,3 200

w
k = , [ ]1 3 sτ ∗ = , 

[ ]2 3 sτ ∗ = , 50[ ]loopn = − , 10[ ]repn = − , 710 [ ]totaln = − and
310 [ ]q −= − . The resulting free controller parameters are 

1,1 26.497k = , 1,3 188.305k −= , 1,4 126.676k = − , 

1,5 127.158k =  and 2,3 188.616k = − , while  the true delay 
stability margins are [ ]1 7.7 sτ =  and [ ]2 12.17 sτ = , being 
significantly larger than the delay bounds set in the 
metaheuristic algorithm. 
 To demonstrate the performance of the present control 
scheme, when applied to the original nonlinear model (1), the 
external commands will be chosen to be of the form 

1 1( ) ( )st u tω ω=  and 2 2( ) ( )st u tω ω= , where 1 2,ω ω ∈  and 
where ( )su t  is the unit step signal.  Choosing [ ]1 0.005 m/sω =  
and [ ]2 d0.0 ra157ω −= , the closed loop responses of the state, 
performance and input variables are presented in Figures 1 to 5. 
It can readily be observed that the nonlinear and linear 
approximant closed loop responses are practically identical. All 
variables, besides the performance outputs that follow 
accurately the model responses, are appropriately bounded. 
Similar conclusions also hold for different amplitudes of the 
external commands. In particular, using the composite cost 
function defined in [19], it can be observed that the error 

between linear approximant and nonlinear closed loop 
responses, barely exceeds 3% for external commands up to 50% 
of the respective nominal values (see Figure 6). 
 To check the robustness of the proposed control scheme for 
uncertain model parameters and following [1], it is considered 
that the active wheel viscous torque constant mB  and the DC 
motor electrical resistance mR  are not accurately known and that 
the controller is designed using the nominal values ,0mB  and 

,0mR , i.e., ,0m m mB B Bδ= +  and ,0m m mR R Rδ= + , where mBδ
and mRδ  are unknown perturbations. Setting 

[ ],0 0.002 NmsmB = , [ ],0 2.2mR = Ω  and applying series of 

computational experiments for mBδ  ∈ ,0 ,00.3 ,0.3m mB B − 
and mRδ  ∈ ,0 ,00.3 ,0.3m mR R −  , where [ ]1 0.005 m/sω =  and 

[ ]2 d0.0 ra157ω −= , it is observed that the respective composite 
cost remains small even for significant deviations of the true 
values of the two parameters (see Fig. 7). 

Fig. 1. Closed loop system velocities of the left and the right wheel 

Fig. 2. Closed loop system orientation angle of the mobile robot. 

Fig. 3. Closed loop system velocity of the mobile robot. 



Fig. 4. Closed loop system DC motor currents. 

Fig. 5. Closed loop system DC motor voltage supplies. 

Fig. 6. Composite metric for various external commands. 

Fig. 7. Composite metric for various perturations of the uncertain parameters. 

V. CONCLUSIONS
Based upon the linear approximant of the nonlinear model of 

a differential drive mobile robot, a multi-delay linear I/O 
decoupling controller has been designed. The controller fed 
back delayed measurements of all state variable of the system. 
The analytic form of the precompensator matrix and part of the 
elements of the feedback matrix have been derived, while the 
remaining part of the feedback matrix elements has been 
metaheuristically evaluated to accomplish appropriate delay 
stability margins. The performance of the proposed control 
scheme has been illustrated through series of computational 
experiments demonstrating that the system behaved 

satisfactorily for large external commands and uncertain model 
parameters. Future research includes implementation of the 
proposed scheme on a laboratory prototype. 
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Abstract—In the real application of a permanent magnet 

Brushless DC (BLDC) motor, there exist many types of 

disturbances. These are parameter variation, back-emf, 

torque ripples, friction forces, unmodelled dynamics, and 

external disturbances such as load variations, which may be 

the reason of performance degradation in closed-loop control 

if the control technique implemented cannot reject these 

disturbances. A model-free active disturbance rejection 

controller (ADRC) is an effective control technique to deal 

with such disturbances. This work investigates ADRC for 

speed control of sensorless BLDC motors, to contain such 

disturbances. Since the unmodelled dynamics of the system 

are estimated and rejected online, the requirement of detailed 

mathematical description of system is avoided. The sensorless 

operation of BLDC has been integrated to the system, using 

an observer-based method. The control performance of the 

motor is compared with the traditional method, and the 

superiority of the ADRC based technique can be observed 

from the results obtained. 

Keywords— Active Disturbance Rejection Controller 

(ADRC), Brushless DC(BLDC) Motor 

I. INTRODUCTION 

Due to their high-power density, torque, and efficiency, 
BLDC motors are widely used in many applications like 
automotive, industrial, and household [1]. The BLDC motor 
works on the principle of electronic commutation i.e., 
commutation of phases is done by observing the rotor 
position through sensors. But these sensors reduce the 
reliability of the system in high temperatures and dusty 
environments. So, in the previous two to three decades a 
sensorless control technique has been offered to eliminate 
the cost and unreliability. 

In most practical sensorless technology, the rotor 
position is determined by using the back-emf zero crossing 
of the motor. But at low speed, it is difficult to obtain the 
zero-crossing point of the back-emf. So, a commutation 
function based sensorless technique is being used, which is 
a speed-independent function [2]. This is basically the ratio 
of estimated line back-emfs. 

It has been of great importance in motor control design 
to improve the performance of motor drive systems. The 
motor behavior is severely affected by the disturbances 
(e.g., a random change in load) present in the system and 
uncertainties (parameter variations) [3]. The effect of these 
uncertainties and disturbances can be reduced by using a 
suitable controller that has the ability to reject them. A 
model-free ADRC has been used in this paper to serve the 
purpose. 

 A PID control is mostly used for industrial purposes 
owing to the simple structure and relatively simpler tuning 
of parameters. However, it suffers from numerous 
drawbacks. While implementing digital control a PID 
controller cannot fully utilize the compact and powerful 
digital processors currently available. For tuning the 
controller parameters, an exact plant model and precise 
parameters are required which may not be available and 
create uncertainties. Therefore, a control technique that has 
a simple differential equation, the ability of nonlinear 
control feedback, a noise-tolerant tracking differentiator, 
and disturbance estimation and rejection is required [4]. 

As an alternative to PID, a control scheme known as 
active disturbance rejection control (ADRC) has been 
proposed [5]. The characteristics of ADRC is to treat all the 
parameter uncertainties and disturbances as equivalent 
disturbance and then apply a control signal to compensate 
for them. An ADRC controller does not require an accurate 
mathematical model of the plant as the unmodelled 
parameters are estimated online. It provides an effective 
disturbance rejection without having an overall complicated 
observer structure. 

The use of ADRC has been in continuous progress for 
two decades. It is a modern control strategy that has the 
ability to compensate the disturbances (both internal and 
external) by estimating them in real-time [4,6]. It consists of 
three parts namely: (i) a tracking differentiator, (ii) an 
extended state observer, and (iii) non-linear state error 
feedback. High precision, fast response, and simple 
structure with easy parameter tuning are the characteristics 
of this controller. It has been used in many applications such 
as wind turbines, robotics, energy conservation controller, 
and particularly in the field of motor control [7-8]. This 
paper implements an ADRC scheme to control the speed of 
a sensorless BLDC motor for achieving its speed tracking 
under variable load and parameter uncertainty. In some 
recent work, the ADRC technique has been implemented for 
BLDC motor, but not for sensorless method integrated, as 
in this work. Also, the performances are compared with 
traditional PI controller to show the superiority of ADRC. 

The paper is organized as follows. The modeling and 
sensorless control system development for BLDC motor 
drive is explained in Section II. An active disturbance 
rejection control design is presented in Section III. The 
results of the simulation are shown in Section IV for 
comparison of the performances of ADRC and PID 
controllers. Section V summarizes the conclusion. 
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II. MODELLING AND SENSORLESS CONTROL 

SYSTEM DEVELOPMENT FOR BLDC MOTOR 

DRIVE 

For a star-connected BLDC motor, the per-phase 

voltage equations of the three phases can be written as (i) - 

(iii). It has been assumed that all the winding resistances are 

the same and also the self and mutual inductances are equal. 

Saturation of the core is also neglected for this modeling.�� = ��� + �	
 − � ����� + ��  ��
�� = ��� + �	
 − � ����� + ��  ��� 
�� = ��� + �	
 − � ����� + ��  ����

Where �� , �� , ��� ��  represents the phase winding

voltages. R is the per phase resistance, 	
 and M denotes the

per phase self and mutual inductances respectively. From 

hereafter 	
 − �  will be represented as L. ��, �� , ��� ��
represents the per phase back-emfs. 

The sensorless control scheme implemented in the paper 
is based on the fact that the rotor position of a BLDC motor 
can be obtained from the zero-crossing point (ZCP) of the 
trapezoidal back-emf waveform. Since the back-emf in a 
BLDC motor can’t be measured directly, an unknown input 
observer is used to estimate it. The sensorless control 
scheme used to control the speed of the BLDC motor can be 
observed in the Fig. 1.  
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Fig. 1. Sensorless Control of BLDC motor using 

ADRC 

As no neutral point is available in BLDC motor, it is 
infeasible to obtain the equation of the phase voltages. 
Hence, the back-emf will be estimated from the following 
line voltages and current equations: 

��� = ���� + 	 ������ + ���  ���
From which we can write 

������ = �	 ��� + 1	 ��� − 1	 ���  ��
In equation (v), ���  and ���  can be measured, so they

are the known state variables and ���  which is

unmeasurable shall be estimated, as shown in the Fig.2.  
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Fig. 2. Block Diagram of a Back-emf Observer 

Therefore, by using the above-mentioned technique, 

estimated values of back-emfs �̂�� , �̂�� , and �̂��  can be

obtained. The sensorless commutation technique, which is 

based on the ZCP of the back-emfs, can’t detect the ZCP at 

low speeds. Therefore, a speed independent commutation 

function (CF) is developed using the estimated line to line 

values of the back-emfs. These commutation functions are 

defined as: 

 �� =  �̂���̂��  ���
 �� =  �̂���̂��  ����
 �� =  �̂���̂��  �����

These commutation signals �� , �� , and ��  along with

their complements will be fed as the six gate pulses of the 

three-phase inverter as per the rotor position. From the 

estimated values of the back-emfs, the rotor position and 

speed can be simply calculated. Back-emf and speed in a 

BLDC motor is related by the equation: 

Back-emf, � =  ����   ���
Where, e is the magnitude of back-emf, ��  is the co-

efficient of the back-emf and ��  is the rotor speed in
electrical radian per second. The magnitude of the back-emf 
will be estimated from the maximum value of the line-to-
line back-emf, from the observer. Hence, estimated speed 
can be calculated from the following equation: ��� =  � !  ��

��  = "# ���   ���
Where �� is the estimated rotor speed in mechanical radians
per second and P is the number of poles. The position of the 
rotor can be obtained by integrating the rotor speed: 



$%� = & ��� �� + $'          ����
Where  $' is the initial rotor position.

III. ACTIVE DISTURBANCE REJECTION CONTROL 

DESIGN 

Using PI control technique to the speed controlling, 
requires the knowledge of system parameters to tune the 
controller. Apart from this, PI controller doesn’t consider 
the non-linear dynamics of the system and also no parameter 
uncertainty or disturbances are rejected. Due to this, it 
causes poor performance in real time. Ideally, a BLDC 
motor has linear torque-speed relationship, but practically 
there is asymmetry in back-emf waveform, which is usually 
considered to be trapezoidal in nature. The current supplied 
to BLDC motor requires to be rectangular of pulse width 120'  But, due to motor winding inductances and
commutation occurring after each 60 degrees, it creates 
notches and phase delays in the current. Due to these 
reasons, electromagnetic torque of the BLDC motor has 
ripples. To overcome the drawbacks of PI controller an 
ADRC is designed in the speed loop of sensorless BLDC 
motor. 

ADRC has a non-linear control law and doesn’t rely on 
a separate observer, since it has an extended state observer 
to estimate the internal state and total disturbances [9]. It 
facilitates the controller to increase the convergence speed 
and effectively rejects the disturbances. 

3.1. Non-Linear ADRC Design 

The ADRC is composed of three primary components: 
(i) a tracking differentiator (TD), which serves the purpose
of tracking the signal efficiently, (ii) the extended state
observer (ESO), that estimates total disturbances and
internal states of the system and (iii) the non-linear state
error feedback (NLSEF) or control law to provide a stable
controlled variable [10]. The controlled variable's order
determines the ADRC controller's order [11]. A first-order
ADRC controller with output y can be expressed as

*�+ = � + ,�-. = �   �����
In (xii), the plant input is �- , b is a constant, and total

disturbance is represented by d, which incorporates all 

unknown disturbances and known parameters. Then, d is 

considered as an extended state variable �- , so that the ESO

could estimate. Fig. 3 depicts the basic controller diagram 

of a first-order ADRC. The constant b of the system applied 

in (xii) is the roughly estimated value of ,' as shown in the

Fig. 3. The ESO provides two outputs: /- is an estimate of

the system output y, and /"  is an estimate of the overall

disturbance d and the tracking error is e. 

For the speed control loop of a sensorless BLDC motor, 
the rotor speed i.e. y = ω is the variable that needs to be 
controlled and output of the controller will be the reference 
phase current i.e. �- =  0∗ . As per the modelling of BLDC
motor, the reference rotor speed can be written from the 
torque equation as 2� = 2 ∗ 3 ∗ 45 ∗ 0  ����

6 ���� =  2� − 27 − 8�  ���
�∗ = 9− 276 − 8�6 : +  2 ∗ 3 ∗ 45  6 0∗  ����

TD NLSEF 1/b0 System

b0

ESO

u0 u1

d

y1* y* y

Z2Z1 or y

e

Fig. 3. Schematic Diagram of a First-order ADRC 

Where, 2� is the electromagnetic torque, p is the number
of pole pairs, 45 is the maximum value of the flux linkage
of each winding, I is the steady state phase current, J is the 
inertia, 27  is the load torque, and B is the friction coefficient
of the motor. ADRC technique does not require precise 
system parameters, so the ESO can estimate the unknown 
disturbances or fluctuations in the motor parameters and 
generalize them as the total disturbance. The constant ,'can

be made approximately equal to 
"∗;∗<= > . 

3.1.1. Nonlinear Function Design 

A nonlinear function known as fal is being used in the 
design of TD, ESO and NLSEF of ADRC and can be 
described as follows: 

?�@��, A, B =  C|�|EF�G���, |�| > B�B-IE , |�| ≤ B  �����
where x is the input having error information; 0 < A <1gives the function a control that can avoid the saturation in

case of large values of x and B > 0 creates a linear zone so
that function cannot have large value for small value of x 
around zero.  

3.1.2. TD Design 

Because of the nonlinear control law used in the ADRC, 
the TD algorithm can manage the transition process in 
accordance with the desired input. The first-order system 
TD is described by [12]: 

* � =  .-∗ − .∗.+-∗ =  −� ∗ ?�@��', A', B'  ������
Where, .-∗ is the desired input, .∗is the output of the TD

and k is the speed tracking factor. 

3.1.3. ESO Design 

The system's known, unknown, internal, and external 
disturbances are all estimated in real time by the ESO. To 
reconstruct the object and perform at the highest level, the 
recorded disruptions will be simultaneously compensated as 
feedback. For the estimation of the overall disturbance d (x, 
t) and real-time updating of the state variable the ESO is
presented in this section. As the system that needs to be
controlled is a first order one, a second-order extended state



observer ESO must be constructed for the observer. The 
ESO can be formulated as: 

C �- =  /- − . =  /- −  �/+- =  /" + ,'� −  L- ∗ ?�@��-, A-, B-/+" =  − L" ∗ ?�@��-, A-, B-   ����
Where the estimated output and total disturbances are 

denoted by /-  and /" respectively. �-stands for state error

and ,' represents the estimated value of the constant b. The

output error factor’s corrective gains are denoted by L- andL" respectively.

3.1.4. NLSEF Design 

The NLSEF component is in charge of adjusting 
compensation for the control quantity and enhancing 
feedback control effectiveness. It is represented as the 
difference amongst TD and ESO and formulated as: 

M �" =  �- − .�' =  LN ∗ ?�@���", A", B"�- =  �' − /",'
  ���

Where �'  and �-  stands for the nonlinear control law

and the ADRC controller output after compensation 

respectively. These different gains are primarily dependent 

on the sample time of control system.  

IV. SIMULATION RESULTS

A MATLAB®/Simulink model is developed to assess 
the effectiveness of the applied ADRC technique. The 
simulation results with PI controller is compared with the 
ADRC to prove the superiority of the technique. The 
simulation is being performed for a 1 hp BLDC motor 
whose parameters are provided in the Table 1. below. 

Table.1 BLDC Motor Parameters 

Symbol Parameter Nominal Values 

p Number of Pole Pairs 4 

R Per Phase Resistance 7.88 Ω 

L Per Phase Inductance 34.4 mH 

J Inertia 0.000605 Kg-O"
Te Torque 3.2 Nm 

N Speed 3000 rpm ���P�
I 

Voltage Constant 

Rated Voltage 

Rated Current 

135.4 Vpk/krpm 

320 V 

2.83 A 

Fig. 4. Commutation Signals of the BLDC Motor 

A back-emf observer based sensorless commutation 
technique has been implemented in the paper. The 
simulation results for the sensored (Hall Signals), and 
sensorless commutation signals has been shown in the Fig. 
4. above.

Fig. 5. Commutation Error of Sensorless Operation 

The error generated from the sensorless operation can be 
seen in the Fig. 5. It can be observed from that there is only 
small difference (2.91') between the commutation pulses
generated from the sensorless operation. 

To observe the performance of the ADRC controller, a 
simulation is carried out by running the motor at 2500 rpm, 
while providing a dc bus voltage of 300V. The speed 
tracking comparison is being shown in the Fig. 6. It can be 
clearly noticed that speed variation in the tracking of the 
ADRC controller is very less as compared to the PI 
controlled tracking. A load torque of 1.5 Nm is applied at 
the time of 1 second. The ADRC treats the load torque as 
disturbance and compensates for this disturbance very 
promptly as compared to the conventional PI controller.  
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Fig. 6. Speed tracking Comparison of ADRC and PI 



Fig. 7. Shows the waveform of electromagnetic and load 
torque during the BLDC motor with ADRC and PI while 
speed is varying. Both the controllers shows the excellent 
performance, while adjusting the load torque. But in ADRC, 
a larger electromagnetic torque is produced to compensate 
the same load torque and this is the reson due to which the 
speed tracking error is less in this method.  

(a) Electromagnetic Torque and Load Torque With ADRC

(b) Electromagnetic Torque and Load Torque With PI

Fig. 7. Electromagnetic Torque and Load Torque

(a) Phase current of BLDC motor with ADRC

(b) Phase current of BLDC motor with PI

Fig. 8. Phase current of BLDC motor

The phase current waveform of the BLDC motor is shown 
in the Fig. 8. A hysteresis current controller is used in the 
current control loop. The band of the hysteresis controller is 
set at 0.01. It can be observed that even at high speeds, the 
current waveform has very low notches. The back-emf 
waveform of the motor is shown in the Fig. 9. As the system 
non-linearities are ignored in this paper, the back-emf 
waveform in this figure is trapezoidal in nature with the flat 
portion of the waveform being 120'.

Fig.9. Back-emf of BLDC Motor 

V. CONCLUSION

The active disturbance rejection control is successfully 

designed and implemented in the MATLAB®/Simulink 

environment for a three phase sensorless BLDC motor. The 

sensorless operation of the motor is achieved using back 

emf observer-based method. The simulation results for the 

speed control of BLDC motor with ADRC and PI 

controller, has been compared. The results show the 

effectiveness and robustness of the developed ADRC 

technique, during varying conditions of load and speed, 

during sensorless operation. The convergence of ADRC is 

faster, and it exhibits lesser overshoot and tracking error, in 

comparison with PI controller.   
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Abstract—Fault diagnosis is widely adapted for improving the 

reliability of permanent magnet synchronous motor drives. The 

voltage source inverter is a critical component of any motor 

drive system that commonly fails due to excessive thermal stress 

and insufficient cooling. A method for open-switch fault 

diagnosing with a finite control set of model predictive control 

is proposed in this paper. Fault identification and localization 

are the major elements of the developed technique. 

Furthermore, the average cost function deviation is constructed 

using the current signature as a fault identification parameter. 

It can monitor the drive system, as well as distinguish the fault 

groups. Eventually, the normalized phase currents value and the 

mean burg autoregressive estimator gain are used to pinpoint 

the fault switch in the respective fault class. As a result, a total 

of 15 distinct types of faulty power devices have been detected 

and correctly localized. In conclusion, the efficacy of fault 

diagnosis and the immunity towards different working 

conditions are validated.

Keywords—2L-inverter, burg AR estimator, fault diagnosis, 

MPC, PMSM 

I. INTRODUCTION 

Permanent magnet synchronous machines (PMSM) drive 

systems are preferred in critical applications including 

electric automobiles, aircraft, and industries for their 

precision. Because of their high-power density, these 

applications have a significant risk of failure and hence 

require a high level of reliability. An unpredicted motor drive 

failure causes abnormal functioning, financial losses, and 

safety risks. Among the different topologies, the two-level 

voltage source inverter (VSI) is widely preferred, especially 

on low-voltage variable speed drives [1]. In drive systems, 

the inverter is viewed as the most vulnerable component. 

Power modules are still very prone to failures such as 

semiconductor, soldering, and gate-driving circuitry 

breakdowns even if their design has been changed over time 

to obtain a greater degree of reliability. Hence, fault 

diagnostic procedures should be incorporated into the drive 

controller to manage unexpected failures, prompting 

corrective operations in fault-tolerant systems or simply to 

perform a shutdown, acting as a protective method. This will 

help prevent catastrophic outcomes. According to statistical 

findings in [2], failures in capacitors, semiconductors, and 

soldering account for 34%, 26%, and 30%, respectively, of 

power device failures. Approximately 38% of power 

converter failures in industrial applications are linked to 

power electronics, and 53% are assigned to control circuits, 

according to another statistical study[3]. Since a failure in a 

gate control circuit results in a switch open-circuit fault, it is 

reasonable to conclude that a very significant proportion of 

faults are reflected on power switch faults. Short-circuit (SC) 

fault and open circuit (OC) fault are the two main categories 

of switch fault. Overcurrent, which is frequently present with 

SC failures and will trip circuit breakers, fuses, and other 

hardware protection circuits, will cause an immediate system 

shutdown or crumble. The OC failure typically doesn't result 

in a system shutdown right away, but rather a performance 

degradation, such as motor speed and torque oscillations. 

However, if this abnormal operation state persists for an 

extended period, the accumulated fatigue under unsettled 

operation may cause other equipment to fail or possibly cause 

the system to fail altogether [4]. The hardware protection 

circuit can identify the abnormal over current brought on by 

the SC fault (such as the desaturation detection circuit). 

Hardware (such gate drivers) locks the driver signals in order 

to safeguard the entire system, turning the SC error into an 

OC fault.  Issues like as self-failures (bond wire fractures, 

solder joint fractures, and heat failures) and external faults are 

the cause of OC problems (line break fault, gate driver fault). 

If not handled promptly enough, OC failures, which often 

appear as distorted current and voltage, might harm the 

remaining devices much more. As a result, converters must 

have a reliable method for diagnosing the OC fault in order 

to increase stability and safety. 

 To detect and locate OCFs in VSI-fed PMSM drive, 

various techniques have been proposed in the last decade [5]–

[10]. These strategies are broadly grouped as signal-based, 

data-driven and model-based methods. In signal–based faults 

information from the inverter's voltage and current signals is 

processed in signal-based approaches to detect and localize 

faults. Compared to current-based approaches, voltage-based 

techniques have the advantages of speedy detection and high 

resilience. Despite these, more voltage sensors are required, 

which could increase the diagnostic system's expenses and 

complexity. The current-based approach has the significant 

benefit of requiring no additional hardware or sensors. 

However, the detection time is typically longer because the 

phase current fundamental period is directly related to the 

detection time. In [5], the authors propose a normalized 

park’s vector and polarity-based fault diagnosis method for 

IM drive. Similarly, the article [6] deals with OCF diagnosis 

for power switches by collecting errors between the evaluated 

phase voltages and estimated values during the prior control 

period. In [7] discusses the various signal-based fault 

detection methods. Particularly in [8], an estimated model is 

used as part of the model-based strategy to anticipate specific 

motor drive outputs.  

In recent years, data-driven fault diagnosis methods have 

been widely used in the field of power electronic converters. 

Moosavi et al. used an artificial neural network (ANN) 

structure and extraction of pattern method to effectively 

distinguish faults[11]. Cai et al. proposed a data-driven 

diagnosis method for a three-phase inverter combining FFT 

and Bayesian networks, and the fault diagnosis of the inverter 

was realized by measuring the output voltage of different 

fault modes[12]. Sun et al. [13] proposed a deep belief 

network (DBN) for the structural and parametric faults of 

closed-loop single-ended primary inductance converter. Fault 

diagnosis schemes for IGBT switches proposed in the 
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literature are mainly suitable for PMSM drive systems using 

the traditional control method. But because of its simple 

structure and high dynamic performance, the finite control set 

model predictive control (FCS-MPC) scheme has been 

popular in the PMSM motor drives [14], [15]. In [16], the 

wavelet transform is used to retrieve the fault characteristics 

from the MPC system's cost function. As well the inter-turn 

fault is identified by tracking the normalized energy-based 

fault characteristics matrix obtained from the wavelet 

transform coefficients. Later, the normalized average value of 

cost function fluctuation over a basic period is used to find 

anomalies[17]. This research investigates the changes in fault 

indicators according to drive control techniques in open-

switch fault diagnostics of three-phase voltage source 

inverters.  

The proposed diagnostic technique includes the three-

step process to diagnose the fault. The average cost function 

is used to classify the fault group in the first phase, and then 

the mean burg AR estimator is used to identify the faulty leg 

in the second step. Finally, the faulty power devices are 

located using the sign of normalized average phase current 

signals. Moreover, the proposed strategy requires no 

additional hardware or sensors, relying entirely on current 

feedback data and an estimated cost function. The presented 

method mainly utilizes the FCS-MPC cost function for fault 

detection due to its least tuning effort also rapid fault 

identification time.  

This paper is organized as follows: Section II deals with 

the modelling of the PMSM drive system. Section III details 

the proposed diagnosis method and in section VI, for different 

fault groups and operating conditions, the fault identification 

and localization are analyzed. Finally, concluded in section 

V. 

II. MODELLING OF PMSM DRIVE WITH FAULT DIAGNOSTICS 

Fig. 1 shows the schematic of a two-level VSI-fed PMSM

drive with fault diagnostic logic. In FCS-MPC, the motor 

current is widely selected as the control signal. The forward 

Euler approximation is used to discretize the current 

differential equation of 3 phase PMSM drive. The two-phase 

rotating coordinate can then be used to describe the predicted 

current model. ��(����) = ��(��) + ��� ���(��) − ����(��) + ��(��)����(��)�
(1) 

��(����) = ��(��) + ��� (��(��) − ����(��) +��(��)����(��) − ��(��)���)  (2) 

where, �� and �� are �� -axis inductances,��  and �� are the�� -axis voltages,  �� and  �� are �� -axis currents, ��  is the

stator resistance, �� is the electric angular velocity and ���
is the permanent magnet flux linkage. The three-phase 

current is expressed as �! = "� #�$( ���)�% = "� #�$( ��� − &'( )�) = "� #�$( ��� + &'( )* (3) 

where, "� is the maximum magnitude of phase currents.

Under single switch OSF condition, the phase current of 

the faulty leg loses its positive or negative half-cycle. Once 

the OSF occur, the conduction paths of the healthy legs will 

maintain the current equilibrium. For an instance, it is 

assumed that power device T1 is open-circuited. Thereby, the 

phase A current is confined to flow only in a negative 

direction. In accordance with the Fourier series [6], the phase 

currents after fault can be expressed as 

⎩⎪⎨
⎪⎧�!/ = 01& #�$( ���) + 2�! − "�)�%/ = "� #�$( ��� − &'( ) + 013 #�$( ��) − ��4& + 0�5&�)/ = "� #�$( ��� + &'( ) + 013 #�$( ���) − ��4& + 0�5& ⎭⎪⎬

⎪⎫
 (4) 

where "�) = 0.3183"�2�! = > 2"�@(4$& − 1)
∞

BC� DE#( 2$���)
"�)  and ∆�!are the dc and oscillation parts of the phase current

respectively. A cost function that reflects the objective of 

controller design is necessary to identify which pair of control 

signals should be utilized for the control of the motor drive. 

In the majority of applications, the FCS-MPC technique is 

integrated with the current control. The cost function for 

current control is determined as the total of the square errors 

between the desired and expected signals at sampling time,��.G = (��∗ (��) − ��(����))& + (��∗ (��) − ��(����))& (5) 

III. REALIZATION OF OPEN SWITCH FAULT DIAGNOSIS

A diagnostic methodology for OSFs in PMSM drives with 

model predictive current control (MPCC) is derived utilizing 

the cost function value and Burg AR (autoregressive) 

algorithm, as shown in Fig. 2. The proposed algorithm works 

on a three-fold process, which can diagnose total of 15 fault 

cases (6-single switch fault, 3-single phase fault and 6- 

double switch fault). Initially, the average cost function is 

utilized to identify the OCF and fault group. The faulty group 

identification variable is the average cost function used to 

classify fault type. In the second step, fault switches are 

successfully located with the help of the normalized mean 

energy gain value of the burg AR estimator. Finally, using the 

normalized average value of phase currents faulty switches 

are located. 

The motor operation is managed using a predicted model 

which provides the optimum switching signals during every 

sampling time. The objective functions under faulty 

conditions may be reconstructed using the dq-axes 

components of residual phase currents and the predictive 

current model in (1).  
Fig.1 FCS-MPC PMSM drive system with FD logic 



G/ = (��∗ (��) − �/�(����))& + (��∗ (��) − �/�(����))& (6)

where, ��(����) and ��(����) are one-step-ahead predictions

of ��(��)and ��(��) respectively. Equation (7) estimates the

average value of the cost function for the fundamental current 

period 
&'IJ, 

KL� = IJM∗&' N G/(�)��OPQJR (7) 

Here, G/ cost function after fault, S is the scaling factor. In

the first step of the OC fault diagnostic process, L0 derived

using the below equation, L0 = T0, KL� ≤ W�1, KL� > W� (8) 

Here L0  is a fault identification variable. Which goes to ‘1’,

when KL� cross the threshold value W�. In the next step the

fault group classification variable L�  is estimated as follows,

L� = Y0, KL� ≤ W�1, W� < KL� ≤ W&2, KL� > W& [    (9)

Where, L�  is the fault detection variable, W�(= 0.01) andW&(= 2.5)  are thresholds. The initial step in the fault

diagnosis process is the classification of the fault group which 

can be achieved by L�.

A. Burg AR Algorithm

For segments, the model calculated using the Burg

approach is more precise than models produced using 

averaging [18]. It is a type of Autoregressive (AR) modelling 

that is used to analyses stationary stochastic processes in a 

variety of applications, including radar, geophysics, and 

economics. Burg’s method is based on the Levinson 

recursion [19]. At each step of recursion, the reflection 

coefficients are estimated that minimize the sum of the 

forward and backward squared prediction errors. The Burg 

AR estimator is a frame-based AR estimation using the Burg 

maximum entropy method. Outputs AR model coefficients A 

and or reflection coefficients, K plus the model gain, G. ](^) = _`(a) = _��!(&)abc�⋯�!(e��)abc (10) 

Here in the above transfer function G is the estimated gain of 

the Burg AR estimator that contributes to estimating the 

power spectral density (PSD) of the Burg Method. Whenever 

a fault occurs in a particular phase PSD is naturally reduced. 

So, the G output from the Burg AR estimator also decreases. f̀ g�h = IJ&' N ih(�)��OPQJR (11) 

Here, f̀ g�h is mean value of gain calculated for the

fundamental period of phase current of Burg AR estimator 

model. 

jkh = Y −1,  f̀ g�h < l1  1,      l1 < f̀ g�h < l20,  E�ℎnop�#n [ (12) 

where, jkh is faulty leg detection variable (jk! ,jk% , jkh) for

phases and l1(= 0.005) and l2(= 0.12)  are threshold

values. 

B. Faulty switch localization

As soon as an OSF is detected, the fault switch needs to

be localized. The normalized average currents are utilized to 

locate the faulty switches. The derivation normalized phase 

current and faulty switch diagnostic variable are expressed in 

(12)-(14). qhr = &'IJ N �h(�)��OPQJR (13) 

Here, s-represents three phases namely t, u and D �hv = w̅y|wyr | (14) 

Fig. 3. Fault diagnosis algorithm 

Fig.2 Proposed Fault Diagnosis Logic 



j�h =
⎩⎪⎨
⎪⎧ 1, �hv > {1

−1, �hv < −{10, E�ℎnop�#n ⎭⎪⎬
⎪⎫

(15) 

Here, j�his faulty switch detection variable (j�!, j�% , j�)) for

phases and {1(= 0.3) is threshold value. It is to be noted that

all the threshold values (W� , W& , l1,  l2, {1) are estimated

empirically by operating the PMSM drive system for 

environmental conditions. Employing (8), (11) and (14), the 

three fault diagnostic variables are derived namelyL�, jkh  andj�h respectively.

The complete fault identification work-flow can be 

illustrated in Fig. 3. Firstly, the Model-based FCS-MPC is 

introduced to control the inverter based on the cost function. 

The whole fault diagnostic process is three-fold.  The initial 

process is an estimation of the objective function using the 

induction drive model. When the fault occurs the average cost 

function, KL� rises above the threshold value W� . Form eq.

(8) L� = 1, which indicates there is a power device fault in

the inverter system. For single switch fault and single-phase 

fault, the fault detection variable remains in ‘1’. For double 

switch fault KL�  goes beyond the threshold value  W& . So,

from (8), the fault detection variable L�  becomes ‘2’. The

second step in the fault diagnosis sequence is the 

identification of the faulty leg.  The measured current signals 

are utilized for the calculation average gain of the Burg AR 

estimator model. Which is further used to generate fault leg 

identification variables jk! , jk%  andjk) . To indicate the faulty

leg  jkh of respective phase becomes ‘1’. When jkh  reaches

‘-1’, it shows there is a single phase in the particular phase. 

Finally, the third step in the fault diagnosis process is the 

localization of the faulty switch, which is done by the 

normalized average component of the three-phase current. 

From (14) the faulty switch location variable will be obtained. 

TABLE I 

OPEN SWITCH FAULT DIAGNOSTIC 

Group 
Fault 

type/No 
|} ~�� ~�� ~�� ~�� ~�� ~��

I Healthy/0 0 - - - - - - 

II 

(T1)/1 

1 

1 0 0 -1 0 0 

(T2)/2 1 0 0 1 0 0 

(T3)/3 0 1 0 0 -1 0 

(T4)/4 0 1 0 0 1 0 

(T5)/5 1 0 0 -1 0 0 

(T6)/6 1 0 0 -1 0 0 

III 

(T1, T2)/7 -1 0 0 0 0 0 

(T3, T4)/8 0 -1 0 0 0 0 

(T5, T6)/9 0 0 -1 0 0 0 

IV 

(T1, T4)/10 

2 

1 0 0 -1 1 0 

(T1, T6)/11 0 0 1 -1 0 1 

(T3, T2)/12 0 1 0 1 -1 0 

(T3, T6)/13 1 0 0 0 -1 1 

(T5, T2)/14 0 0 1 1 0 -1

(T5, T4)/15 0 1 0 0 1 -1

Fig.4. Simulation results under different fault conditions (a) T6 open switch fault (b) T3 and T4 open switch fault (c) T3 and T2 open switch fault  

(d) Normal operation for different operating condition



When a fault happens in the upper switch of a particular leg j�h  of the respective leg reaches ‘-1’. Similarly for lower

power device fault case j�h rises to ‘1’. Likewise, the double

switch fault conditions can also be verified using fault 

signatures listed in Table I. 

IV. RESULTS AND DISCUSSION

The MATLAB/Simulink environment is used to validate 

the proposed fault diagnostic scheme for the PMSM drive 

system under various operating conditions. The OSFs in 

power devices are created by isolating the respective gate 

pulse signals.   
TABLE II 

 PMSM DRIVE PARAMETERS 

Parameter Symbol Value 

Number of Pole Pairs � 2 

Stator resistance �� 18.7 ohm 

d-axis inductance ��  0.02647 H 

q-inductance �� 0.02816 H 

PM-Flux Linkage ��� 0.1716 Wb 

Sampling frequency �� 20 kHz (Δ�=50�#)

Rated power P 0.25 kW 

DC-Link Voltage ��� 600 V 

Stator Current "� 2A 

A. Diagnosis effectiveness

Fig. 4(a) shows the waveforms of all the phase currents,

averaged cost function, mean burg AR estimator gain value, 

normalized phase currents, fault identification variable (L0)
and OCF number for a power device T6 fault. If not 

especially pointed out, the speed is set to 250 rad/s (83.33% 

of the rated speed) and the load torque is 0.5 Nm (62.5% of 

the rated load). Under the healthy operating condition, the 

average cost function (KL�), a quantity that is less than the

predetermined threshold W�   which is 0.01. Same time, the

fault identification and fault number variables L0  and LB  are

zero. When switch T6 becomes open-circuit, KL�  exceeds

the threshold value W�, then faulty identification L0 steps from

0 to 1 and fault with the number  LB  steps from 0 to 6,

indicating that T6 is under the fault condition with the help of f̀ g�h  and �hv  variables. The interval between the fault

occurrence and the fault identification is 2 ms (10% of the 

phase current fundamental period). The simulation 

waveforms for two OCFs (T3 and T4) related to the third fault 

group are shown in Fig. 4(b). The current of phase B becomes 

zero when the fault takes place in T3 and T4. In the same way 

as before, the fault diagnosis is achieved when the 

classification index KL� is in the range from W�  and  W& .

Despite this, the faulty number of the switches eventually 

reaches 8. The OPF in phase A has been effectively 

diagnosed, as per the specification in Table I.  

Fig.4(c) presents output waveform results for two OCFs 

(T3 and T2) related to the fourth fault group as shown in Fig. 

4(c). The average cost function(KL�)output varies greater

than  W& , which is 2.5 to indicate a double switch fault

occurred in the voltage source inverter and presents a unique 

signature as in Table I. As shown in the output waveforms, 

the fault indication L0   is generated and reached ‘1’,

immediately KL� crosses the threshold W�. In the meantime

the fault localization variables f̀ g�h  and �hv  crosses their

respective threshold values as mentioned in (12) and (15) to 

the fault signature. As an outcome, the fault number reaches 

12, to represent switches T3 and T2 are open-circuit. The 

results in Fig. 4(a)-(c) prove the effectiveness and fast 

diagnosis efficiency of the proposed technique in a variety of 

OCF scenarios. All fault detection time is within 10% of the 

current fundamental period. 

B. Robustness against Variations

Fig. 4(d) depicts the results of a load condition with

varying speed and torque. Initially, the load rises from 40% 

of the rated load to 90% of the rated load immediately. 

Similarly, the speed of the machine varies from 65% of the 

rated speed to 90% of the rated speed. As indicated from the 

waveforms, the ac component magnitude of the average cost 

function (KL�) maintains well below the thresholdγ�. Since

the average value of the cost function (KL�) remains below a

threshold value, so transients in fault localization variables f̀ g�h  and �hv  will affect the fault indication and fault

number variables. Hence no false alarm is induced. 

Therefore, the variable L0  and LB  stays stable at a value of

zero. As a result, the proposed approach is independent of 

different load conditions.  

V. CONCLUSION

With the FCS-MPC approach, this study provides an 

open-switch fault diagnosis method for PMSM-based power 

electronic drive systems. The estimated value of the MPCC 

algorithm's cost function was chosen as the principal fault 

characteristic parameter after a thorough investigation based 

on the PMSM's analytical model. It is discovered that the 

estimated quantity of the average cost function surpasses a 

predetermined threshold, indicating a potential fault status of 

the PMSM drive system. The abnormality of the power 

converters could be validated forth by the mean burg AR 

estimator and normalized phase current diagnostic variables. 

The robustness and efficacy of the suggested fault diagnosis 

approach for the open-circuit failure of the power devices in 

the PMSM motor drives were confirmed by simulation 

results. 
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Abstract— This paper presents the performance of a three-

phase seven-level Cascaded H-Bridge (CHB) inverter fed 

induction motor drive, operated at an open loop v/f control 

mode, taking into account three modulation techniques that use 

three different modulating signals. By using triangular carrier 

waves, this study implements multicarrier PWM strategies 

including Phase-shifted (PS), Level-shifted (LS) (including 

alternative phase opposition disposition (APOD), phase 

opposition disposition (POD), and phase disposition (PD). Total 

harmonics distortion (THD), total power losses of switching 

devices, efficiency, and junction temperature for a seven-level 

CHB inverter, while operating an induction motor at v/f control 

mode at rated load conditions, employing different modulation 

signals for different modulation indices are achieved. In 

addition, the Phase Disposition strategy results in reduced 

harmonic distortion, while the Phase shifted PWM strategy 

generates higher junction temperatures as a result of its high-

power losses. The simulation is done for a three-phase seven-

level CHB inverter-fed induction motor drive in the PLEXIM 

simulink platform.   

Index Terms— Cascaded H-Bridge (CHB), Phase shifted 

(PS), Level shifted (LS), Alternative Phase Opposition 

Disposition (APOD), Phase Opposition Disposition (POD), 

Phase Disposition (PD). 

I. INTRODUCTION

In recent times, Multi-Level Inverters (MLIs) have 
emerged widely in high-power medium voltage applications 
due to their various advantages like lower dv/dt stress across 
the devices, reduced total harmonic distortion (THD), 
improved power quality and waveforms over two-level 
inverters [1]-[5]. Due to having above advantages, the use of 
MLIs are not only restricted to drives applications but also in 
distributed generation systems like solar energy and wind 
energy, where  MLI acts as a medium to deliver power to the 
AC Grid [6]-[7]. 

Generally, MLIs are classified into three categories 
namely Diode clamped multilevel inverters [8], cascaded H- 
bridge multilevel inverters [9], and Flying capacitor-based 
multilevel inverters [10]. Among them, although the cascaded 
H bridge inverter requires more dc bus, still these inverters are 
free from the problems related to capacitor voltage balancing, 
and neutral point voltage fluctuations and do not require 
additional clamping diodes etc. On the other hand, various 
PWM methods are implemented for certain topologies by 
keeping into account many features like power losses and 
power distribution among switching devices, output voltage 
THD, and difficulty in implementation, etc [1]. Phase Shifted 
(PS-PWM) and Level Shifted PWM (LS-PWM) are the most 
popular PWM techniques used in the Multilevel inverter 
topologies due to their ease of implementation in the control 
strategies.  

In this paper, performance comparison of various Multi-
carrier PWM techniques in terms of total switching losses, 
Line voltage THD and junction temperature with various 
modulation signals for a seven-level Cascaded H-bridge 
inverter operating an induction motor in open loop v/f control 
mode is investigated. 

The organisation of the paper is as go along with: at the 
beginning,  a brief survey of the Traditional CHB inverter is 
provided in section II. Multi-carrier based different PWM 
techniques and various modulation signals are given in section 
III. In section IV, power loss evaluation is demonstrated.
Theoretical description of open loop v/f control of induction
motor is addressed in the section V. The outcomes from the
simulation works are addressed in section VI. Section VII
draws the conclusion part.

II. CONVENTIONAL CASCADED H-BRIDGE INVERTER

The operation and implication of different output voltage 
levels of cascaded H-bridge inverter are described in this 
section. In general, from H number of cells per phase, the 
output voltage level (M) can be obtained as shown in the 
equation: 

M=2H+1  (1) 
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Fig:1 Cascaded H bridge inverter fed Induction motor drive 

Fig.1 depicts a three-phase seven-level cascaded H-bridge 
inverter with an induction motor load, operated in open loop 
v/f control mode. Each cell of the CHB inverter is having of 
constant dc voltage E and comprises of four IGBT switches. 
The voltage stress across each switching device shared by the 
dc bus voltage is E/2. 

In each cell, the upper switch is a complement to its 
corresponding lower switch. It means if the upper switch turns 
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on its corresponding lower switch must turn off. Table-I is a 
list of the switching operations required to synthesise a seven-
level output voltage (��� ) [where,  � ∈ ��, 	, 
�  ] in each
phase leg. 

TABLE I. SWITCHING PATTERNS FOR PRODUCING SEVEN-LEVEL 

OF DIFFERENT OUTPUT VOLTAGE (���� 

Output 

Voltage 

(���
��� ��� ��� ��� ��� ���

3E ON OFF ON OFF ON OFF 

2E ON OFF ON OFF ON ON 

E ON OFF ON ON ON ON 

0 OFF OFF OFF OFF OFF OFF 

-E OFF ON OFF OFF OFF OFF 

-2E OFF ON OFF ON OFF OFF 

-3E OFF ON OFF ON OFF ON 

While producing different output voltage for a multilevel 
inverter, it is possible to produce one certain voltage level by 
different redundant switching states, but for limitations of 
pages only one switching state is shown for generating a 
particular voltage level. The maximum phase RMS voltage 
can be generated from a seven-level cascaded h bridge inverter 
is= � ∗ � ∗ �. Where, M=Modulation index, N= number of
cells per phase and E= Dc bus voltage of each cell. 

III. MULTICARRIER-BASED PWM METHODS 

Using (M -1) carriers with same peak-to-peak amplitude 
( ��� )  and frequency( ��� ), Carrara et al. [11] enhanced
sinusoidal pulse-width modulation (SPWM) for an M-level 
inverter. The carriers are positioned to capture an continuous 
region. The reference modulation signal's zero, which is its 
peak-to-peak amplitude and frequency, lies in the centre of the 
(M-1) carrier set. Each carrier wave is continually compared 
to the reference modulation signal. When a carrier wave 
exceeds a  modulation signal, the switching device associated 
with that carrier is disabled. Conversely, when the modulation 
signal exceeds the  carrier wave, the switching device 
associated with that carrier is enabled. 

Multi-carrier based PWM methods for multilevel inverters 
are categorized as follows: 

A. Phase Shifted (PS-PWM):

In case of phase-shifted modulation technique, all carrier
signals has same frequency and peak-to-peak amplitude, but 
two neighbouring carrier signals are phase-shifted as per the 
equation shown below: 

��� � 360°/�� " 1�  (2). 

B. Level Shifted (LS-PWM):

The region that each (M-1) carrier is holding is

continuous because they are all placed vertically. There are 

three broad categories that LS-PWM techniques can be 

placed into: 

• Phase Disposition (PD): Zero reference is positioned
in the middle of the carrier sets, and each carrier wave
is in synchronization with the others.

• Phase Opposition Disposition (POD): All the carrier
waves, which are above the zero reference and the
carrier waves below the zero reference are in
opposition to each other.

• Alternative Phase Opposition Disposition (APOD):
All the carrier waves are 180° out of phase with each
other. 

The modulation index (M.I.) of LS-PWM is defined as 

�. &. � �'/�� " 1����  (3) 

C. Different types of modulation signals:

Following types of modulation signals are taken into
consideration for the evaluation of performance comparison 
of various modulation methods: 

1) Sinusoidal Pulse Width Modulation signal (SPWM):

In Fig. 2(a) the signal, referring to the sinusoidal 
modulation signal is defined by: 

�� � �'()*�; �+ � �'()*�� " 120°�; �. � �'()*�� " 240°�   (4) 

This method gives maximum linear modulation index upto 1. 

2) Third Harmonic Injected Pulse Width Modulation

signal (THIPWM): 

To produce the above THIPWM signal (��0) [depicted in
Fig. 2(b)], described in equation (4), third harmonics 
modulation signal of amplitude 1/6th of the reference signals 
( �� , �+, �. ) is combined with the three native reference

signals. 

��0 � 2
√4 �'()*� 5 6

7 �'()*�3��  (5) 

Using this third harmonic injection, the linear modulation 
index is enhanced to a maximum of 1.1547. 

3) Max-Min Zero Sequence Injected Pulse Width

Modulation signal (MAX-MIN PWM): 

By summing the zero sequence component with the 
original reference signal (���, the inverter's linear modulation
range can be expanded and the altered signals (��0� [depicted
in Fig. 2(c)] is converted as given below: 

 ��0 � �� 5 �0     for,  � ∈ ��, 	, 
�                                 (6)

At any instant of time extremes and minimums values of 
the modulation signals ��  [ � ∈ ��, 	, 
� ] are used to
determine the zero-sequence signal as shown below [12]: 

�8 � " 9:;<=>?@>A@>BC@:DE=>?@>A@>BC
2 F   (7) 

This method also generates the linear modulation index 
equal to that of conventional THIPWM. 

(a) (b)

(c) 
Fig.  2.  (a) SPWM signal,  (b)  THIPWM signal, (c) MAX-MIN PWM 
signal 



D. Triangular carrier wave:

One of the most widely utilised carrier waves for carrier-
based modulation is the triangle carrier wave. The triangular 
carrier is used in all multicarrier-based modulation approaches 
(PS, PD, POD, and APOD) for SPWM signal, THIPWM 
signal, and MAX-MIN PWM signal which are then applied 
for a three-phase seven-level CHB fed induction motor drives, 
shown in Fig. 3. 

(a) (b) 

(c) (d) 
Fig. 3.  (a) Phase shifted (b) Phase Disposition (c) Phase Opposition 
Disposition  (d) Alternative Phase Opposition Disposition modulation 
techniques for three different refernce signals 

IV. POWER LOSS EVALUATION

There are four categories for the power losses in switching 
semiconductor devices: Conduction losses, switching losses, 
Off-state losses, and losses associated with gate triggering 
[13]. Off-state and Gate triggering losses are fairly minor and 
typically overlooked. Only conduction and switching losses 
are taken into account throughout the analysis in this study. 
This study uses the  PLEXIM thermal semiconductor model 
of IGBT FS450R12OE4P [14], manufactured by Infineon 
technologies for evaluating power losses in CHB inverters fed 
induction motor drives. A brief explanation of conduction and 
switching losses are given below: 

A. Conduction losses:

Antiparallel diodes and switches both experience
conduction losses. The governing equations for conduction 
losses are given below: 

G�H � IJKL. &�M> 5 NJ. &2
��'O  (8) 

G�P � IQL. &PM> 5 NQ. &2
P�'O   (9) 

Where, IJKL = Collector emitter voltage; IQL = diode
approximation of dc sources; &�M>= Average switch current;
&PM>=Average diode current; NJ = collector emitter on state
resistance; NQ= diode on state resistance.

B. Switching losses:

Switching losses mainly occurs in the anti-parallel diode
and IGBTs. The equation related to switching losses in the 
diode and IGBT is shown below: 

GORH � ��0� H 5 �0SS H�.TOR   (10) 

GORP � �0� P . TOR   (11) 

Where, �0� H  = turn on energy losses of IGBT;     
�0SS H  = turn off energy losses of IGBT; TOR = switching

frequency; �0� P  = diode turn on energy.

V. V/F CONTROL OF INDUCTION MOTOR

Multilevel inverter-fed induction motor drives have been 
investigated in the literature [15]-[16]. It is having advantage 
of lower torque ripples over two-level inverter fed induction 
motor drives. Smooth variations of speed are required for 
many industrial applications. The supply frequency can be 
changed to alter the motor's speed, but if the frequency is 
lowered, the flux will rise in accordance with the formulae 
below.: 

�U VW∅W�(   (12) 

 ∅W � �
�(

 (13) 

This change in flux value induces saturation of the rotor 
and stator cores, which further increases the motor's no-load 
current. Therefore, maintaining flux at a consistent value is 
crucial, and doing so requires changing the voltage. In other 
words, if the frequency is lowered, flux increases, but if 
voltage is decrease, the flux decreases as well, thus, creating 
no change in flux and remaining constant. Therefore, a 
constant V/f ratio is maintained so. 

In this paper, all the comparison of various modulation 
techniques with different modulations signals, in terms line to 
line voltage THD, losses, efficiency are drawn operating the 
motor in v/f control mode fed from a three-phase seven level 
CHB inverter. 

VI. SIMULATION AND RESULTS

This section assesses the performance characteristics of 

various multicarrier modulation techniques with different 

modulation signals in terms of line-to-line voltage THD, line- 

to-line voltage RMS value, power losses in the switching 

devices, junction temperature of the devices, etc., applied to 

a three-phase seven level Cascaded H-bridge inverter fed 

induction motor drive, operated at open loop v/f control 

mode. Multicarrier PWM approaches (PS, PD, POD, and 

APOD) are taken into consideration regardless of the 

modulation signal, and their performances at various 

modulation indices are evaluated and compared through 

simulation in the PLEXIM software platform. A seven-level 

CHB inverter fed induction motor model is formed in the 

PLEXIM Simulink platform and the parameters of the 

induction motor, taken for simulation, is listed in Table-II. 

The thermal performance characteristics in terms of power 

losses (including conduction and switching losses), the 

junction temperature of the switching devices, etc. are 

evaluated by using the PLEXIM thermal semiconductor 

model of IGBT FS450R12OE4P.  The reference signal's 

fundamental frequency is kept 50 Hz, while carrier's 

switching frequency is preserved at 1.5 kHz. For sinusoidal 

pulse width technique (SPWM) dc bus voltage is kept at 108 

V, while for the THIPWM and MAX-MIN PWM techniques 

the dc bus voltage is chosen to be at 94 V. for a 400 V (line 

to line voltage RMS) motor, the maximum phase voltage =( 

400 ∗ √2/√3 ) Y 326 V. So,the dc bus voltage E = 326/3

Y 108 V. (The no of cell N =3 and M=1 for SPWM

techniques). In case of THIPWM and MAXMIN PWM there 

is a utilization of dc link voltage is 15%. So, now for 

THIPWM and MAXMIN PWM, the DC bus will be = 

(108*�√3/2)) Y 94 V.The motor load torque is kept at its

rated value i.e., 24 N.m. 



Fig.4 shows the dynamic responses of speed, torque, 

output voltage and currents of CHB inverter-fed induction 

motor drive, operated at open loop v/f control mode, 

employing SPWM technique with phase-shifted carrier wave 

at various modulation indices starting from 0.4 to 1 with a 

precise interval of 0.1. The results show that the current peak 

is maintained constant throughout the whole modulation 

range (from 0.4 -1), thus keeping the v/f ratio to be constant. 

The line-to-line voltages and currents using a combination of 

all the multicarrier waves (PS, APOD, POD, and PD) for 

SPWM signal at modulation index 1 is shown in Fig.5 and 

Fig.6 respectively. 

It can be observed that line-to-line voltage is always 

maintained in a stepped sinusoidal manner for all the 

modulation techniques. 

TABLE II.  INDUCTION MOTOR PARAMETERS 

Parameters Values 

Rated Power 4000 W 

Rated Line-to-Line Voltage 400 V 

Rated Torque  24 N.m. 

Number of poles 4 

Stator Resistances (Rs) 1.405 Ω 

Stator Inductances (Ls) 0.005839 H 

Magnetizing Inductances (Lm) 0.1722 H 

Rotor Resistances (R\
]) 1.395 Ω 

Rotor Inductances (L\
]) 0.005839 H 

(a) 
(b) 

(c) (d) 

Fig. 4  (a) dynamic response of speed (b) dynamic variation of torque (c) 

Three phase line currents (d) change in line to neutral voltage 

(a) (b) 

(c) (d)  

Fig. 5 Output line-to-line voltage using SPWM modulation signal at 

M.I.=1 for (a) Phase Shifted (b) Phase Disposition (c) Phase Opposition 
Disposition (d) Alternative Phase Opposition Disposition modulation 

technique 

(a)  (b) 

(c) (d)  

Fig. 6 Output line currents using SPWM modulation signal at M.I.=1 for 

(a) Phase Shifted (b) Phase Disposition (c) Phase Opposition Disposition 
(d) Alternative Phase Opposition Disposition modulation technique 

Using both PS-PWM and LS-PWM approaches, three 
separate modulation signals with varied modulation indices 
ranging from 0.4 to 1 with a consistent interim of 0.1, are used 
to demonstrate the line-to-line voltage harmonic distortion 
performances of CHB-fed induction motor drives, as shown 
in Fig. 7. Table (III) lists line-to-line voltage RMS 
performance for PS-PWM and three LS-PWM techniques 
namely APOD, POD, and PD employing SPWM signal. 

TABLE III. LINE TO LINE VOLTAGE RMS VALUE   FOR SPWM 

SIGNAL 

 Modulation 

Index (M.I.) 

Modulation method 

PS PD POD APOD 

0.4 158.72 158.72 158.72 158.72 

0.5 198.4 197.98 198.25 198.4 

0.6 238.09 238.04 238.05 238.09 

0.7 277.72 277.67 278.69 277.68 

0.8 322.41 317.35 317.45 317.43 

0.9 369.81 356.74 357.67 356.84 

1 409.53 396.81 398.58 397.81 

According to an analysis of the results in Fig. 7, with any 
modulation index for a particular modulation wave, Phase 
Disposition approach provides superior THD performance 
characteristics than any other modulation techniques, 
whereas, for THIPWM and MAX-MIN PWM signal, the 
overall THD performance of line voltage is better than the 
SPWM. 

On the other way, PD has a lesser RMS value of Output 
line voltage compared to any other modulation method 



irrespective of any modulation signal and any modulation 
index. 

(a)

(b)

(c)
Fig. 7 THD of line-to-line output voltage for multi-carrier PWM 
approaches employing three different modulation signals (a) SPWM (b) 
THIPWM (c) MAX-MIN PWM

It can be seen from Fig. 8 that though the dc bus voltage is 
kept at 94 V for THIPWM and MAX-MIN PWM method, the 
rms output line voltage is the same for any modulation signal, 
thus proving the dc link utilization for THIPWM and MAX-
MIN PWM to be 15% more than SPWM method. 

Fig.8 Line-to-line voltage RMS value for three different modulation signals  

Fig. 9 illustrates the thermal performance of switching 
devices of the CHB inverter in terms of power losses 
employing three modulation signals with different 
Multicarrier PWM waves, while the induction motor is 
operated at v/f control mode, keeping the switching frequency 
at 1.5 kHz and load torque at 24 N.m. 

(a)

(b)

(c)
Fig. 9 Total Power losses of devices (including IGBTs and Diodes) for 
multi-carrier PWM methods using three distinct modulation signals (a) 
SPWM (b) THIPWM (c) MAX-MIN PWM

According to a finding from Fig. 9, it is observed that 
Phase shifted PWM has more switching losses throughout the 
whole modulation indices regardless of any modulating 
signal, because PS-PWM technique suffers high number of 
switching transitions within one fundamental period of 
modulation signal as compared to other PWM technique, thus 
having less efficiency. 

It can also be observed that the other LS-PWM techniques 
have almost equal power losses as they undergo almost the 
same switching transitions within one fundamental period of 
modulation wave, thus maintaining almost the same 
efficiency. 

Table (IV-VI) lists the efficiency comparison of various 
modulation methods with the same set of the modulation 
signal. It can be observed from the table that the efficiency of 
the PS-PWM techniques is less irrespective of any modulation 
signal and the LS-PWM techniques have almost equal 
efficiency. 

From Fig.10, it can be observed that the total junction 
temperature of the inverter for PS-PWM is lying around 50℃
to 52℃ , whereas for other LS-PWM techniques the total
junction temperature is latching around 30℃ to 32℃. As the
PS-PWM technique suffers higher power losses than other 
LS-PWM techniques, it produces higher temperatures, thus 



leading to more junction temperatures. For both cases, 
junction temperature is within the safe limit. 

TABLE IV. EFFICIENCY OF CHB INVERTER USING SPWM SIGNAL  

Modulation 

Index (M.I.) 

Modulation method 

PS PD POD APOD 

0.4 94.01 87.89 86.8 87.88 

0.5 95.15 96.36 89.25 89.23 

0.6 95.74 97.94 97.95 97.94 

0.7 96.34 98.54 98.52 98.53 

0.8 96.88 98.67 98.69 98.69 

0.9 97.56 98.77 98.75 98.766 

1 98.12 98.8 98.81 98.8 

TABLE V. EFFICIENCY OF CHB INVERTER USING THI PWM SIGNALS 

Modulation 

Index (M.I.) 

Modulation method 

PS PD POD APOD 

0.4 94.67 92.55 92.6 92.59 

0.5 95.64 97.24 94.45 94.51 

0.6 96.29 98.3 98.29 98.31 

0.7 96.76 98.68 98.69 98.69 

0.8 97.73 98.73 98.73 98.73 

0.9 97.87 98.75 98.74 98.74 

1 98.46 98.76 98.75 98.77 

TABLE VI. EFFICIENCY OF CHB  INVERTER USING MAX-MIN  PWM 

SIGNALS  

Modulation 

Index (M.I.) 

Modulation method 

PS PD POD APOD 

0.4 94.67 91.89 91.88 91.87 

0.5 95.65 97.21 97.2 97.205 

0.6 96.29 98.3 98.29 98.3 

0.7 96.77 98.71 98.72 98.72 

0.8 97.53 98.74 98.75 98.76 

0.9 97.2 98.75 98.755 98.77 

1 98.41 98.76 98.76 98.775 

(a) (b)

Fig. 10. Total Junction temperature of device for (a) Phase shifted (b) 
Phase Disposition modulation techniques using Sinusoidal modulation 
signal 

It can be noted that the LS-PWM techniques maintain 
almost same junction temperature because of having almost 
same total power losses. 

VII. CONCLUSION

This paper presents the performance comparison of line 
voltage THD, total power losses of the switching devices, 
efficiency, and device junction temperature for a three-phase 
seven-level CHB inverter fed induction motor drive, operated 
at open loop v/f control mode, using multi-carrier modulation 
methods for three distinct modulation signals. PLEXIM 
software platform is used for investigating the performance of 
the above parameters. It is observed from results of simulation 
that the Phase Disposition modulation techniques exhibit 

improved THD than any other modulation methods for any 
given modulation signal, while THIPWM and MAX-MIN 
PWM signal give better THD performance than SPWM, while 
the motor is operated in v/f control mode at rated load torque. 
15% more dc-link utilization for THIPWM and MAX-MIN 
PWM signal than SPWM signal is also justified. According to 
the thermal performance investigation, the LS_PWM has less 
losses thus having more efficiency and the PS-PWM 
technique has larger power losses hence less efficiency 
regardless of any modulation signal, which raises the junction 
temperature of the switching device more than other PWM 
techniques. 
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Abstract—The Proportional-Integral-Derivative (PID) con-
troller tuned by Internal-Model-Control (IMC) is extensively used
in industrial control applications. This methodology offers an
excellent trade-off between the setpoint tracking and disturbance
rejections, and also provides better robustness. In this paper, we
suggest a simple and straightforward approach for designing
IMC based PID controller with a fractional filter for electrical
engineering applications. Due to the use of a fractional order
filter, the flexibility of tuning the parameters is increased. To
verify the suggested method’s utility, simulation analysis has been
done for the mathematical model of a rotational DC servo system
(QUBETM-Servo 2) and single area power system (SAPS). The
approach for controller design depicts proper set-point tracking
and better disturbance rejections. The performance analysis of
the controller which has been designed for the applications has
been done based on the integral of error (IEE), integral square
error (ISEE), integral absolute error (IAEE), and control
efforts (CE). Finally, the robustness analysis has been done for
a +50% change in the gain of the process.

Index Terms—Internal-Model-Control, PID, Fractional Filter,
Robustness, Performance

I. INTRODUCTION

Proportional-Integral-Derivative (PID) controllers have been
extensively used in the last few decades in the area of
control and process control for wide-ranging applications
(including the industrial equipment, food and chemical sector,
automobile engineering, mining, electric power sector, and
aerospace factories). This field of study is still very active
today [1]. PID controller design is important because of the its
simplicity, and easily implementable structure, which typically
results in various tuning methods and implementation options.
These tuning methods are based on quick set-point tracking,
good disturbance impact reduction, avoiding overaggressive
control action, preventing the integral windup, robust-ability to
process variables, and performance index’s minimization [2],
[3]. PID tuning by using robust optimization (like H∞ [4])
and soft computing methods (such as evolutionary algorithms
and fuzzy logic principles [5], [6]) have been published in

recent years. Internal model control ( IMC ) is a basic,
simple, resilient, and easy-to-implement technique that may
be used to tune linear, nonlinear, and delayed processes. The
development of a PID controller with an internal model control
(IMC) structure has been carried out by various researchers
significantly [7], [8], [9], [20]. It is observed that in all these
papers, the three parameters of PID are obtained with one
parameter (which is IMC filter time constant (λ)), and in the
case of fractional order filter, there is one more parameter
(fractional order of the IMC filter (σ)). In this method, it is
seen that the filter arrangement and it’s choice are crucial in
defining the parameters of the PID controller. Generally, the
IMC filter structure has chosen like as [9]:

f(s) =
1

(λs+ 1)p
; p ϵ I (1)

where λ − is time constant of the filter and p − is the filter’s
order (integer in nature).
In this paper, we have chosen fractional IMC filter as [9]:

ff (s) =
1

(λsσ + 1)p
; 1 < σ < 2; p ϵ I (2)

where σ − is the filter order which is fractional in nature.
To achieve optimum PID tuning, experts have demonstrated
various IMC approaches. Some schemes include complicated
mathematical calculations, while other techniques need an
extra filter term along with a conventional PID controller
[10]. For example, the IMC-PID approach put forward by
Rivera et al. [7], showed that some process models of the first
order and second-order, integrating kind of process, changing
Q(s) into Cf (s) produces additional filter-term. In this paper,
the final controller structure will include an extra filter term
with the PID controller. The IMC-based PID controller does
not always provide adequate disturbance attenuation (slow re-
sponse). Hence, tuning rules are constantly being developed
to improve disturbance attenuation for FOPDT and SOPTD
systems [11]. The inherent disturbance attenuation capability
of closed-loop controllers has been studied in the paper [12].
As a result, the current effort is to construct a controller for979-8-3503-9806-9/22/$31.00 ©2022 IEEE
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FOPDT and SOPTD systems to reject disturbances effectively.
With fractional order differentiation and integration methods,
the structure allows to use fractional calculus to produce a
fractional order controller for efficient performance of closed-
loop system [13]. By using a controller with fractional order,
the performance can be improved in comparison with an
integer order controller. Here, fractional order controllers offer
reliable control with extra tuning factors, which increases the
tuning complexity slightly. In [14], an ideal IMC filter that
minimizes IAE for a particular Ms was found by monitoring
the closed loop behavior after developing PID controllers for
several process systems. Implementing a controller using a
fractional IMC filter for various applications is the primary
goal. In paper [15], Authors suggested a fractional IMC-filter
of the first order as a PID controller for SOPTD processes
based on IMC. The tuning variables in [15], were selected
repeatedly to have minimum values for IE, ISE, and IAE.
Due to the improvement in the system performance after using
the first-order fractional filter, motivated to construct a higher-
order fractional filter for more improvement and flexibility. In
the present work, a second-order IMC filter with fractional
order has been used for single area power system and also
DC servo motor for velocity control.
In this paper, the following points have been addressed:

• PID controller design with fractional filter based on IMC
structure tuning for the particular value of maximum
sensitivity (Ms).

• The trial-error method is used for tuning the filter param-
eters for a particular value of (Ms).

• Applications of the suggested approach in servo system
and single area load frequency control problem.

• The results are analyzed in the presence of load distur-
bances and parametric uncertainty.

• Evaluation of control scheme in the presence of perfor-
mance indices such as: IEE , ISEE , IAEE , and CE.

II. INTERNAL MODEL CONTROL (IMC) SCHEME
WITH FILTER FRACTIONAL IN NATURE

Fig. 1, depicts a diagram illustration of the IMC framework
with a fractional order filter. Whereas reference input,
disturbance input, and closed-loop output, are represented
by Ri(s), Di(s), and Yo(s), respectively. Additionally, a
system G(s) is involved in this arrangement, and it is used
to construct the controller in combination with the system
model Gm(s) [7].

Fig. 1. Fundamental diagram of IMC scheme [7].

To construct the IMC-based PID controller, we need to follow

Fig. 2. Fundamental closed loop system structure.

the following steps:
Step 1: The process model is segregated into two parts. (1).
Invertible part of the process, (2). Non-Invertible part of the
process.

Gpm(s) = G+
pm(s)G−

pm(s) (3)

where G+
pm(s) consists of non-invertible parts of the process

like delay time and zeros on the right half plane. G−
pm(s)

consists invertible part of the process, which has poles and
zeros on left half of the plane.
Step 2: To develop the controller design of the IMC, we
need to add a low pass filter with invertible part of the
process, here the filtering nature is fractional so that the IMC
controller is appropriate [7].

CIMC(s) =
1

G−
pm(s)

ff (s) (4)

where ff (s) is a fractional order filter modeled as:

ff (s) =
1

(λsσ + 1)p
(5)

where λ (time constant of the fractional filter) is an adjustable
parameter that modifies a closed-loop system’s response time
and eliminates process/model incompatibility, typically hap-
pening at high-frequency regions and contributing to robust-
ness. Furthermore, σ is the fractional order of the filter, i.e.,
an adjustable variable, which improves the flexibility of the
suggested controller, and the range of the σ is between 1 to
2. Here, the value p has been taken to make CIMC strictly-
proper/proper for the physical realization of the IMC controller
Step 3: Finally, the closed-loop feedback control formulation
is shown in Fig. 2 after simplification, which can be designed
as:

C(s) =
CIMC(s)

1− CIMC(s)Gpm(s)
(6)

III. MATHEMATICAL FORMULATION OF PID
CONTROLLER BY USING FRACTIONAL FILTER

According to Fig. 1, and Fig. 2, the suggested structure for
the designed controller is obtained as follows [15]:

C(s) = (Fractional F ilter part)×Kc

(
1 +

1

τits
+ τdts

)
(7)

The designed controller configuration consists of the PID
controller cascaded with a fractional filter term. Tuning of the
fractional filter parameters is based on a heuristic approach



and is enough to optimize the closed-loop response.
Consider the first order transfer function as:

Gpm(s) =
Ks

(sTs + 1)
(8)

where Ks− is system’s gain and Ts− is time constant of
system model.
The optimum filter of fractional order has been chosen as given
in eq. (5). After using the IMC filter with the invertible part
of the process, the IMC control structure is:

CIMC(s) =
(sTs + 1)

Ks(λsσ + 1)2
(9)

The designed controller based on IMC-PID for closed loop
system, as mentioned in eq. (6):

C(s) =

[
(sTs+1)

Ks(λsσ+1)2

]
1−

[
(sTs+1)

Ks(λsσ+1)2

] [
Ks

(sTs+1)

] (10)

Finally,

C(s) =

(
1

λ2s2σ + 2λsσ

)
× 1

Ks
(1 + sTs) (11)

After comparison with ideal form of the PID controller, the
parameters values are:
Kc =

1
Ks

; τit = 0; τdt = Ts

IV. PERFORMANCE AND ROBUSTNESS ANALYSIS
OF THE SYSTEM

To accomplish the desired objectives, we need to analyze
the results or responses of the process model for the designed
controller methodology. So, the evaluation of the closed-loop
performance has been done based on accumulated errors,
which are integral of error (IEE), integral square error
(ISEE), integral absolute error (IAEE), and control effort
(CE) for a fixed value of the maximum sensitivity (Ms) in
the response to follow set-point and disturbance attenuation.
The performance indices are given below [18], [19]:

IEE =

∫ ∞

0

er(t)dt (12)

ISEE =

∫ ∞

0

e2r(t)dt (13)

IAEE =

∫ ∞

0

|er(t)|dt (14)

CE =

∞∑
k=0

|uk+1 − uk| (15)

Ms = max
0≤ω≤∞

∣∣∣∣ 1

1 +Gpm(jω)C(jω)

∣∣∣∣ (16)

The performance of a controller to function effectively in
uncertain conditions is the key design objective. In the real uni-
verse, every system has some imperfections in its model. So,
the performance/efficiency of the designed controller must be

verified in the existence of disturbances, noises, and parametric
uncertainty. The designed controller should be robust in these
conditions. The stability and resilience of a closed-loop control
system to process parameter fluctuations are based on the
sensitivity function Ms, which is mentioned in (16) and com-
plementary sensitivity functions indicated by MT mentioned
in (18). These requirements are based on the loop function
of the Nyquist stability condition. For effective control, it is
advised that the maximum sensitivities fall between 1 and 2.
The minimum value of maximum sensitivity is defined by the
maximum distance between the Nyquist-plot and critical-point
(1+jω). Therefore, the essential requirement to ensure robust
stability can be derived from the small gain theorem [21], [22],
which is given below:

ϵm(jω)MT (jω) < 1, for all ω ∈ (−∞,∞) (17)

where ϵm(jω) =
∣∣∣G(jω)−Gpm(jω)

Gpm(jω)

∣∣∣ - is multiplicative bound
for plant. To ensure the robustness, there should be an upper
bound so that ϵm(s) < 1.
And MT (jω) - is complementary sensitivity function as given
in eq. (18).

MT (jω) = max
0≤ω≤∞

∣∣∣∣ Gpm(jω)C(jω)

1 +Gpm(jω)C(jω)

∣∣∣∣ (18)

For the robustness condition due to change in the process gain
and time delay [16], the suggested design must be verified as
per eq. (19), [16].

∥MT (jω)∥∞ <
1∣∣∣( δKs

Ks
+ 1
)
e−δts − 1

∣∣∣ (19)

V. SIMULATION STUDIES AND DISCUSSION

The analysis of the process models has been carried out in
this section of the paper with the help of MATLAB/Simulink
(MATLAB R2022a).
Example 1: We applied existing controller technique to address
the issue with a DC servo system (QUBETM-Servo 2) made
by Canadian company Quanser Inc. The system contains an
integrated amplifier with a current sensor module rated at 18
Volt default input voltage, 0.54 Amp current, 3050 RPM nor-
malized speed, 22.0 mN-m normalized torque, and a brushed
DC motor with an optical encoder that controls velocity.
The mathematical model of the setup is given below [23]:

Gpm(s) =
21.721

(0.147s+ 1)
(20)

After implementing the designed methodology, the tuned pa-
rameters of the PID controller are: Kc = 0.046, τit = 0, and
τdt = 0.147. Also, the tuned parameters of the cascaded filter
part, as shown in eq. (21) are obtained for the fixed value
of maximum sensitivity (Ms = 1.2) are: λ = 0.4sec and
σ = 1.0484, here heuristic approach is used for tuning the
parameters for a fixed value of Ms.

ff (s) =

(
1

λ2s2σ + 2λsσ

)
(21)



So, the final control structure is given as:

C(s) =

(
1

0.16s2.0968 + 0.8s1.0484

)
× 0.046(1 + 0.147s)

(22)
To analyze the performance of the designed method, a unit
step function is used as the reference input and disturbance
input at 15sec. The closed-loop response has been evaluated
based on IEE , ISEE , IAEE , and CE, which is recorded
in Table. I, for set-point tracking and disturbance rejection.
Furthermore, the servo, as well as the regulatory plots, have
been observed in Fig. 3, and the plot for observing the effort
of the controller has been shown in Fig. 4. From the responses,
it can be observed that set-point tracking is fast and smooth
with good disturbance rejection. Also, the robust analysis of
the process model can be shown in Fig. 5, which proves the
robustness of the designed method for +50% uncertainty in the
system’s gain. The experimental validation and comparative
analysis of this model based on the designed scheme will be
carried out as the extension of the work.

Fig. 3. Process Response of Example 1.

Fig. 4. Control Effort Response of Example 1.

Example 2: The suggested design is also implemented for
the load disturbance rejection (load frequency control (LFC)
problem) in a single-area power system (SAPS). The SAPS
for the LFC model consists of a governor GG(s), a turbine
(non-reheated) GT (s), load with machine GP (s), and droop
characteristics 1/R as shown in Fig. 6. The transfer function

Fig. 5. Robust Response of Example 1.

Fig. 6. Single Area Power System Model [24].

model of these systems is [17]:

GG(s) =
1

sTg + 1
(23)

GT (s) =
1

sTt + 1
(24)

GP (s) =
Kp

sTp + 1
(25)

The final mathematical model of the SAPS is given below
[17]:

Gpm(s) =
250

s3 + 15.88s2 + 42.46s+ 106.2
(26)

After applying the suggested methodology, the tuned values
of the PID parameters are Kc = 0.169, τit = 0.399, and
τdt = 0.315, with fractional filter parameters: λ = 0.7sec and
σ = 1.0482 for a fixed value of Ms = 1.2.
So, the final control structure is given below:

C(s) =

(
s

0.7s2.0964 + 1.4s1.0482

)
× 0.169(1 +

1

0.399s
+ 0.315s) (27)

For evaluating the results of the suggested techniques, a load
disturbance of step input with magnitudes −0.02, −0.2, and
−0.5 have been used. The results of disturbance rejection
have been observed from Fig. 7, which provide a fast and
smooth response for step disturbances of different magnitudes.
Also, the robust analysis of SAPS has been done for +50%
uncertainty in load gain, which can be seen in Fig. 8, which
verifies the suggested technique is robust.



TABLE I
CRITERIA FOR EVALUATING PERFORMANCE

Method Ms

Set-Point Tracking Disturbance Rejection

IEE ISEE IAEE CE IEE ISEE IAEE CE

Proposed 1.2 0.6611 0.517 0.8762 0.0477 0.6844 0.5173 0.8528 0.0477

Fig. 7. Load Disturbance Response of Example 2.

Fig. 8. Robustness Analysis of Example 2.

VI. CONCLUSION

This paper suggests a technique for designing the controller
based on IMC structure for PID cascaded with a low pass
filter which is fractional in order. The main benefit of the
suggested method is that it is simple, straightforward, and
easily implementable. The efficacy of the designed controller
has been verified by a simulation study of a DC servo
system (QUBETM-Servo 2), and the experimental analysis of
the same model will be carried out in extended work. The
performance evaluation of the model has been done based
on errors (IEE , ISEE , and IAEE) and control efforts (CE).
Furthermore, the suggested approach is also implemented for
LFC of single-area power systems due to load disturbance.
The results reveal the supremacy of the suggested technique,
which provides good load disturbance attenuation and fast and
smooth response. In the future, the designed method will be

carried out with the comparative analysis with other advanced
techniques such as: sliding mode control, H∞ control, and
Active Disturbance Rejection Control (ADRC). The designed
PID based IMC scheme will be implemented in the Microgrid
as an application.
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Abstract— Reliable power quality is one of the crucial aspects in 
marine electric drive trains. Power quality can be increased by 
using multilevel inverters instead of two level inverters. 
Therefore, this article utilizes four-level π-type inverter due to 
less component configuration. The inverter is required to be 
supplied from split dc-link with three capacitors in series to 
provide four voltage levels. Imbalanced voltages of dc-link 
capacitors produce distorted output voltage waveforms. In 
order to improve the output voltage levels this article proposes 
a novel closed loop dc-link voltage balancing strategy. The 
proposed strategy uses split modulating wave method and can 
be easily implemented with existing variable carrier based 
method. A variable carrier is utilized to regulate the voltage of 
the most sensitive middle capacitor and split modulating waves 
balances rest of the capacitors. The feasibility of proposed 
balancing strategy is verified with MATLAB/Simulink tool. 

Index Terms— dc-link, green transportation, marine vehicles, 
multilevel inverter, variable carrier, variable speed drives, 
voltage balance. 

I. INTRODUCTION

In recent years, medium voltage (2.3-13.7 kV) multilevel 
inverters are widely used in all electric or hybrid marine 
propulsion systems depending on the power requirement and 
propulsion system arrangement of the vessel [1]. For some 
low power applications such as small ferries, houseboats, 
medium voltage is not required therefore, two-level (2L) 
inverters were used. Major companies offering these 
converters are STADT [2], ENAG [3], Rockwell [4], 
Siemens [5], Ingeteam [6], ABB [7] which offers voltage 
range of 230-690 V. In industries, these 2L inverters are now 
being replaced by three-level (3L) T-type inverters as well as 
other low voltage multilevel inverters (less than 1.5 kV) 
because of their improved power quality, low dv/dt and di/dt 
[8]. Specifically, a four level (4L) active neutral point 
clamped (ANPC) inverter with 480 V output line voltage is 
installed in 1.25 MW uninterruptible power supply in the low 
voltage application. For the low voltage application, the 
number of semiconductor devices should be minimized in 
order to reduce the losses, complexity, and cost. Among 
various 4L topologies, π -type inverter is an economic and 
practical solution for the low voltage ships [9].  Though the 
4L inverters give better voltage output, it has a problem of 
dc-link capacitor voltage balancing. It has been observed by
many researchers that it is difficult to maintain the voltages
of series connected dc-link capacitors under full power factor
and modulation index range. Therefore, J. Pou et.al.
suggested a space vector based modulation technique for the

4L diode clamped inverter. It uses nearest three vector 
method to balance the capacitors by calculating duty cycle 
from voltage limits and the reference vector projection 
strategy [10]. In [11], virtual vector pulse width modulation 
(VVPWM) is discussed which balances the neutral point 
voltages. The disadvantage of this method are increased 
switching losses due to double the switching and heavy 
computation is required therefore carrier based VVPWM is 
challenging to use. In 4L nested neutral point clamped 
inverter, more than one paths are available for capacitor 
charging and discharging for the same voltage level. By 
sensing the capacitor voltages, the balancing scheme 
determines suitable charging discharging path to balance the 
dc-link voltages [12]. In [13], a variable carrier based PWM
technique is suggested for the controlling the voltage of
middle capacitor and rest of the capacitors will be balanced
by design due to circuit symmetry. One more hardware based
balancing scheme is proposed in [14] which suggests to use
additional switched capacitor resonant circuit. This solution
is uneconomical as it increases size, losses and cost.
Furthermore, a cost function optimization based model
predictive control is proposed in [15] but, it has issues like
large computational burden, erratic switching frequency and
uncertain weighting coefficients. In some recent literature,
utilization of redundant output voltage level in one switching
cycle is recommended for the dc-link voltage balancing. This
technique is checked for three level neutral point clamped
converters [16], [17], and four level converters [18]-[21] by
using overlapped carriers.

For the variable speed drivetrains used in all electric 
marine propulsion, it is required to balance the capacitors 
over wide speed and torque range. As the loading condition 
changes the capacitor charging discharging cycle changes 
resulting unbalance in voltages. Also, there are some 
limitations of the switching frequency for the existing 
methods. Some of the balancing schemes fails as the 
switching frequency increases. It is observed that dead time 
inserted in the inverter to avoid the shoot-through within the 
switches has to be considered while designing as dc-link 
voltage balancing strategy, especially for the higher 
switching frequencies. 

 

A. Major Contribution
As a major contribution, this article proposes split

modulating wave overlapped carrier based dc-link voltage 
balancing strategy. The advantages of proposed method are 
as follows: (ⅰ) closed loop control of dc-link capacitor 
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voltages (ⅱ) no extra sensors are required for balancing of 
upper and lower capacitor even after inserting dead time for 
switches (ⅲ) no distortion in output voltage levels (ⅳ) it can 
be implemented with existing overlapped carrier-based 
method (ⅴ) effective over a wide range of speed and torque 
variations. 
B. Organization of the Article

The article is structured as follows: The operation of 4L-
π-type inverter and the cause of capacitor unbalancing is 
given in section Ⅱ.  Section Ⅲ discusses about the execution 
of proposed control strategy. To check the validity of 
proposed dc-link balancing scheme, simulation has been 
performed with different test cases in MATLAB/Simulink 
R2021b tool is explained in section Ⅳ. Furthermore, 
concluding remarks are given in section Ⅴ. 

II. FOUR-LEVEL Π-TYPE INVERTER AND VOLTAGE 
IMBALANCE IN DC-LINK CAPACITORS

A. Operation of 4L-π-Type Inverter
Schematics of four level π-type inverter with PMSM is

shown in Fig. 1.  It has three dc-link capacitors and six 
switches per leg to produce four voltage levels +3𝐸/2 , 
+𝐸/2, −𝐸/2and −3𝐸/2 where, each capacitors voltage is
represented by E. It is the rearrangement of 3L active neutral
point clamped to make it four level. The S1 and S6 present in
single leg forms the 2L inverter and by connecting
bidirectional switches S2/S3 and S4/S5 to dc-link neutral
points (N1 and N2) makes it 4L. In this configuration 2/3 of
the dc-link voltage is blocked by the bidirectional switches S3
and S4, where 1/3  of dc-link voltage is blocked by S2 and S5
switches. Any one of the antiparallel switches (S2/S3 and
S4/S5) is kept on for effective commutation during change of
voltage levels. Switches S1/S2, S3/S4 and S5/S6 are operated in
complimentary fashion.

The equivalent circuits for the different switching states 
for respective voltage level are shown in Fig. 2. And they are 
given by 

3𝐸 = 𝑉 + 𝑉 + 𝑉 , 2𝐸 = 𝑉 + 𝑉  , 𝐸 = 𝑉   (1) 

Switching states during different output voltage levels and 
capacitor charging discharging statues are tabulated in Table 
Ⅰ.  

The reference voltages for the conventional level shifted 
pulse width modulation strategy are given as 

⎩
⎪
⎨

⎪
⎧ 𝑢 = 𝑚 𝑢  sin 2𝜋𝑓𝑡    

𝑢 = 𝑚 𝑢  sin 2𝜋𝑓𝑡 −  

𝑢 = 𝑚 𝑢  sin 2𝜋𝑓𝑡 +  

(2) 

where, modulation index is shown by 𝑚 and fundamental 
frequency is shown by 𝑓. The carrier frequencies have the 
same amplitude of 𝑢  and the switching frequency is 𝑓 . 
Furthermore, the zero sequence component is added to the (2) 
to produce the final modulation reference wave. To limit the 
operation in the modulation range, the zero sequence 
component can be presented as 

𝑢 t = 𝑢 𝑡 +  𝑢 𝑡         (3) 
−𝑢 𝑡 ≤  𝑢 𝑡 ≤ 3 − 𝑢 𝑡    (4) 

where 𝑢 𝑡  and 𝑢 𝑡  are the minimum and 
maximum values of fundamental component furthermore 
they are expressed as  

 
𝑢 𝑡 = min 𝑢 𝑡 , 𝑢 𝑡 , 𝑢 𝑡   

𝑢 𝑡 = max 𝑢 𝑡 , 𝑢 𝑡 , 𝑢 𝑡   (5) 

B. Voltage Imbalance in DC-link Capacitors
From the Table Ⅰ, it is noticeable that the voltage level 3𝐸

has an impact on the top capacitor, and the voltage level 𝐸 
has an impact on the lower capacitor. All voltage levels 3E, 
2E, E, and 0 have an impact on the middle capacitor 𝐶 . This 
creates unbalance in all three capacitors. In order to develop 
the dc-link voltage balancing strategy first, the average 
current based analysis should be done. Therefore, the Fig. 3 
shows the simplified circuit diagram of 4L-π-type inverter 
[22].  

The average currents flowing through the series 
connected three dc-link capacitors can be expressed by 
Kirchhoff's current law as, 

+
-

+
-

+
-

+
-

+
-

S2

S3

S6

S5

+
-

-
+

C3

C2

S6

S1

S2 S3

S4 S5

-
+

Propeller

PMSM

C1 4L π-type Inverter

dc-link

Li-Ion 
Battery 

pack

Fig. 1. Schematics of four-level π-type inverter fed PMSM. 
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Fig. 2. Equivalent circuits of 4L-π-type inverter when output voltage levels are (a) +3𝐸/2 (b) +𝐸/2 (c) -𝐸/2 (d) -3𝐸/2   



 𝐼 = 𝐼 − 𝐼    
𝐼 = 𝐼 − 𝐼  
𝐼 = 𝐼 − 𝐼  

    (6) 

where,  

⎩
⎪⎪
⎨

⎪⎪
⎧ 𝐼 = 𝐼 sin 𝜃 − 𝜑  𝑑𝜃  

𝐼 = +   𝐼 sin 𝜃 − 𝜑 𝑑𝜃 

𝐼 = +   𝐼 sin 𝜃 − 𝜑 𝑑𝜃

𝐼 =   𝐼 sin 𝜃 − 𝜑 𝑑𝜃

  (7) 

where 𝑥 = 𝑎, 𝑏, 𝑐. 𝛼 is the switching angle, 𝜃 = 2𝜋𝑓𝑡, 𝐼  is 
the peak phase current, and  𝜑 is power factor. Now further 
simplifying to relate in average currents as shown in Fig. (3) 
we get, 

⎩
⎪⎪
⎨

⎪⎪
⎧ 𝐼 = 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑    

𝐼 = 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑

𝐼 = 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑

𝐼 = − 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑

   (8) 

Now, using (8) in (6) and simplifying, we get 

⎩
⎪
⎨

⎪
⎧ 𝐼 = 𝐼 − 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑    

𝐼 = 𝐼 − 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑  

𝐼 = 𝐼 − 𝐼 cos 𝜑 + 𝐼 cos 𝜑 + 𝐼 cos 𝜑  

(9) 

 It is observed from (9) that 𝐼  and 𝐼  are larger than the 
𝐼  and therefore, middle capacitor could not get sufficient 
current to get charged. Therefore, the unbalance occurs and 
gradually the middle capacitor voltage decreases to 0 and the 
dc-link is equally shared by the upper and lower capacitor.
After this, the four level inverter will work as three level
inverter and the purpose of four levels will not be satisfied.
In addition, for higher switching frequency, the upper and

lower capacitor do not share the equal voltages if the middle 
capacitor is clamped to 1/3rd of overall dc-link voltage.   

III.  EXECUTION OF CONTROL STRATEGY

The main cause of capacitor unbalance is discussed in 
previous section. This section presents the dc-link capacitor 
balancing approach to address the unbalancing problem. One 
simple solution is to add the extra voltage balancing circuitry, 
but it increases the losses, size, and cost. Therefore, to avoid 
such problems, modifying control strategy is an economical 
way out.  

In order to control the speed of the PMSM, field oriented 
control strategy is used in this article. In the FOC, the speed 
of the machine is compared with reference speed and the error 
is processed through proportional plus integral (PI) 
controller. This PI controller generates the quadrature axis 
reference current 𝐼 . The direct axis current is set to zero 
as the surface PMSM is used for the application. The given  
𝐼  is then compared with measured value of 𝐼  and after 
passing through PI controller it gives the reference voltages 
for the modulation wave. By taking these modulating waves, 
zero sequence component is added in the reference as 
discussed in previous section. This 𝑉  is treated for the 
proposed strategy.  The conventional variable carrier 

modulation strategy is shown in Fig. 4.  The conventional 

TABLE Ⅰ. SWITCHING STATES AT CORRESPONDING OUTPUT VOLTAGE LEVELS AND CHARGING STATUS OF CAPACITORS 
Device 

Voltage level 
S1 S2 S3 S4 S5 S6 ix C1 C2 C3 

+3E/2 ON OFF ON OFF ON OFF >0 Dch Dch NC 
<0 Ch Ch NC 

+E/2 OFF ON ON OFF ON OFF >0 NC Dch NC 
<0 NC Ch NC 

-E/2 OFF ON OFF ON ON OFF >0 NC Ch NC 
<0 NC Dch NC 

-3E/2 OFF ON OFF ON OFF ON >0 NC Ch Ch 
<0 NC Dch Dch 

Ch: Charging Dch: Discharging NC: No Change 
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Fig.3. Simplified circuit of 4L-π-type inverter 
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Fig. 4. Existing dc-link capacitor voltage balancing strategy. 
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Fig. 5. Proposed dc-link capacitor voltage balancing strategy. 



control strategy uses PI controller to minimize the error 
between reference voltage and measured voltage of middle 
capacitor 𝐶 . The output of PI decides the amplitude of 
middle carrier wave A  and it is given by 

A = 𝐾 + 𝑉 − 𝑉     (10) 
where 𝐾  and 𝐾  are the propostional and integral gains 
respectively.  
Furthermore, for proposed strategy shown in Fig. 5, utilizes 
split modulating waves. The original reference wave is split 
into three modulating waves 𝑉  which corresponds to the 
carrier waves through the piecewise function. The piecewise 
function for the split modulating wave is given by  

𝑉   =  

⎩
⎪
⎨

⎪
⎧𝑉  for   𝑉  ≥

   for  > 𝑉  ≥ −

 for  𝑉  ≥

   (11) 

  𝑉   =  

⎩
⎪
⎨

⎪
⎧  for 𝑉  ≥

𝑉  for  > 𝑉  ≥ −

−  for 𝑉  ≥

 (12) 

𝑉   =  

⎩
⎪
⎨

⎪
⎧ −  for  𝑉  ≥

−   for  > 𝑉  ≥ −

𝑉  for   𝑉  ≥

 (13) 

The zoomed in split modulating waves before injection of 
zero sequence component is shown in Fig. 6. Now after 
adding the zero sequence component in reference given by 
the FOC controller the switching pattern generated for the 
power switches S1, S3 and S5 are shown in Fig. 7 while rest 
of the switches are complementary to these switches as 
discussed in section Ⅱ. The proposed strategy can be easy to 
implement in digital signal processor. Also, the level shifted 
carrier waves can be generated by adding offsets in single 
carrier wave. By using the proposed approach, it is possible 

to balance all three capacitors to 1/3rd of the dc-link without 
using any additional balancing circuit. 

IV. PERFORMANCE ASSESSMENT WITH SIMULATION

To check the feasibility of proposed dc-link voltage 
balancing strategy simulation has been done in 
MATLAB/Simulink R2021b. The 4L-π-type inverter is 
developed using IGBTs and bidirectional switches are 
connected in common collector configuration. The dc-link is 
realized by connecting three capacitors of 100 μF each in 
series. In order to prevent the shoot-through between 
switches, 2 μS dead time is used for all the IGBTs. A 300V, 
4.8 kWh battery pack is used as a source to the developed 
system. The battery is assumed to be charged 80% of the total 
capacity. For the simulation 4.4 kW surface PMSM is 
considered as prime mover and its parameters are specified in 
Table Ⅱ. The PMSM is controlled by field oriented control 
method. The developed system is controlled by both 
conventional and proposed strategies. The proportional plus 
integral (PI) controller’s values are kept same for both the 
strategies. (Kp = 15 and Ki = 1500) 

In order to check the dynamic performance of the proposed 
method, various test cases have been considered.

A. Test case -1
The load torque is used as 28 Nm and the speed reference

is set to 700 rpm. After 2 seconds, the speed reference is 

Fig. 7. Modulating waves with zero sequence injection and switching pattern
of switches of S1 S3 S5. 
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Fig.6. Implementation of split modulation wave with variable carrier 

TABLE Ⅱ. MACHINE PARAMETERS USED IN SIMULATION 

Parameters  Value 

Speed 2200 rpm 
Torque 33.9 Nm 
Voltage 300 V 

Pole pairs 4 
Stator phase resistance 0.129 Ω 
Magnetic Flux linkage 0.1821 Wb 

Ld 1.453 mH 
Lq 1.607 mH 

(a) 

(b) 
Fig. 8 dc-link capacitor voltages when carrier frequency if 𝑓 =
10 𝑘𝐻𝑧  for test case-1 (a) conventional control strategy (b) 
proposed control strategy



changed to 300 rpm while keeping the load torque same. This 
test case is checked for the switching frequency of 10 kHz.  
From Fig. (8) it can be observed that conventional overlapped 
carrier based method is able to balance the dc-link capacitors, 
but it requires more time to settle down for the desired 
voltage.  

B. Test case -2
For the test case - 2 same conditions have been kept as test

case -1 but, the switching frequency is increased to 25 kHz. 
The Fig. 9(a) and 9(b) shows the speed and torque reference 
of given by the FOC controller and measured values. It can 
be observed from Fig. 9(c) that the capacitor unbalance 

occurred for the low speed while load torque remains 
unchanged. The upper capacitor is overcharged, and the 
lower capacitor is over discharged, but the middle capacitor 
is maintaining the voltage level of 1/3rd of the total dc-link. 
Due to unbalance in capacitors, pole voltage changed, and 
waveform gets distorted resulting is larger THD can be seen 
from Fig. 9(d).  The Fig. 10 shows the same test case for the 
proposed dc-link voltage balancing strategy. It has been 
observed from Fig. 10(c), the capacitor voltages are well 
balanced and maintained at 1/3rd of the total dc-link. Due to 
well-balanced dc-link capacitors, the output pole voltage and 
the line voltages are not deteriorated.  

(a) (b) (c) 

(d) (e) (f) 
Fig. 9. Simulation results for conventional dc-link voltage control strategy when carrier frequency if 𝑓 = 25 𝑘𝐻𝑧 test case-2(a) speed (b) load torque (c) 
capacitor voltages (d) pole voltage (e) line voltages (f) phase currents

(a) (b) (c) 

(d) (e) (f) 
Fig. 10. Simulation results for proposed dc-link voltage control strategy when carrier frequency if 𝑓 = 25 𝑘𝐻𝑧 test case-2 (a) speed (b) load torque (c) 
capacitor voltages (d) pole voltage (e) line voltages (f) phase currents

(a) (b) (c) 

(d) (e) (f) 
Fig. 11. Simulation results for proposed dc-link voltage control strategy when carrier frequency if 𝑓 = 25 𝑘𝐻𝑧 test case-3 (a) speed (b) load torque (c) 
capacitor voltages (d) pole voltage (e) line voltages (f) phase currents



C. Test case -3
In test case - 3 by keeping the switching frequency 25 kHz,

speed reference is set to 750 rpm. In order to check the 
performance in low load conditions, load has been decreased 
to 5 Nm from 20 Nm after 1.5 seconds. This test case is 
considered for the assumption of more people on the ferry 
and less people in the ferry by which the load torque will vary. 
From the Fig. 11(c), it can be seen that the capacitors are well 
balanced for high load as well as low load. Fig. 11(f) shows 
change in amplitude of the phase currents for respective 
torques. This test case confirms the feasibility of proposed 
strategy in variable load conditions.  

V. CONCLUSION

In this article, 4L-π-type inverter fed PMSM is used to 
increase the power density in all electric marine propulsion 
system. A closed-loop dc-link capacitors voltage balancing 
strategy is proposed for the 4L-π-type inverter for the 
effective operation. The root cause of unbalancing is 
discussed in detail with average current equations. Three 
triangular carrier waves of same phase and variable amplitude 
are used. The proportional plus integral controller decides the 
amplitude of middle carrier wave to maintain the voltage of 
middle capacitor to 1/3rd of total dc-link. The proposed 
strategy uses split modulating wave method with overlapped 
carriers which is effective over wide speed and torque range. 
For the speed control of the PMSM, field oriented control is 
utilized with proposed strategy. The MATLAB/Simulink 
results support the suggested dc-link capacitor voltage 
balancing strategy.  
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Abstract—This article presents Dual Active Bridge (DAB)
based dc fast charging infrastructure for electric vehicles (EV) in
the parking lot. The existing literature addresses DAB-based low
power charger as well as non-isolated vehicle charging at parking.
This article discusses the systematic charging infrastructure
which provides a compact design, high power density, and
galvanic isolation to EVs. Solar photovoltaics used to be installed
on the roof of the parking shed and solar electricity is employed
as the input power in the proposed converter topology to provide
energy to charge the vehicle. A three-phase interleaved boost
converter is used to interconnect a solar photovoltaic installation
to the common dc bus. An incremental conductance approach
is utilized to extract the maximum power output from solar
panels. Power from the common dc bus is either utilized to
charge the connected vehicle or supplied into the grid by a
front-end converter. In the intermediate stage, a DAB is utilized
to provide galvanic isolation between the solar panels and the
charging vehicle and the vehicle and grid. This article contains
an isolated multi-port EV charging setup that feeds energy to two
vehicles with different battery capacities at the same time. In the
constant current constant voltage (CCCV) mode, two separate
capacities of the Li-ion battery are employed to charge. The
simulation results are obtained on the MATLAB 2021b/Simulink
in accordance with commercial standards.

Index Terms—Dual active bridge converter, dc fast-charging,
electric vehicle, photovoltaic, parking lot

I. INTRODUCTION

The internal combustion engine (ICE) based vehicle emits
pollutant which causes severe health issues mostly in urban
areas. Thus, it needs to transform the existing transportation
system with the emerging electric vehicle technology. Green
energy-based powered transportation reduces the consumption
of fossil fuels significantly [1]. However, global policies
and regulations provide purchasing incentives and customer
education for faster adoption of safer technological transfor-
mation for sustainable development [2]. The U.S Department
of Energy and Environment Protection (DEEP) has released
the electric vehicle road map to accelerate the EVs adoption
[3]. The global electric vehicles (EVs) sell reached 6.75
million in the year 2021 and collectively demand increased
by 108% more than in 2020 sales [4]. An increasing num-
ber of EVs require a suitable charging infrastructure which
must be developed in order to accommodate such a large
number of EVs in order to promote sustainable growth. A
significant amount of electrical energy used for EV charging
is primarily generated from coal or gas-based plant [5]. In

Fig. 1: Architecture of isolated dc fast vehicle charging

present circumstances, EV infrastructure can only be clean and
green if the energy needed to charge the EV batteries should
come from renewable sources such as solar or wind power
[6]. Solar has its advantage for EV charging infrastructure
development because it is available locally and it will reduce
the burden of power transmission line up-gradation. The EV
range anxiety is a major issue that has led EV customers to
rethink before the purchase of EVs which is more costly than
conventional gasoline vehicle. To provide better performance
for EVs in terms of range, two practically possible solutions
came into the picture. 1) Increasing the Li-ion battery capacity
results in an increase in the size, weight, and cost of the
vehicle [7]. 2) enhancing the charging (fast and ultra-fast)
infrastructure around the globe which enables the users the
ability to recharge their EVs frequently. The installation of
more fast charging infrastructure is much more convincing for
proven benefits, as well as economics [8].

The onboard charger takes more time as compared to the
off-board chargers which mimic the operational functionality
similar to the gas filling station [9]. The off-board chargers
are placed fixed at the charging station and the EV needs
to connect it through the connecting cable. This provides
DC power to the EV battery through a power conditioning
unit (PCU). Thus, using a fast charger reduces the size of
the onboard EV battery and charging waiting time [10]. The
literature suggests that for high power charging applications,
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Fig. 2: Schematic diagram of a solar-assisted EV charging setup for two vehicles

the high-frequency-based converter is one of the most promis-
ing one [11]. The DAB converter is ideally suitable for
bidirectional high-power transfer and it has the advantages
of high-power density, small volume, lightweight, and with
galvanically isolated dc-dc conversion with simple control for
multi-port charging applications [12]. The design methodology
of electric vehicle Li-ion battery charging has been addressed
in [11] and modeling of the dual active bridge converter and
its control is presented in [13]. The design consideration for
an absolutely regulated bi-directional grid-connected converter
with control power on both the AC and DC sides of the system
is presented in [14]. The system is operating at the unity power
factor (UPF) and the current is draw or injected within the
acceptable limits of the harmonics distortion [15].

A. Contribution of this Research
In the literature, many researchers proposed PV-based EV

charging infrastructure [16], [17]. However, these system are
having low power rating and does not provide a galvanic
isolation feature which may increase the fault propagation
between grid to vehicle and PV to EVs. This proposed charg-
ing configuration mainly focuses on isolated dc fast charging
with multiple modes of power transfer. This system addresses
vehicle fast charging in parking lots by using locally available
PV panel power which is installed on the roof of the office
building and parking lot shed.

II. CONVERTER CONFIGURATION WITH DIFFERENT
MODES OF OPERATION

In the proposed charging system, multiple port fast dc charg-
ing is designed to charge the electric vehicle. Fig. 1 shows
the isolated dc fast charging architecture model. Primarily, PV
panel is considered as energy sources for the system and the
grid provides power only when PV panel power is unavail-
able. The system comprises of a three-phase unidirectional

interleaved boost converter (UIBC), a three-phase front-end
converter, and two dual active bridge converter. The PV panel
power is extracted by using incremental conductance (INC)
technique. The UIBC and front-end converter is connected
back-to-back between PV panels and the grid. The DAB
converters are interfaced between the common dc bus and
charging electric vehicles. The DAB converter provides gal-
vanic isolation with reduced common mode voltage. However,
the vehicle needs to connect at the output of the DAB converter
which is shown in Fig. 2. This article presents the possible
mode of power sharing operation and work contribution which
facilitates fast charging with the new system architecture. This
charging architecture presents many benefits including the
following:

• When the PV panel power (PPV ) is available, PPV used
to charge the connected electric vehicles.

• At the time of EV charging, if there is excess power
available at the common dc bus, the excess dc power is
used to converter into AC and fed to the grid.

• When solar is in cut-off mode, a controlled switch isolates
solar PV panel with UIBC converter from the common
dc bus. Hence, the power required to charge connected
electric vehicles (EVs) is supplied by the grid.

• At night, a vehicle can be charged by using the same
converter only by selecting vehicle charging mode and if
there is no vehicle connected for charge then the system
goes to idle mode.

A. Grid Connected Converter

The system’s peak power is expected to be 300 kW. Thus,
a three-phase front-end converter is a suitable choice for
interfacing with the grid. The front-end converter consists
of the SiC Metal Oxide Semiconductor Field Effect Tran-
sistor (MOSFET) switches with an anti-parallel diode which



Fig. 3: PV, grid side and electric vehicles controller block diagram

facilitates the bi-directional power flow capability between
the dc bus and grid. This converter produces two-level AC
voltage and current consisting of high-order harmonics which
can be effectively filtered out with proper LCL-type line
frequency filter as shown in Fig. 2. The sinusoidal pulse width
modulation (SPWM) with vector control technique is used
which consist of two control-loop. 1) outer voltage control
and 2) inner decoupled current control. The common dc bus
voltage controller generates the direct axis current reference
to validate the active power sharing between the dc bus and
grid. This generated current is used as the reference for the
inner current control loop. A proportional-integral (PI) based
control scheme is implemented for both outer voltage and
inner current control loops. The output of the current con-
troller is further used to decouple the interlinking component
to enhance the performance of the current controller. The
vector decoupling control allows control of separate active and
reactive power supply/absorb to the system. The inverter side
filter inductance is given in (1) [15].

Linv =
4Vdc−bus

3∆Imax
fS

(1− α)α (1)

Where α is the modulation index of SPWM and ∆Imax

is the maximum allowable ripple in the grid injected cur-
rent which is generally 20 − 30% of the grid current. The
capacitance value is selected in such a way that it should not
consume reactive power more than 5% of total power capacity.
Although large filter capacitance provides better filtering of the
high-frequency component but it consumes the reactive power

and also shifts the system power factor. The base impedance
can be calculated with the line-to-line grid voltage and base
capacitance can be determined from (2).

Zb =
V 2
L−L

Pmax

Cb =
1

ωZb
=

1

2πf0Zb

(2)

Lb =
Zb

ω
=

Zb

2πf0
Linv + Lg ≤ 10% Lb

(3)

Therefore, the maximum capacitance of the filter can be taken
5% of the base capacitance (2). The grid side inductance also
reduces the current harmonics component. Thus, it is required
to design the appropriate values inductance for excellent
filtering performance (3). The sum of the inductance of the
grid side and the inverter side depends on the voltage drop
across it. Generally, it is controlled within 10% of the base
inductance (3).

B. PV Connected Converter

The PV is interfaced by a three-phase UIBC which consists
of three high-frequency switches Qb1, Qb2 and Qb3 with three
diode Db1, Db2 and Db3 which ensure the unidirectional
power flow. The pole point of each phase are connected
with an inductor whose inductance is LB1, LB2, and LB3

respectively which is shown in Fig. 2. A controller is required



TABLE I: Parameter for PV panel, UIBC, DAB converter and grid connected front end converter

Parameter Symbol Value

PV panel and UIBC converter

Peak Power PMP 300 kW
Voltage at maximum power VMP 425 V
Current at maximum power IMP 705 A

Input capacitance CPV 470 uF
Switching frequency fSB 20 kHz

Inductance LB 110 uH

DAB Converter

Maximum power Pmx1, Pmx2 100 kW, 150 kW
Battery voltage Vbatt1, Vbatt2 400 V, 500 V

Switching frequency fdab 50 kHz
Leakage inductance and resistance Leq , req 5 uH , 1.3 mΩ

Output capacitance C1, C2 2 mF, 2 mF

Grid and front-end converter

Grid voltage (L-L) VG 415 V
Switching frequency fs 20 kHz

LCL filter Linv , Lg , Cf 2 uH, 2 uH, 133 uF
DC bus voltage Vbus 800 V

for multi-phase current balancing to reduce the uneven current
stresses in each phase which may reduce the overall converter
efficiency. The decoupled current balancing required three
modulating signals Vd1, Vd2, and Vd3 are obtained by (4).

Vd1 = Vvrc + 2Vcbc1 − Vcbc2

Vd2 = Vvrc − Vcbc1 − Vcbc2

Vd3 = Vvrc − Vcbc1 + 2Vcbc2

(4)

where voltage regulation controller (VRC) generates Vvrc,
and decoupled current balancing control (CBC) generates two
control voltage Vcbc1 and Vcbc2 respectively. The three gate
pulse signals Qb1, Qb2, and Qb3 are obtained by comparing
modulating signals with three high-frequency triangular carrier
signal which are 120◦ phase shifted to each other.

C. Dual Active Bridge Converter

As per the DAB schematic which is shown in Fig. 2,
DAB comprises of two full H-bridges converters linked with a
high-frequency transformer (HFT) followed by an equivalent
leakage inductance which is referred to the secondary side
of HFT shown in Fig. 2. Both H-bridges operated at 50%
duty ratio square pulses and the phase shift between them
is controlled as ϕ and the phase shift modify the voltage
across the equivalent leakage inductance of HFT [7], [13].
The power transfer from the dc bus to EVs is carried out by
introducing a phase shift between Vsec and Vx. The power
transfer magnitude and direction are determined by ϕ. For the
phase shift angle ϕ > 0, power will transfer from the dc bus
to the connected vehicle.

The Vsec, Vx, and ILeq
represent voltage across the sec-

ondary winding of HFT, input pulsating voltage to the EV side
H-bridge and current through leakage inductance respectively
shown in Fig. 2. The peak current through HFT is decided
by the inductance value, phase shift angle, and input-output
voltage and the output power flow equation of DAB converter
is represented with HFT n:1 turn ratio (5) [8].

Pdab =
nVbusVbatt
ωdabLeq

(
1− |ϕ|

π

)
(5)

Where ωdab is the DAB switching frequency in rad/sec and
Pdab is the total power transfer. The phase shift angle between
input and output H-bridge is calculated from the (6).

ϕ =
π

2
−

(
1−

√
8fdabLeqPdab

VbusVbatt

)
(6)

III. SIMULATION RESULTS

As per the availability of power at the PV panel and
grid, the system operates in different power-sharing modes
. The performance of the power-sharing technique between
interconnected systems is analyzed by a mathematical model
developed and simulated on MATLAB2021b/SIMULINK. The
converter’s parameters are designed and selected so that it
validates grid current ripple within 5%, the UIBC phase
inductor current in continuous mode, and dc bus voltage as per
permissible limit. The simulation parameters are given in the
Table I. Two EVs of different battery capacities with distinct
state of charge (SOC) are considered.

A. Electric Vehicle-1 Charging

In case, power is available at common dc bus and electric
vehicle-1 is connected to charge. The EV charger controller is
enabled only when the EV is properly connected and power
at common dc bus is available. Once the battery charger
controller is enabled, it will check the battery SOC and
terminal voltage of the EV. For EV-1, a 100 kW charging rate
is considered for a battery capacity of 155 Ah. Initially, the
controller starts with constant current mode but it starts from
zero and ramp-up to 250 A which is shown in Fig. 4(a). After
reaching to current reference of 250 A, it continues constant
current mode until it reaches SOC of 80.50%. Once crosses the
set SOC value, the controller shifts to constant voltage mode
and charges the battery to set CV reference of 398 V . The
simulation result shows that the controller shifted from CC to
CV without any major transient behavior in battery current. In
constant voltage charging mode, battery voltage is controlled
at a fixed voltage. Thus, the battery current falls slowly which
is shown in Fig. 4(a) as zoomed view.



(a) (b) (c)

(d)

Fig. 4: Simulation results- (a) EV-1 charging in CC/CV mode, (b) EV-2 charging in CC/CV mode, (c) PV voltage, UIBC
current, dc bus voltage and DAB converter output of EV-1, and (d) different mode of EV charging and power sharing modes

B. Electric Vehicle-2 Charging

For EV-2, voltage, charging current rating, and initial SOC
is different. Thus the controlling of these quantities is carried
out with a modified controller parameter to achieve better
dynamic characteristics of the charger. Initially, SOC of EV-2
is taken as 60%, battery capacity of 150 Ah, and charging rate
of 150kW with an allowable 300 A peak charging current. As
the threshold SOC is taken at 60.50%, the controller starts
from zero current and ramp-up to CC limit. The constant
current mode is continued until battery SOC reaches 60.50%
which is shown in Fig. 4(b). After SOC reaches 60.50%, the
controller shifts from CC to CV mode without any major
transient behavior and control the battery voltage at 498 V as

shown in Fig. 4(b). Thus, the corresponding charging current
reduces its value slowly until the battery is fully charged and
the charging current is shown in Fig. 4(b) as zoomed view.

C. Electric Vehicle Charging in PV Grid Connected Code

In case, the PV panel power is available, a control enables
signal (X) activates the phase-locked loop (PLL) which ex-
tracts grid information. Thus, the outer dc bus voltage control
loop generates the current reference for the inner decoupled
grid current controller which is shown in Fig. 3. For UIBC
converter, the control rule algorithm which having the dc bus
(V ∗

bus, Vbus), and PV (V ∗
PV , VPV ) voltages will decide the

voltage control mode as per the X value. The (V ∗
PV is the



reference PV voltage which is provided by INC. Once the
control signal (X) becomes high, it activates the control rule
algorithm and UIBC outer voltage regulation control loop track
the max power point voltage Vmpp followed by the inner
decoupled current balancing controller. In case, the available
PV panel power is fed to the grid, the electric vehicle can
be charged by connecting it to the output of DAB charger.
After connecting the EV, charging phenomenon started only
when the enable (EN) signal become high. Once EN becomes
high, the EV charge controller activates and checks the state
of charge (SOC) of the battery of the connected vehicle. If
SOC found less than the set value, controller initially starts in
constant current charging mode. Fig. 4(c) shows that initially
controller is started in grid connected mode, the voltage at
PV terminal is controlled at Vmpp and PV panel generated
power is fed to the grid. At t = 5 sec, EV-1 is plug-in and
at t = 10 sec EV-2 is plug-in, a voltage dip with small
oscillation is observed at dc bus which can be seen in Fig.
4(c) and charging power (PEV 1, PEV 2) ramp from zero to
max allowable limit and controlled in constant current mode
shown in Fig. 4(d). Similarly, a dip is observed in power
(PPV , Pg) and Pg is decreasing. However, power PPV is fixed
but PPV − PEV 1 is transferred to grid for (t > 5 sec) and
(PPV −PEV 1 −PEV 2) is transferred to grid for (t > 10 sec)
which is shown in Fig. 4(d).

D. Charging of Electric Vehicle from Grid

In case, the available PV panel power is not sufficient or
unavailable due to weather constraints to charge the connected
electric vehicles, power from the grid needed to be drawn at
the unity power factor. Thus, common dc bus is controlled at
800V from the grid side front-end converter. At t = 15sec, the
effect of weather charging which is carried out with declining
solar PV panel insolation from 1000W/m2 to zero is shown
in Fig. 4(c). Thus, power generation from PV panel gradually
decrease and become zero. Therefore, at t = 17 sec PV
panel interfacing converter is isolated from the rest of the
system. Thus, power for the dc bus is only provided by
the grid to charge the connected vehicles. Fig. 4(d) shows
the instantaneous power flow transition with charging the
mode (PV to Grid) of system operation. As the PV panel
power generation reduces, the outer dc bus voltage controller
increases the grid current reference signal to draw more current
for the fulfillment of vehicles charging power demand and the
negative Pg value shows that power is drawn from the grid
which is shown in Fig. 4(d). The dc bus controller performs
the task effectively without any transient in the dc bus voltage
while the control mode shifts from PV (PPV > PEV + Pg)
to grid (Pg > PEV ) mode.

IV. CONCLUSION

The isolated fast charging based on the DAB converter has
been demonstrated to show the charging of two vehicles with
different battery capacities in both CC and CV charging modes
at the parking lot. The controller shift from CC mode to
CV mode without any transient which shows its effectiveness.

The PV and grid interconnection for a vehicle fast charging
application in different power-sharing modes has been demon-
strated to show the robustness of the control algorithm. The
simulation results validate the performance of the proposed
isolated dc fast charging and the modular structure can be used
for more vehicle charging. Future work would be to develop
a hardware prototype for isolated dc fast chargers in different
power-sharing modes for multi-port charging applications.
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Abstract —In this paper, a robust control system is proposed 
for single-leg multi-mode converter based on sliding mode 
control (SMC). The single-leg multi-mode converter includes a 
boost with a bidirectional mode of operation to control the power 
flow between sources, batteries, and loads. Moreover, a selection 
algorithm is proposed to set the mode of operation based on 
battery’s state of charge (SoC), reference SoC, and source 
voltage measurement. The proposed controller and automatic 
selection algorithm have many advantages like simplicity, 
robustness, and applicable for low-cost microcontroller. The 
performance of the proposed SMC based control algorithm was 
tested through simulation studies. 

Index Terms—DC-DC converter, energy conversion, battery 
storage, Slide Mode Controller. 

I. INTRODUCTION

Renewable energy sources (RES) have become the most 
promising energy sources under the increasing energy 
demand in various sectors. Non-renewable energy 
production process, oil for example, includes emission of 
CO2 and other toxic gases that negatively affect the 
environment. Yet to mention, the high cost of petroleum 
refining and oil extraction. Therefore, using a sustainable, 
green, and relatively low-cost sources is appreciable.  
Inability to supply energy constantly to the demand, 
fluctuating feed-in behavior, and forecast errors; are the 
major drawbacks of the RES. Energy storage systems (ESS) 
plus power electronics technology can compensate those 
drawbacks. Therefore, the battery pack and its power 
conversion system are the prime concern of many 
researchers. It is important to have a reliable battery pack 
for energy storage with sufficient capacity and thermal- 
management. Then, for charging the battery or feeding the 
connected load (discharging), converters had gained rapid 
interest. DC/DC converters are the main part of the power 
conversion systems to charge/discharge electrical energy 
storage systems.   

Recently, researchers have devoted their efforts to 
enhance the performance of power conversion systems by 
proposing new topologies [1, 2], introducing new control 
strategies [3, 4], reducing the system cost [5], and 
simplifying the conversion and storage systems structure 
[6]. For the battery power management, a buck converter, 
and a boost converter (or a single buck- boost converter) are 

utilized. A single-leg multi-mode converter (SLMMC) was 
proposed in [7] to simplify the power electronics and 
interfacing circuits required to control the source voltage, 
battery charging and discharging, and handling insufficient 
source power. This converter can reduce the number of 
converters required to interface renewable energies and 
storage systems with a DC or AC microgrid. Therefore, it is 
adopted in this paper. 

As this converter can be operated in different modes, it 
requires three cascaded sets of voltage and current 
controllers namely, main boost controller, boost-buck 
controller, and battery-boost controller. Furthermore, the 
modes supported in this converter are coupled. For example, 
in boost-buck mode, the converter will boost the source 
voltage and deliver it to the load, at the same time the 
voltage source is bucked and delivered to the battery to 
charge it. This means that the boost and buck operations 
have different dynamics than traditional buck, boost, and 
buck-boost converters which is a challenge that should be 
faced. 

Another challenge in this converter is related to the 
sudden change in its operation modes. For example, if the 
State of Charge (SoC) of the battery is low, the converter 
will be operated at boost-buck mode to charge the battery. 
When the battery is charged, the converter will be switched 
to boost-boost mode suddenly. Therefore, it is difficult to 
model the behavior of this converter due to the rapid change 
in its dynamics and the possible uncertainties that exist in 
the practical applications.  

There are few control studies for this converter in 
literature to solve these challenges. PI controller is almost 
the only used methodology for the SLMMC [7, 8]. The PI 
controller is simple; however, its response deteriorates 
under the presence of uncertainties, disturbances, and rapid 
dynamic changes. A graphical user interface (GUI) based 
monitor and control system was proposed in [9]. The system 
provides the ability of tuning the gains of the controllers 
online which can help to improve the response of the 
system. However, this will not solve the issues related to fast 
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dynamic changes. In such available solutions, the overshoot 
and oscillations in both voltage and currents appear clearly 
in the transient periods. 

This paper presents a robust control algorithm for the 
SLMMC based on sliding mode control along with a 
selection algorithm to automatically select the mode of 
operation. The proposed controller has some advantages 
over existing solutions, such as, 

1. One control law is applicable for main boost mode,
boost-boost mode, boost-buck mode, and battery
boost mode which leads to a uniformed control law 
for all modes of operation.

2. No need for any tuning process for the current
controllers, because the tracking error is selected
as a sliding surface.

3. Robust solution to uncertainties and sudden load
changes.

4. Smooth dynamics with no overshoot in both
voltages and currents.

The rest of the paper is organized as follows; Section II 
shows the modes of operation supported by single-leg multi-
mode converter. The controller design and selection 
algorithm are shown in section III.  The simulation results 
are shown in section IV. Finally, the paper is concluded in 
section V. 

II. MODES OF OPERATION

Switches and passive elements are the main components 
of SLMMC as shown in Fig.1. When the switch goes from 
the ON state to the OFF state or vice versa, power losses 
occur on the body of the switch. Accordingly, less 
converters number, means less switches and reduction of 
power losses around the circuit. This represents one of the 
advantages of the adopted system. SLMMC converter 
replaces the traditional boost and bidirectional converters in 
one simple circuit with single leg (two switches) only, 
compared with three switches needed for the conventional 
system. 

Fig. 3.  Multi-mode single-leg converter. 

The adopted converter provides four different modes of 
operation as shown in Table 1.  

• Mode 1 : Main boost mode

The purpose of this mode is to boost an input voltage ( inV ) 

to a reference voltage ( *
DCV ). Two switches (Sa , Sb ) are 

operated with the same PWM patterns as a single switch of 
a conventional boost converter. 

• Mode 2 : Boost-boost mode

The purpose of boost-boost mode is to discharge from the 
battery and to boost voltage from inV . 

• Mode 3 : Boost buck mode

This mode is responsible to charge the battery if its state of 
charge is less than the threshold value. The SLMMC bucks 
the source voltage to be suitable for the battery, at the same 
time, it boosts the source voltage to feed the load connected 
to it. 

• Mode 4 : Battery boost mode

This mode will be activated when the source power or 
voltage is not sufficient to feed the load. Therefore, all 
required power will be withdrawn from the battery, and the 
converter will work as battery boost. 

Table 1 : Modes specifications 
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III. CONTROLLER DESIGN
This converter contains mainly two control tasks, boost 

operation mode and buck operation mode. The boost 
operation mode is required to boost the voltage of the main 
source and voltage of the battery. While the buck operation 
mode is required to step-down the source voltage in order 
to charge the battery.  

In both algorithms, the controller consists of two main 
parts, a voltage controller to regulate the output voltage by 
providing the required current reference. The second one is 
the current controller that ensures that the DC link voltage 
will converge to the desired value. The voltage controller 
can be performed using PI controller to eliminate voltage 
tracking error, while the current controller should be 
designed using more robust controller. 

In this section, the current controller of both boost and 
buck control algorithms will be designed using SMC. 

The dynamic model of a general boost converter is given 
by [10], 

1 1(1 )L out inI u V V
L L

= − − − (1)



1 1(1 )out L outV u I V
C RC

= − − (2) 

where, 
u : is the control signal.
C : Filter Capacitance
R : load resistance

inV : Source input voltage

outV : Boost output voltage. 

LI : Inductor’s current. 
To design a current controller using SMC, the sliding 
surface can be selected as follow, 

iLS e= (3) 

where *
iL L Le I I= − is the error between current reference 

and measurement. 
In fact, the selection of the sliding surface as the error in 
current measurement is useful in this case, because when 

0S → , 0iLe → which is the goal of the control algorithm. 
Furthermore, the control signal u appears in the first 
derivative of the sliding surface, 

* 1 1(1 )L out inS I u V V
L L

= + − +  (4)

The control signal u should be selected to eliminate the 
error in current, therefore, 

*
boost L Lu I I= − (5) 

where boostu is the boost control law. This control law will
be used in all places that requires a boost operation control. 

On the other hand, the dynamic model of the buck 
converter is given by [11], 
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(6) 

As the buck and boost have the same orders, the same 
sliding surface will be selected. However, the control law 
will be different,  

*
buck L Lu I I= − (7) 

The selection of equal control law for both operations 
provides the advantages of controller simplicity, no need 
for extra measurements, and there are no gains to be tuned. 

The proposed boost and buck control block diagrams 
are shown in Fig. 2. The loop generally contains two 
cascaded controllers. The first controller illustrates the 
reference current ( *

LI ) needed to reach the reference 
voltage ( *

DCV ). The second controller compensates the error 
between the measured current ( LI ) and the reference 
current. The output of this controller is converted into a 

sequence signal of duty ratios to the switches in order to 
minimize the error. 
Generally, the control loop has three controllers: 

1- Source boost controller.

(a) 

(b) 
Fig.2: Proposed sliding mode control loops: (a) Boost controller. (b) 

Buck controller. 
This controller is responsible to boost the input (source) 
voltage to the output load, which represents mode 1. 
Therefore, the boost controller will be used with the inputs 
shown in Fig.3. 

Figure.3: Source boost controller 

2- Battery boost controller.
This controller is responsible to boost the battery voltage to 
the output load, which represents mode 4. Therefore, the 
boost controller will be used again with this mode with the 
inputs shown in Fig.4. 

Figure.4: Battery boost controller 

3- Source buck controller.
This controller is responsible to buck the source voltage 
(step down) to charge the battery. Therefore, the buck 
controller shown in Eq.(7) will be used to control this 
operation with the inputs shown in Fig.5. 

Figure.5: Source buck controller 

 The selection algorithm aims to select which mode 
will be activated based on the SoC, user input signal, and 



voltage source measurement as follows, 
1- If the input voltage is less than a threshold value (

thV ), the mode will be battery-boost (Mode=4).
2- If the state of operation (SoO) selected by the user
equals zero, the mode is main boost (Mode =1).
3- If the state of charge (SoC) < 30%, the mode is 2.
4- Else, the mode is boost-boost (Mode=3).

The selected mode will be applied to a switching
function in addition to the control signal ( u ). The 
switching function will generate to PWM signals to 
control the switches. The selection algorithm is shown in 
Fig.6. 

Figure.6: Selection algorithm. 

The user decides whether to use the main source only 
or use the source and the storage element. If the user tends 
to operate the system with the storage element support, then 
a decision based on the SoC will be made by the controller 
to either charge the battery or discharge the battery to the 
load. For simplicity, the state of operation is encoded (0) 
for source only mode and (1) for battery support. 

IV. SIMULATION RESULTS

The proposed control system and the selection 
algorithm were implemented and simulated in 
Matlab/Simulink using the parameters shown in Table 2. 
All modes were simulated in both steady state and 
transients to validate the proposed controller.  

Fig.8 shows the response of the proposed controller 
during Main Boost operation. In the interval 0.1-0.2s, the 
system was operating in the steady-state interval, while a 
new reference signal is applied at 0.2s. During the steady 
state, it can be noticed that the voltage is constant with 
almost zero tracking error. At the same time, both the DC 
link voltage and the current of the first inductor are smooth. 

Table 2 : System’s parameters 

Parameter Value  Unit 

inV 50 V 

bV 45 V 

LR 10 Ω

1L 5 mH 

2L 5 mH 
*

DCV 80-100 V 

PK 0.01 - 

IK 20 - 

1 2,C C 1000 uF 

For the dynamic response, it can be noticed that both 
voltage and inductor’s currents have no overshoot at all. 
The transient from the initial voltage to the final voltage is 
very smooth with no oscillations or ripple.  

Figure. 8: Steady state and transient response during Main Boost mode. 

The second experiment was conducted in the Boost-
Buck mode. The reference voltage trajectory is selected to 
be the same as the previous experiment to simplify the 
presentation of the results. Furthermore, the reference 
voltage for the buck controller is 45V. 

The results of this experiment are shown in Fig.9. It can 
be noticed that the controller is able to control and track 
both boost and buck voltage references. Even if there are 
some dynamic coupling effects between the boost and buck 
operations, the change in the boost voltage has almost no 
effects on the buck voltage. Both the voltage and the 
current of the first inductor are smoothly increased from the 
initial to the final value rapidly without any overshoot or 
oscillation.  

The next experiment is conducted during the Boost-
Boost mode, where both the input voltage and the battery 
voltage are boosted to feed a load as shown in Fig.10. It can 
be noticed that the voltage in both steady state and transient 
periods is accurate with almost zero tracking error, no 
overshoot, and rapid response with almost 0.05s. The figure 
also shows that the power is shared almost equally between 
the source and the battery, and the negative current value 
indicates that the current is drawn from the battery. 
However, in this paper, no power sharing control is used to 
control the power sharing ratios. 



The last mode of operation is the battery boost mode, 
which is activated by the selection algorithm when the 
source power is not sufficient. Fig.11 shows the response 
of the proposed controller during this mode. It can be 
noticed that the current drawn from the source is almost 
zero and all power is obtained from the battery. Even when 

Figure. 9: Steady state and transient response during Boost-Buck mode. 

Figure. 10: Steady state and transient response during Boost-Boost 
mode. 

the source is completely disconnected, the controller is able 
to compensate its power from the battery without any 
change or tuning in the control law. The dynamic response 
is almost the same of the previous experiments in terms of 
tracking error, smooth transient, and oscillation.  

To test the robustness of the proposed controller against 
parameters change, two tests were conducted. The first one 
is a sudden load change and the second one is high 
parameters uncertainties. Sudden load change is achieved 
by reducing the load resistance connected to the DC link 
voltage during the Boost-Boost mode. The result of this 
experiment is shown in Fig.12. At time equals 0.2s, the load 
is increased by 100% from 10 to 5 Ω . When the sudden 
change occurred, the DC link voltage slightly dropped. 
However, it is compensated rapidly and smoothly within 
0.05s.  

On the other hand, an uncertainty is inserted into the 
model without changing the control law. The values of 1L
and 2L are changed from 5mH to 1mH, while the values of 

1C and 2C are changed from 1000uF to 500uF. The 
response of the proposed controller due to these changes is 
shown in Fig.13. It can be noticed that the steady state and 
the transient response are not affected by these 
uncertainties, which insures the robustness of the proposed 
controller. 

Figure. 11: Steady state and transient response during Battery-Boost 
mode.

Figure. 12: Dynamic response of the proposed controller in terms of 
sudden load change. 

Figure. 13: Steady state and transient response of the proposed controller 
due to existance of uncirtinity.



These experiments ensure the validity, robustness, and 
superiority of the proposed controller. In all experiments, 
the current and the voltage tracking are rapid, smooth, have 
no overshoot, have no oscillation, and almost zero tracking 
error in the DC link voltage. Moreover, the controller is 
robust in terms of sudden load change and against model’s 
parameters uncertainty. 

V. CONCLUSION
This paper introduces a robust control algorithm for 

single-leg multi-mode DC-DC converter based on sliding 
mode control and an automatic mode selection algorithm. 
The proposed controller was validated using multiple 
simulation investigations including all mode of operations 
in addition to robustness test during 100% load change and 
parameters uncertainty. In all experiments, the response 
was smooth with, no overshoot, rapid, and accurate. 
Furthermore, the proposed controller has simple structure a 
uniformed control law for all modes. The controller does 
not need any tuning process which simplify the process of 
controller design and reduce the required time for 
implementation. 
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Abstract—New requirements for Point-of-Load buck 
converters include dynamic behavior and this asks for 
improvements in the control system for the conventional buck 
converter. Traditionally, the regulator design targeted a zero 
steady-state error and a phase margin over 60 degrees to secure 
stability at parameter or mode variation. The most used method 
for mixed-mode implementation with power integrated circuits 
of the control law is based on Venable’s K-Gain. This paper 
compares the merits and demerits of this well-known procedure 
with the modern solution offered by State Space based control.  

Keywords—dc/dc converter, control system, MOSFETs, 
Integrated Circuits 

I. INTRODUCTION

The Point-of-Load converters [1] used in supplying low 
voltage loads are mostly implemented on platforms built with 
integrated circuits (IC). This class of integrated circuits 
follows the power IC design of Mammano [2] from 1970’s.  

The conventional application of these switched mode 
power supplies consists of regulator function, where the load 
voltage needs to be kept constant at a certain reference value. 
This means their design requirements implied stability with 
wide enough margins and zero steady-state error. Such 
requirements found a good support from the K-Gain design 
method, proposed by Venable in [3]. Various versions were 
later reported on the same algorithm which consisted on 
asking for a phase margin around 60 degrees and a zero 
steady-state error. The method is by far the favorite of the 
“hands-on” engineers working with IC implementation. 

The development of computer and telecom digital systems 
led to new requirements for the power supply. This is better 
understood by analyzing the PMBus standards introduced by 
Intel [4,5]. The thermal regime of the microprocessor within a 
computer or telecom system requires the power supply to be 
able to change the output voltage very often. The standards’ 
requirements ask for certain timing information on the voltage 
changes, which can be converted into design requirements for 
the control system. This means the former K-Gain method 
may or not be able to satisfy properly the expectations. 

On the other end of the design possibilities, the State Space 
based control emerged as a pure digital solution [3-20]. For 
this, it is also called modern control, as the modern people use 
computers for design and implementation. In the State Space 
based control design method, the dynamic requirements are 
converted into desired location for the system poles. The 
existing poles from the buck converter’s model are moved into 
the new location with a linear control law, calculated in 
MATLAB® with “acker” or “place” instructions. This simple, 

yet highly mathematical, procedure guarantees dynamic 
performance. 

This paper reviews both design methods, outlining their 
merits and demerits. The goal is to find a way to adapt the 
modern State Space based control design method to the 
existing power IC platforms as an alternative to the former K-
Gain design method. Of special importance is the parameter 
variation influence into the expected performance. 

II. DESIGN METHODS

The theoretical discussion is accompanied by numerical 
data collected from both MATLAB® and PSIM® for a buck 
converter with data from Table I. 

TABLE I. CONVERTER DATA 

Buck Converter 
Input Voltage 12 V 
Output Voltage 3.3 V 
Switching frequency 150e+3 
Switching period 1/ fsw 
Buck converter inductance 10e-6 
Equivalent inductor resistance 38e-3 
Equivalent output capacity 310e-6 
Equivalent series resistance 4.5e-3 
Output current 4 A 
Cutoff frequency 5000 Hz 

A. Venable’s K-Gain

Venable’s K-factor is a systematic procedure which in the
case of feedback loops of control systems, it allows  the 
compensation of the error amplifier to obtain the desired 
bandwidth and phase margin. 

The method consists of an algorithm that helps 
determinate the frequency compensation components needed 
to obtain the desired control goal. In the beginning, an 
appropriate structure for the output-to-control transfer 
function is selected and then, gain and pole/zero locations will 
be chosen so that the gain of the resulting transfer function 
will cross-over the 0 dB axis at a given frequency, while the 
phase lag at that frequency is such that the specified phase 
margin is obtained. 

K= { Tan [ (Boost / 4 ) + 45 ] } ² (1) 
C2 =  1 / (2 π  f  G  R1) (2) 
C1 =  C2 ( K - 1)  (3) 
R2 = √K / (2 π   f  C1)   (4) 
R3 = R1 / (K - 1)  (5) 
C3 = 1 / (2 π   f  √K  R3) (6) 

Type I: no phase amplification required 
- where K = 1 always
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Type II: the required amplification is <90 degrees (more 
practical: <70 degrees) 

- where K= Tan [ ( Boost/2 ) + 45 ]  (7) 
Type III: The required amplification is> 70 degrees and 
<180 degrees 

- where K= { Tan [(Boost/4) + 45 ]} ²   (8) 

(a)Type II 

(b) Type III 

Fig. 1 Venable’s design method [3] for Type II and Type III compensation. 

     While the desired phase margin can have values from 30-
90 degrees, most often the value of 60 offers a safer choice. 
Phase margin of 60 degrees also means a 10% overshoot and 
0.6 damping for an equivalent 2-pole system. Hence, the 
power supply specifics are included into choosing a phase 
reserve with a value large enough to give a well-amortized 
transient response. The second parameter refers to the cutoff 
frequency of 5 kHz, that is 31.416 krad/sec. This is between 
resonant (2.8 kHz) and switching (150 kHz) frequencies. 

Using the equations with data from Table I leads to the 
numerical values shown in Table II for an RC implementation 
of the required Type III compensation. For a better 
understanding of the implementation on an analog platform, 
Fig. 2 shows the PSIM circuit for the buck converter, and Fig. 
3 illustrates some waveforms when the reference changes. 

While the State Space based design has been also 
presented in [7,8] for a boost converter, this paper focuses on 
a buck converter in order to provide a design alternative to the 
K-gain method used by all IC manufacturers. 

TABLE II.  DESIGN RESULTS BASED ON K-GAIN DESIGN METHOD 

Buck Converter 
(components shown in Fig. 2) 

K 47.8919 
R1 1000 
R2 242.3592 
R3 21.3256 
C1 3.4959e-07  
C2 7.4553e-09 
C3 8.2958e-08  
Rbias 234 

Fig. 2 PSIM circuit for the implementation of the K-gain control method. 

Fig. 3 Waveforms for the converter controlled with K-gain, when observing a 
step change in reference for the output voltage from 3.3V to 5.0V. 

B. State Space Based Control and Pole Placement

A modern control method is based on State Space
representation of the equations. For a buck converter, the State 
Space equations yield as 

 (9) 
Therein, the state variables are the inductor current (x1=iL) 

and capacitor voltage (x2=vc), the control manipulator 
variable is duty cycle (d), and disturbance can come from 
input voltage (vin) and load current (iload). All these variables 
represent small-signal components. The matrix coefficients 
come from converter parameters: L represents the boost 
inductance, C the output capacitor, R the load resistance and 
D represents the bias (nominal) duty cycle. It has been 
demonstrated in [19] that a simplified model with ideal 
capacitance and inductance is enough, because parasitic loss 
components like capacitor ESR and inductor resistance do not 
introduce large changes in dynamic results and can be 
neglected. 

The State Space based control law aims at system pole 
displacement into another location, helping better transient 
response and stability. Such control system would depend 
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upon the parameter variation and would generate steady-state 
error. The solution able to reduce the steady-state error 
consists in adding a new state variable as the error integral. 

Adding an integral term to the converter poles has a 
negative effect on the dynamic behavior as it tends to slow 
down the transient response. To compensate for this, a feed-
forward term [N] from reference to the plant input is added. 
This [N] gain is chosen to produce a zero at the same 
frequency with the new location of the pole coming from 
integrator. Hence: 

𝑢 = −𝐾 ∙ [𝑋] = −[𝐾 𝐾 … 𝐾 ] ∙

𝑥
𝑥
… .
𝑥

  (10) 

𝑁 = −
(   )

(        )
  (11) 

The control system can be re-arranged like in Fig. 2 in 
order to show an equivalence to the more conventional PI 
control [4,5,6].  

 Fig. 4 PI equivalent form of the state-space controller. 

The control gains are calculated in MATLAB with 
instruction “acker” or “place” based on a desired location of 
poles. This new location of poles is usually coming from 
dynamic requirements for the final system. In most cases, the 
dynamic requirements are defined based on a step response for 
the final closed-loop system (Fig.3). 

Fig. 5 Requirements definition based on time-domain step response  

Using the requirements as defined in Fig. 5, the following 
calculation yields for the pole placement: 

 Rise time Tr< 75 s => n> 24000 rad/s
o Adopt 31416 rad/s =5 kHz

 bandwidth of 1.2‧n=37700 rad/s
 Overshoot<10%

o Equivalent damping z > 0.6
 Phase margin PM>60

 Stabilization time: < 300s
 Real part of poles < -4.6/300us = -15.3 krad/s

o Consider -18850 rad/sec.
Consequently, we adopt 

 two poles at –18850 j‧25132 [rad/sec];
 one pole at –31416 [rad/sec] for the error

integrator.
 one zero at –31416 [rad/sec] for the feedforward

term, able to cancel the pole resulted from error
integrator usage.

Using MATLAB®, the following control gains yield: 

K1= [8009.8    0.1    0.4] (12) 
N= 0.2550 (13) 

For a quicker understanding of the actual differences from 
the Venable’s K-Gain method, Fig.6 shows a circuit 
implementation, including the gains calculated in MATLAB, 
while Fig. 7 illustrates its operation. 

Fig. 6 Circuit equivalent for the State Space implementation 

Fig. 7 Waveforms for equivalent State Space based design method, when 
observing a step change in reference for output voltage from 3.3V to 5.0V. 

III. ANALYSIS OF RESULTS

Results of a full investigation on the two design methods 
are shown, side-by-side, in Table III. This is the result of an 
analysis performed in both MATLAB and PSIM. Since the 
starting point in design is very different - as required by the 
two methods - the results are expected to differ. 

The K-gain method offers a faster response, but the 
stabilization time lags. Both methods offer comparable 
overshoot. The K-factor design has results that depend on the 
accuracy of more components, meanwhile the State Space 
based method has less component variation. 



TABLE III: COMPARISON OF RESULTS FOR THE TWO DESIGN METHODS 

Design based on K-factor 
(using frequency models) 

Design based on state space equations 
  (using time domain models) 

The k factor design represents the square root of the ratio of the double 
pole frequency to the double zero frequency for the type 3 amplifiers. 

   Design is made with pole placement, where the location of poles and 
zeros for the closed loop system is defined based on desired step 
response requirements. 

Actual location of poles and zeros for the final closed loop system Actual location of poles and zeros for the final closed loop system 

Rise time ~ 13 us 
Overshoot ~ 12% 
Stabilization time~ 500us 

Rise time ~ 60 us 
Overshoot ~ 9% 
Stabilization time~ 250 us 

Open loop transfer function 
      2.435e16 s^2 + 5.809e20 s + 3.464e24 

  ------------------------------------------------------------- 
  s^5 + 1.123e06 s^4 + 3.175e11 s^3 + 1.584e15 s^2 + 1.009e20 s 

Open loop transfer function (equivalent Hol= Hcl/(1-Hcl) )  
9.869e08 s^2 + 6.201e13 s + 9.741e17 
  ----------------------------------------------------- 
  s^4 + 1.005e05 s^3 + 3.356e09 s^2 + 3.721e13 s - 4172 

Open loop transfer function and margins Open loop transfer function and margins (equivalent) 



Closed loop transfer function 
      2.435e16 s^2 + 5.809e20 s + 3.464e24 

  ------------------------------------------------------------------------ 
  s^5 + 1.123e06 s^4 + 3.175e11 s^3 + 2.593e16 s^2 + 6.818e20 s + 3.464e24 

Closed loop transfer function  
      9.869e08 s + 3.101e13 

  ------------------------------------------ 
  s^3 + 6.912e04 s^2 + 2.171e09 s + 3.101e13 

Bode plot for closed loop transfer function 

3 
dB bandwith at 130000 rad/s 

Bode plot for closed loop transfer function (with and w/out feedforward) 

3 
dB bandwith at 36000 rad/s 

(a) 

(b)  
Fig. 8 Step response results under changes in the input voltage (8 V, 12 V, 
16 V).: (a) K-gain design method; (b) State Space design method.  

(a) 

(b)  
Fig. 9 Step response results under changes in the load curent (2A, 4A, 8A): 
(a) K-gain design method; (b) State Space design method.

Increase Vin 

Increase Vin 



Both methods offer comparable overshoot. The phase 
margin for the equivalent open-loop system is similarly at 
around 60 degrees, which confers enough safety for stability 
in any operation point. As a comparison basis, an equivalent 
2-pole system would provide 10% overshoot for the same 60
degrees phase margin. This is confirmed in Table III.

In conclusion, the two methods are both deemed suitable 
for the control of point-of-load converters. This means that 
the modern control with State Space based control can be 
used as a viable design method instead of the more-known K-
factor design approach. 

IV. VARIATION OF MODEL PARAMETERS

Beyond an investigation of time-domain results for the 
frequency based design, the sensitivity of each design method 
to parameter variation is of interest. In this respect, the control 
gains are kept constant, as a result of the design procedure, 
and the converter data is modified to emulated changes. 

Fig. 8 shows the step response for the same converter 
when the load resistance changes to 50% or 150% of the 
value considered in design. Fig. 9 shows the step response 
results for a change in the supply voltage.  

It can be seen that for a wide range of values of the supply 
voltage and load resistance, the results can be satisfactory 
despite the inherent differences in step response results. A 
better performance could be reached if the control gains 
would be changed with the operation point. 

V. CONCLUSION

The development of the computer and telecom 
applications has increased the requirements for their power 
supply with demanding dynamic requirements. 

The paper’s novelty consists of proposing an analog 
solution for the feedback control of a dc/dc power supply that 
uses a design based on State Space representation and it is 
able to replace the traditional K-gain design used by all power 
IC manufacturers. This replacement is possible around the 
existing IC devices for Point-of-Load buck converters. 

Therefore, this paper compares the two very-different 
design methods which can be used for the control of point-of-
load converters with ICs: 

 The first method is the preferred solution for most
“hands-on” practician engineers and was first described
by Venable [3]. It is used by all IC manufacturers. The
method starts the design from requirements for zero
steady-state error, and large enough phase margin,
usually around 60 degrees.

 The second method used the computer design with State
Space based control. While this method is entirely
dedicated to a digital implementation, this paper forces
an analog implementation with power IC (integrated
circuits) devices in order to offer some grounds for
comparison. The State-Space based method starts the
design from choice of pole location for the final closed
loop system. In this respect, design requirements are
equivalently mapped into a complex plane with an
equivalence to a 2-pole system.

The conclusion of this study is that State Space based 
design method can offer a replacement for the K-factor 
design method used in power ICs for Point-of-Load 
converters, with the benefits of a faster design, and less 
dependency on component accuracy. A simple MATLAB® 
procedure for the State Space design guarantees 
controllability and meeting the design requirements. This 
paper also shows how the inherently digital State Space based 
design method can be adapted to an analog implementation. 
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Abstract—An isolated gate driver is a prime requirement to
operate an IGBT/MOSFET or newer electronic devices like SiC
MOSFET. Various gate drivers are required in a circuit when
the gate to source(emitter) voltage VGS(VGE), which is required
to provide an initial charge to the switch, is different. The
present investigation proposes a novel gate driver circuit based
on UCC21750 gate driver IC, which can drive the devices of
different technologies. Devices that operate on various gate to
source(emitter) voltage VGS(VGE) can also be triggered with
the proposed gate driver circuit because it provides a gate to
source(emitter) voltage of 18V, 15V, 12V, 8V, and 5V by switching
a 4-way DIP switch. The circuit comprises an onboard power
supply sub-circuit for the gate driver IC, reducing the number
of external power supplies. The hardware realization of the gate
driver circuit is accomplished and validated on different devices
such as si-MOSFET, SiC MOSFET, superFET MOSFET, and
IGBT.

Index Terms—Gate driver, onboard power supply, SiC MOS-
FET, superFET MOSSFET

I. INTRODUCTION

A gate driver circuit is essential to turn ON and OFF any
power electronic switch like power BJT, IGBT, and MOSFET.
The MOSFET and IGBT are voltage-controlled devices. An
inherent capacitance is present in the MOSFET and IGBT,
which needs to be charged to provide a channel between other
terminals of the switch. The charge Qg required depends on
the current and voltage rating of the switch. A voltage is
provided between the gate and source/emitter terminals of the
switch so that the capacitor can be charged. The capacitor
needs to be discharged to turn the switch OFF . The job of
the gate driver circuit is to provide the voltage required to
turn ON the device and to provide a path so that the internal
capacitor can be discharged quickly.

Isolation is required if the device is floating (when the
source/emitter is not connected to the system’s ground). Iso-
lation is also required to segregate the power circuit from
the control circuit so that any fault occurring on the power
network does not propagate to the control circuitry. Isolation
can be provided through an optocoupler or a transformer [1].
The optocoupler requires a separate supply voltage for its
operation, and the propagation delay problem is there with
the optocoupler [2]. Transformer isolation is better and can

provide multiple power supplies in the case of a tertiary
winding transformer.

Many gate drivers IC are available in the market, which can
solve the purpose of switching a device. Driver IC UCC27531
is used [3] to accomplish the switching of a 10kV SiC
MOSFET with DESAT protection. A current-source gate
driver [4] is used to drive SiC MOSFETs using UDUM4120
IC. A generic gate driver using BJTs, diodes, and passive
components is made to drive high-frequency switches [5]- [6].

A range of gate to source/emitter voltage is mentioned in
the datasheets of each device. The voltage can be different
for various devices [7]- [16], so a new gate driver circuit is
essential. This paper attempts to have variability in the supply
voltage at the gate terminal. The motivation for conducting the
present work is as follows:

• The gate driver should drive the switch with a different
gate to source/emitter voltage.

• The gate driver should drive switches of different tech-
nology.

• Short circuit DESAT protection should be provided in
the gate driver.

• The gate driver topology should isolate the control circuit
from the power circuit.

The organization of the present investigation is presented
in seven sections. Section II presents the proposed gate driver
circuit in terms of the block diagram. Sections III and IV
present a detailed description and circuitry related to PWM IC
SG3525 and gate driver IC UCC21750, respectively. Section V
elaborates on the relevant circuit related to the power supply,
which is required to provide different voltages to the gate
driver circuit. A hardware setup was made, and experiments
were conducted on switches of different technology. Section
VI presents the gate driver circuit’s hardware design aspects
and experimental results. Some important conclusions of the
present investigation were drawn and presented in section VII.

II. PROPOSED GATE DRIVER CIRCUIT

Fig. 1 shows the block diagram of the proposed gate driver
circuit. The gate driver circuit’s most important components
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are PWM IC SG3525 and gate driver IC UCC21750. A high-
frequency transformer is required to provide two isolated
supplies to the gate driver IC UCC21750. Passive components
like resistors and capacitors are also used for the circuit. The
description of individual modules is explained in the following
sections.

SG3525

15V

VDD VEE VE

PWM

S
ig

n
al

s

Gate

Drain

Source

UCC21750M
C

U

Fig. 1: Block diagram of the proposed gate driver circuit

III. SG3525 PWM IC

Fig. 2 shows SG3525 is a 16 pin pulse width modulation
(PWM) IC, which provides enhanced performance with a
minimum external circuit. A regulated DC supply gives the
voltage of 3.3V to the SG3525 IC at VCC pin. The voltage
range of VCC is between 8V to 35V . For safe operation of
the MOSFET/IGBT connected or the circuitry connected to
the IC, the SG3525 has a built-in under-voltage lockout circuit
that disables the device whenever VCC is less than 8V . The
pin VC is the supply voltage pin to the output driver stage of
SG3525, which must have a voltage between 4.5V to 35V .
Internally the VC pin is connected to the collector of the NPN
transistors in the output totem-pole stage. The SG3525 has
two outputs: OUTPUT A and OUTPUT B, consisting of a
totem pole NPN transistor at the output stage. It is a common
practice to tie VCC with VC . A 1nF decoupling capacitor is
connected to VCC with respect to ground for noise reduction
and filtering. The GND pin of SG3525 should be connected
to all the circuit’s ground points and the ground of the input
supply.

A bridge rectifier circuit is connected between VC and
GND, and output pins OUTA and OUTB are connected
to AC terminals of each leg. The two outputs are an inversion
of each other; hence OUTPUT A is positive, and OUTPUT
B is negative. The PWM IC has two input pins IN+ (non-
inverting) and IN− (inverting), which are the inputs to the
internal error amplifier of the IC circuit. The duty cycle can
be increased or decreased depending on the voltage levels at
IN+ and IN− pins. The COMP pin is used to provide
feedback errors and avoid rapid fluctuations and is directly
connected to the IN− pin to provide feedback compensation.
SG3525 comes with an internal voltage reference Vref rated
at 5.1V , which is used to reference the error amplifier at
IN+ either directly or through a voltage divider circuit.

1 IN-

2 IN+

3 Sync

4 OSC OUT

5 CT

6 RT

7 DISC

8 SS

Vref 16

VCC 15

OUT B 14

VC 13

GND 12

OUT A 11

SHDN 10

COMP 9

9

9

R1

15V

RT

R2 R3

C1

C3

C2

D1

D4 D2

D3

TF1
TF2

S
G

3
5
2
5

CT

Fig. 2: Schematic diagram of PWM IC SG3525 connections

The voltage divider circuit consists of two resistors of 10kΩ
and a capacitor of 100nF in parallel. The voltage from the
divider circuit is fed at the IN+ pin of the IC. The PWM
frequency depends on values of timing capacitance CT and
timing resistance RT , connected to their respective pins with
respect to GND. The value of RT should range from 2kΩ to
150kΩ. The value of CT must be within the range of 0.001µF
to 0.2µF . The DISC pin determines the dead time between
switching outputs A and B. A resistor RD range of 0–500kΩ is
connected between the DISC pin and CT pin to set the dead
time. The PWM frequency is dependent on the relationship
between RT , CT and RD, given by equation (1).

f =
1

CT (0.7RT + 3RD)
(1)

The SS pin is used for the soft initiation of the IC. A
capacitance of 4.7µF is connected with respect to the ground.
The ¯SHDN pin is used to shut down the IC in case of
malfunction or undesirable conditions. This pin should not be
left unconnected to avoid any stray signal pick-up; thus, it is
tied to the GND pin. The pin ¯Sync is used to synchronize
the IC with any external oscillator frequency. If two ICs
are connected in parallel, this pin ensures that both ICs are
operating at the same frequency. It is essential not to leave
this pin floating but rather connect it to the GND pin. The
OSCOUT pin provides the working frequency of the IC.

IV. UCC21750 GATE DRIVER IC

Fig. 3 shows that the UCC21750 is a 16 pin galvanic
isolated single-channel gate driver designed for SiC MOSFETs
and IGBTs up to 2121V DC operating voltage. UCC21750
has up to 10A peak source and sink current. The driver circuit
is assembled and connected to the MOSFET/IGBT. The three
pins of the MOSFET/IGBT are appropriately connected to the
gate driver IC. A suitable PWM signal is sent to the gate driver



IC which further drives the MOSFET/IGBT. The driver circuit
UCC21750 is a split output IC with separate turn ON and
turn OFF pins. The pin OUTH is used to turn ON , while
OUTL is used to turn OFF the MOSFET/IGBT. These two
pins are connected to the gate terminal of the MOSFET/IGBT
in series with external gate resistors ROUTH

and ROUTL
. The

purpose of external gate resistors is to limit the inrush current,
voltage overshoot, noise, and gate ringing. It directly affects
the switching speed and therefore switching losses as well.
The values of the external gate resistors ROUTH

and ROUTL

determine the peak source and sink current, thus giving control
over the switching speeds. The peak source and sink current
are calculated in equations (2)-(3).

Isourcepk =
VDD − VEE

ROHeff
+ROUTH

+RGint

(2)

Isinkpk
=

VDD − VEE

ROL +ROUTL
+RGint

(3)

• ROHeff
is the effective internal pull-up resistance of the

hybrid pull-up structure of IC, which is approximately
2ROL equal to 0.7Ω.

• ROL is the internal pull-down resistance equal to 0.35Ω.
• ROUTH

is the external turn-on gate resistance equal to
2.7Ω.

• ROUTL
is the external turn-off gate resistance 0.5Ω.

• RGInt
is the internal resistance of the SiC MOSFET or

IGBT module

Fig. 3: Gate driver IC UCC21750

MOSFET(IGBT) can sometimes turn ON by itself,
known as parasitic turn-on (self-turn-on), resulting from
the drain(collector)-gate capacitance of the device. During
turning OFF the MOSFET(IGBT), a surge of dv/dt appears
between the source(emitter) and drain(collector) terminals of
the device. As a result, the current pass through the device.
Therefore, the gate voltage is increased due to the voltage

drop across the gate resistor. When a MOSFET/IGBT is in
OFF state and a rapidly changing voltage is applied during
diode reverse recovery, self-turn-on may occur. The driver
circuit features an internal active Miller clamp circuit which
protects the MOSFET/IGBT from this undesirable behavior.
The CLMPI pin is connected directly to the gate terminal
of the MOSFET/IGBT to protect from false turn-on under
any condition. The driver circuit also has an active pull-down
feature that clamps the OUTH/OUTL pin to VEE when
VDD is open, which also helps to avoid the false turn-on of
the MOSFET/IGBT switch.

The driver IC has five power pins named
VEE , VCC , VDD, GND and COM . The driver is energized
by an input power supply of 3.3V to 5V at VCC pin. The
supply to VCC can be given from a microcontroller or a
linear voltage regulator. The GND pin is connected to the
ground of the supply VCC . Positive gate drive voltage (VDD)
and negative gate drive voltage (VEE) are supplied through
a regulated DC supply with reference to COM . The voltage
range at VDD pin is −0.3V to 36V , and the voltage range at
VEE pin is −17.5V to 0.3V . The COM pin is connected to
the source/emitter of the power MOSFET/IGBT, as the gate
pulse is always applied with respect to the source/emitter
terminal of the MOSFET/IGBT. It is considered a good
practice to connect a bypass and decoupling capacitors of
appropriate values to VEE , VCC and VDD pins to filter out
any high-frequency noise and voltage distortion. During
turn-on and turn-off switching transients, the peak source
and peak sink currents are provided by VDD and VEE power
supplies. A large peak current can cause a voltage sag on
the power supplies. Decoupling capacitors are connected
to the power supplies to stabilize the power supply and
ensure reliable operation. Due to less current requirement,
a 1µF bypass capacitor is recommended to be connected
between VCC and GND. A 10µF capacitor is connected
to VDD and VEE with respect to COM pin. A 0.1µF
decoupling capacitor should be connected to all the power
supplies to filter high-frequency noise. The PWM signal is
received from a microcontroller at the IN+ pin to drive
the MOSFET/IGBT. When the circuit works in a non-
inverting input-output configuration, the IN− pin is not in
use; hence it is tied to GND pin instead of keeping it floating.

The driver circuit and the power electronic switch need
protection against fault. A desaturation circuit protects against
overcurrent and short-circuit currents. The protection circuit
is embedded inside the driver IC and only needs external
circuitry to detect abnormal current and voltage conditions.
The external circuit consists of a resistor R, a forward diode
DHV , and a blanking capacitor CBLK . The DESAT pin
of the driver IC is connected to the drain(collector) of the
MOSFET(IGBT) with a forward diode and a series resistor.
The blanking capacitor is connected to the drain(collector)
and the source/emitter terminals of the MOSFET/IGBT. The
DESAT pin has a threshold voltage VTH of 9V measured



from the COM pin. When the device is turned ON , the ca-
pacitor begins to charge, and an internal forward current IINT

starts to flow through the resistor and the forward diode. The
capacitor doesn’t charge up to the reference threshold voltage
and remains in a normal operational state. When a fault occurs,
a large forward current flows, resulting in quick charging of
the capacitor to the internal reference threshold voltage, which
triggers the device shut down. The capacitor charging time is
called the blanking time τBLK and is calculated by equation
(3).

τBLK =
CBLK ∗ VTH

IINT
(4)

The UCC21750 provides rapid overcurrent and short-circuit
protection to avoid damage to the MOSFET/IGBT module
under fault conditions. If the voltage of the DESAT pin is
higher than the threshold voltage VDESAT , the soft turn-off
is initiated. For signaling an error, the ¯FLT pin of the driver
is connected to the microcontroller and is externally pulled
up by a 5kΩ resistor with respect to VCC . The ¯FLT pin is
an open drain/collector pin that can be left floating when not
used. When the fault is detected, the output pins OUTH and
OUTL are latched low. The ¯FLT pin is also pulled down
to the ground and held low until a reset signal is received
at the ¯RST/EN pin. The ¯RST/EN pin is internally pulled
down and remains disabled if floating. An external pull-up
resistor of 5KΩ is connected to enable the ¯RST/EN pin.
Alternatively, the ¯RST/EN pin can be connected to the IN+
pin to receive continuous input for automatic reset of the ¯FLT
pin and output pins OUTH and OUTL with every switching
cycle. It must be noted that the ¯RST/EN pin should not be
left floating and should be either grounded or connected to
IN+.

The UCC21750 gate driver IC provides isolated analog to
PWM sensor from AIN to APWM pin, which allows easier
isolated temperature sensing with NTC, PTC or thermal diode,
high voltage DC bus voltage sensing, etc. The voltage sensed
by the AIN pin is converted into a PWM signal and received
at the APWM pin after passing through the internal isolation
barrier. This PWM signal received at the APWM pin can
be directly fed to the microcontroller to read or record the
necessary information. RDY is an open drain/collector output
pin connected to the microcontroller to indicate good power
condition for VCC-GND and VDD-COM . This pin can be
left floating when not in use due to its open drain/collector
configuration.

V. POWER SUPPLY CIRCUIT

Two isolated power supplies VDD and VEE are required
for the gate driver IC. The DC power supply can give desired
voltage; however, generating these voltages on board is better.
The voltage pulse is given to the rectifier through a tertiary
winding transformer of a 3:2:1 ratio. A flux walking capacitor
CTF is inserted in the primary winding. The average current
through the capacitor CTF will be zero; hence, the flux build
will not be there. Both the windings on the secondary side

are connected to half-bridge rectifiers. As mentioned in Fig.
4, the rectified voltage is fed into voltage controller LM317 to
generate the required voltage. The voltage will be dependent
on the resistors connected to LM317.
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Fig. 4: Power supply circuit

Variable resistance Rvar is connected to the Adjust pin of
LM317 through a 4-way DIP switch. The following equation
(5) gives the output voltage of LM317:

Vout = 1.25(1 +
RF

Rvar
) (5)

RF is a fixed value resistance, connected between OUT
and Adjust pin of LM317. An effort is made to obtain
a variable output voltage so that any switch with gate-to-
source(emitter) voltage VGS(VGE), required to turn ON the
device, rating from 5V to 22V , can be operated. When no
resistance is connected to the Adjust pin of LM317, it gives
the input voltage at the output terminal. A resistance of 3.3kΩ
is connected to obtain 18V at the output terminal. Similarly,
the resistance of 15kΩ, 2.7kΩ and 1.6kΩ are connected to
different legs of a 4-way DIP switch to obtain a voltage of
15V , 8V , and 5V , respectively. Two or three switches can be
turned ON to obtain different voltages.

A negative voltage is obtained from the lower winding
of the tertiary transformer, which is required to turn OFF
the semiconductor device. Another voltage supply of 3.3V is
required for gate driver IC UCC21750, obtained by another
voltage regulator circuit shown in Fig. 4.



VI. HARDWARE SETUP AND RESULTS

The circuits explained above are combined to realize the
hardware prototype of the gate driver circuit. Fig. 5 shows the
gate driver board, which takes an input supply of 15V from a
DC source. A PWM pulse is required as input to gate driver
IC UCC21750. Three output terminals need to be connected to
the MOSFET/IGBT switch, which is connected to the external
power circuit.

Fig. 5: Gate driver board

The parameters used in the hardware realization are men-
tioned in Table I and II. Table I gives the values of different
resistors used, while Table II give the values of different
capacitors and diodes.

TABLE I: Resistors values

Parameters Specifications
R1, R2, R3 10kΩ

R4, R5 240Ω

R6 330Ω

R7 3.3kΩ

R8 15kΩ

R9 2.7kΩ

R10 1.8kΩ

R11 5kΩ

RT 3.9kΩ

ROUTH
2.7Ω

ROUTL
0.5Ω

The gate driver circuit is validated using a simple resistive
circuit, which is a series connection of a DC source and a 47Ω
resistor using IGBT/MOSFET, mentioned in Fig. 6. The pulses
are provided to the gate driver IC using a microcontroller, and
switching is done in the external circuit. Two DC supply is
required in the setup, first, for 15V input to the gate driver
board, and second, for the testing bed. The waveform is
obtained using a digital storage oscilloscope (DSO).

The tests were conducted on the devices mentioned in Table
III for a different gate to source(emitter) voltage VGS(VGE).

Figure 7 shows the output results for gate to source/emitter
voltage VGS(VGE) of 18V, 15V, 12V, and 8V . When the

TABLE II: Capacitors values and diodes specifications

Parameters Specifications
C1, C4, C5, C6, C7, C11, C15 4.7µF , 63V

C10, C14 10µF , 63V
C17 1µF , 63V

C2, C3, C8, C9, C12, C13, C16 100nF

C18, C19 220pF

CT 1nF

D1, D2, D3, D4, D5, D6, D7, D8, D13 1N5819

D9, D10, D11, D12 1N4002

Fig. 6: Experimental setup 1. Gate driver board, 2. Resistive
load with switch and DC source, 3. Regulated dual DC power
supply, 4. Digital storage oscilloscope (DSO)

switch turns ON and OFF , a waveform similar to the gate
pulse can be seen across the drain and source terminal in the
case of MOSFET, and collector and emitter terminal in the
case of IGBT. In Fig 7(a), 7(b), and 7(c), the switch is turning
ON and OFF . When it is turned ON , there is almost zero
voltage drop across the device, and when it is turned OFF , the
voltage across terminals is the supply voltage. Fig.7(d) shows
that when the gate to source/emitter voltage VGS(VGE) of 8V
is applied, the switch is turning ON , it is blocking the entire
voltage.

TABLE III: Different switches tested

Type of switch Part number

Silicon Carbide(SiC) MOSFET
IMW120R090M1H ,

C2M0160120D

IGBT
FGA25N120ANTD,
IRGP20B60PDPbF

Silicon power MOSFET

STP16NF06L,
IRF840,
IRF740,
IRF640,

STH12N120K5

Silicon SuperFET MOSFET FCP650N80Z



(a) VGS(VGE) = 18V

(b) VGS(VGE) = 15V

(c) VGS(VGE) = 12V

(d) VGS(VGE) = 8V

Fig. 7: Hardware testing of FGA2N120 IGBT at different
voltages

VII. CONCLUSION

A variety of semiconductor switches like Si-MOSFET, SiC
MOSFET, superFET MOSFET, and IGBT were tested with the
proposed gate driver circuit, and some important conclusions
are presented.

• The gate driver provides isolation in supply voltage; thus,
floating switches can also be operated.

• Due to the available onboard power supply, the require-
ment for additional external supplies is reduced.

• Transformer isolation provides better reliability as com-
pared to optocoupler isolation.

• The gate driver circuit can drive the switches of different
technologies,

• Switches, with different gate to source(emitter) voltage
requirements, can be operated by varying the resistance
of the voltage controller at Adjust pin using a 4-way DIP
switch.
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Abstract—Majority of droop control methods in DC microgrid
applications are primarily focused on steady-state voltage and/or
current regulation requirements among interconnected DC-DC
converters. Also, a standalone approach is often used, considering
small-signal models, for analysis and design of individual DC-
DC converters connected in series/parallel configurations in a
DC microgrid. Considering a current mode controlled buck-
derived DC microgrid, this paper presents small-signal analysis
of multiple buck converters that are connected in parallel.
Further, cross coupling effects are demonstrated among multiple
parallel converters via DC bus. A decoupling control method
is presented using small-signal models. Dynamic droop control
objectives are identified to satisfy desired voltage regulation
and/or current sharing requirements. Finally, considering a dy-
namic droop control method, a large-signal PI controller tuning
is proposed in current mode interconnected buck converters.
The proposed tuning can achieve near time optimal transient
recovery in individual converters and would also satisfy desired
power sharing even under varying power stage parameters.
MATLAB simulation results are presented to demonstrate the
usefulness of the proposed nonlinear controller tuning method.
The proposed large-signal based tuning method can be extended
to a more complex DC microgrid consisting of increasing number
of parallel buck-derived DC-DC converters under current mode
dynamic droop control.

I. INTRODUCTION

DC power architectures consisting of distributed energy
resources, such as photovoltaic, energy storage systems, etc.
along with local customer loads are often termed as DC
microgrids [1]. Droop control is widely acknowledged as
the powerful decentralized control strategy which allows pro-
portional power sharing among multiple converters without
communication [2], [3]. Various dynamic droop control meth-
ods are proposed [4], [5], [6], in which primary objective
is to achieve proportional load sharing among multiple in-
terconnected converters at steady-state. Decentralized control
can compensate impedance effects using long cables [7],
[8], can achieve high performance [9], [10] and provide
virtual impedance [11], [12]. However, dynamics of DC-DC
converters are often ignored; consequently, performance and
stability analysis remain incomplete [13]. Recently, converter
dynamics and impedance effects are studied in [14], [15], [16];
however, impedance analysis is primarily limited to individual
stand-alone converters. This paper is aimed to address the

above issues by considering dynamics of individual DC-DC
converters in a buck-derived DC microgrid and proposes
analysis and design methods to achieve ultra-fast transient.

II. SMALL-SIGNAL ANALYSIS OF CURRENT MODE
CONTROLLED BUCK-DERIVED DC MICROGRID

Fig. 1 (a) shows a buck-derived DC microgrid, where two
DC-DC buck converters are connected in parallel to the DC
bus with voltage vb via cable resistances r1 and r2. Three
types of local loads, CR, CC, and CP loads, are considered.
Current mode control (CMC) is used to control both the buck
converters using current references iref1 and iref2 as shown in
Fig. 1 (b).

Applying equivalent circuit modeling [17], inductors of
individual buck converters in Fig. 1 (a) under CMC are
replaced by current references. This method is reasonably
accurate for duty ratio d < 0.5 and frequency up to the control
bandwidth fc, typically fc = fsw/10 for CMC individual
buck converters in Fig. 1, and Fig. 2 (a) shows the overall
AC equivalent circuit.

A. Small-signal modeling

Consider x as the state vector with x = [vo1 vo2 vb]
T where

voltages vo1, vo2 and vb are shown in Fig. 1 (a). Referring
to Fig. 2 (a), perturbed state space model can be obtained,
around an operating point, as

dx̃
dt

= Ax̃ +B ĩref + EĩCC, (1)

where
ĩref =

[̃
iref1 ĩref2

]T
,

A =

 −ω1 0 ω1

0 −ω2 ω2

ωb1 ωb2 −ωbe

 ,

B =

 r1ω1 0
0 r2ω2

0 0

 , E =

 0
0
−1

Cb

 ,
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Fig. 1. Schematic of (a) a buck-derived DC microgrid architecture and (b) current mode control implementation. Three types of loads are connected with the
DC bus, where io is the overall load current, and the currents iCR, iCC, and iCP correspond to constant resistive (CR) load with load resistance R, constant
current (CC) load and constant power load (CPL). For the CPL, RCP = −PCP/V

2
b , where PCP and Vb are the respective CPL power and bus voltage.

ω1 =
1

r1C1

ω2 =
1

r2C2

ωb1 =
1

r1Cb

,

ωb2 =
1

r2Cb
ωbe = ωb1 + ωb2 + ωp

ωp =
1

(R+RCP)Cb
.

. (2)

Perturbed load current in Fig. 2 (a) is written as ĩo = ĩCR+
ĩCC + ĩCP. For CR load, ĩCR = ṽb/R and for CPL, ĩCP =
ṽb/RCP, where RCP is the incremental resistance of the CPL
with RCP = −PCP/V

2
b .

Applying Laplace transform in (1), various small-signal
transfer functions can be obtained, which are written as ṽo1 (s)

ṽo2 (s)
ṽb (s)

 =

 G11 (s) G12 (s)
G21 (s) G22 (s)
G1b (s) G2b (s)

[ ĩref1 (s)

ĩref2 (s)

]
+ G1o (s)

G2o (s)
Gbo (s)

 ĩCC (s) ,

(3)
where each transfer function in (3) can represented in a generic
form Gxy(s) with its numerator polynomial Nxy(s) and a
common denominator polynomial ∆(s), where ∆(s) can be
written as

∆(s) = s3 + a2s
2 + a1s+ a0,

a2 = (ω1 + ω2 + ω3) ,
a1 = ω1ω2 + ω1 (ωb2 + ωp) + ω2 (ωb1 + ωp)
a3 = ω1ω2ωp,

(4)

where the parameters are given in (2). The numerator polyno-
mials of the transfer functions in (3) can be written as

N11 (s) =
[
s2 + s (ωbe + ω2) + ω2 (ωbe + ωp)

]
r1ω1,

N12 (s) = r2ω1ω2ωb2, N21 (s) = r1ω1ω2ωb1,
N22 (s) =

[
s2 + s (ωbe + ω1) + ω1 (ωbe + ωp)

]
r1ω2,

N1b (s) = r1ω1ωb1 (s+ ω2) ,
N2b (s) = r2ω2ωb2 (s+ ω1) ,
N1o (s) = −N1b (s) , N2o (s) = −N2b (s) .

(5)

From (3) and (5), dynamics of the bus voltage ṽb can be
represented in terms of ṽo1, ṽo2 and ĩCC, which can be written
as

ṽb (s) =
1

Cb (s+ ωbe)
×
[
ṽo1 (s)

r1
+
ṽo2 (s)

r2
− ĩCC (s)

]
. (6)

B. Small-signal behavior and cross coupling effects

Fig. 2 (b) shows the overall small-signal block diagram of
the CMC buck-derived DC microgrid, consisting of transfer
functions in (3) – (6), and some important features are sum-
marized below.

1) System poles: Poles of the system, obtained from den (s)
in (5), are be stable for CR load with ωp > 0. For CC load,
one pole is at origin because ωp = 0, and the overall system
resembles an integrating system. Consequently, Fig. 3 [traces
(a)] shows that a step-up change in the control variable iref1
results in continuous increase in the voltages vo1, vo2 and vb.
For CPL, there exists one unstable pole because ωp < 0, which
would make the overall unstable. For CC and CP loads, the
system can be stabilized by adding damping to make ωp > 0
either directly by adding a CR load in parallel or virtually by
closing the feedback loop corresponding to the bus voltage
[shown in Fig. 3 with traces (b)].

2) Coupling effect: Fig. 2 (b) shows the existence of cross-
coupling among the output voltages of the buck converters
due to the presence of transfer functions G12 and G21 which
are highlighted in red color. This indicates that a change
in ĩref1 in the converter 1 affects ṽo2 of the converter 2
through the DC bus, even using constant iref2. Interestingly,
none of the transfer functions in (5) contains any RHP zero;
thus a decoupler may be devised through stable pole-zero
cancellation.

The block diagram in Fig. 2 (b) can help to identify dynamic
droop control to meet fast recovery and current sharing.

C. Simulation case studies

Consider the parameter set for the power circuit of the buck-
derived DC microgrid in Fig. 1 (a) as: vin1 = 200 V, vin2 =
200 V, L1 = 200 µH, L2 = 200 µH, C1 = 100 µF, C2 =
100 µF, Cb = 400 µF, fsw1 = 100 kHz, fsw2 = 100 kHz,
r1 = 60 mΩ, r2 = 30 mΩ, no-load bus voltage VNL = 50 V
and the load current io ∈ [10, 30] A.

Fig. 3 (right side) shows the coupling effect in vo2, the
output of the converter 2, for a step-up change in the reference
iref1 of the converter 1 with a step size of 2 A while keeping
iref2 constant. A closed-loop control scheme in Fig. 4 (left
side) is employed using the parameters α1 = α2 = 0.5, rv =
0, Gc2 = Gdc2 = 0, and a PI controller is used for Gc1. From
(3) and (5), a decoupler Gdc2 in Fig. 4 (left side) is designed as
Gdc2 = ω1ωb2/

[
s2 + s (ω1 + ωbe) + ω1 (ωb2 + ωp)

]
, which



Fig. 2. Schematic of (a) AC equivalent circuit of a current mode controlled buck-derived DC microgrid and (b) the overall small-signal block diagram.

attempts to nullify the coupling effect by adjusting the ref-
erence iref2 in a way to keep vo2 unchanged as shown in
Fig. 3 (right side).

III. CLOSED-LOOP DYNAMIC DROOP CONTROL AND
LARGE-SIGNAL BASED CONTROLLER TUNING

Primary control objectives in a DC microgrid include (i)
regulation of bus voltage and/or output voltages of indi-
vidual converters along with (ii) dynamic current sharing
and minimum circulating current among them under varying
load current and input voltage conditions, (iii) reduced cross
coupling effects and (iv) fast transient response for reduced
voltage overshoot and undershoot. Dynamic droop control and
suitable controller tuning are essential to meet some of the
above requirements.

A. Steady-state objectives

Fig. 4 (left side) shows the proposed closed-loop dynamic
droop control technique, where rv represnts the virtual resis-
tance (VR) related to the bus voltage vb; α1 and α2 need
to selected to generate the current references iref1 and iref2
at steady-state using the load current io. Various steady-state
voltage and current references are written as

vb,ss = VNL − rvio,
iref1,ss = io1,ss = α1io,
iref2,ss = io2,ss = α2io,
where α1 + α2 = 1,
vo1,ss = vb,ss + r1α1io = VNL + (r1α1 − rv) io,
vo2,ss = vb,ss + r2α2io = VNL + (r2α2 − rv) io,

(7)

where VNL is the no-load voltage which is same for the
converter output voltages and the bus voltage. The parameters
α1, α2 and rv in (7) can be dynamically adjusted to meet either
voltage and/or current regulation objectives as summarized
below.

1) Objective 1: Primary objective is to achieve a desired
current distribution of individual converters by fixing α1 and
α2 in (7). Further, voltage regulation of the converters can be
partially achieved to maintain vo1,ss and vo2,ss close to VNL by
dynamically adjusting the droop factor rv; however, the bus
voltage vb,ss cannot be regulated in this case.

2) Objective 2: Primary objectives are to regulate (i) the
bus voltage vb,ss close to VNL by setting rv = 0 and (ii) current
distributions by fixing α1 and α2; however, the (converter)
output voltages vo1,ss and vo2,ss cannot be regulated here.

3) Objective 3: Primary objectives are to regulate the (con-
verter) output voltages vo1,ss and vo2,ss close to VNL by setting
α1 = rv/r1 and α2 = rv/r2, which after considering the
constraint α1+α2 = 1 in (7), gives rise to α1 = r2/ (r1 + r2)
and α2 = r1/ (r1 + r2). Thus the current distribution cannot
be independently controlled in this case, which is decided by
cable resistances. Also the droop factor (so as the bus voltage)
cannot be controlled, which becomes rv = r1r2/ (r1 + r2).

4) Other objectives: Other objectives can be set by taking
a combination of any of the above, such as simultaneous
regulation of one of the (converter) output voltages and current
distribution, by suitably selecting the parameters α1, α2 and
rv.

B. Large-signal based controller tuning

Fig. 4 (left side) shows the block diagram of the proposed
control technique for the buck-derived DC microgrid in Fig. 1
under CMC, in which PI voltage controllers are expected to
be sufficient, which are

Gc1 = Kp1 +
Ki1

s
for converter 1,

Gc2 = Kp2 +
Ki2

s
for converter 2.

(8)

Small-signal design methods of CMC are well known [18],
which can be used to design the PI controllers in (8); however,
the loss of useful ripple information during the process of av-
eraging and linearization tends to limit the achievable control
bandwidth up to fc = fsw/10. On the other hand, a large-
signal tuning method in [19], [20] takes into account ripple
information, analytically derives the optimal proportional gain
of the PI controller in a CMC buck converter and attempts
to push the transient performance up to the converter’s slew
rate limit. This method is extended for the proposed control
scheme in Fig. 4 (left side), in which the full step-size ∆io
appear to both the converters in the event of a load transient
in io. Thus the optimal proportional gains of the PI controllers
in (8) related to individual converters can be derived as

Kp1 =
Cbλ1
L1∆io

, Kp2 =
Cbλ2
L2∆io

, (9)
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where

λ1 ≈
{

2
√
vin1VNL step− up

2
√
vin1 (vin1 − VNL) step− down

,

λ2 ≈
{

2
√
vin2VNL step− up

2
√
vin2 (vin2 − VNL) step− down

where VNL is the no-load bus voltage, ∆io is the transient step
size of the load current io. The integral gains in (8) attempt to
eliminate steady-state errors, but do not significantly contribute
to a large-signal recovery, which are taken as Ki1 = Ki2 =
fsw/10. In fact, a common integral controller is shared for Gc1

and Gc2, whereas the proportional gains are selected using (9).

C. Design to meet objective 3 in Section III-A

Using the parameter set in Section II-C, the circuit and
controller parameters in (7) and (8) are obtained, to meet
objective 3, as α1 = 0.33, α2 = 0.67, rv = 20 mΩ,
Kp1 = Kp2 = 20 and Ki1 = Ki2 = 10000 for a load step
size of 20 A, and the corresponding simulated case study is
shown in Fig. 4 (right side). This shows that the converter 1
and converter 2 carry steady-state currents of io/3 and 2io/3,
respectively, and their output voltages are tightly regulated at
VNL = 50 V. Also near time optimal transient recovery is
achieved using the optimal gains in (9), and all the output
(and bus) voltages and inductor current are recovered in three
switching cycles for a step change in io from 10 to 30 A.

D. Design to meet objective 2 in Section III-A

Using the parameter set in Section II-C, the circuit and
controller parameters in (7) and (8) are obtained, to meet
objective 2, as α1 = 0.5, α2 = 0.5, rv = 0, Kp1 = Kp2 = 20
and Ki1 = Ki2 = 10000 for a similar load step-up transient
in Section III-C. Fig. 5 (left side) shows that equal current
sharing is achieved between converter 1 and converter 2, and
the DC bus voltage vb is perfectly regulated at VNL = 50 V
under steady-state. Also near time optimal transient recovery
is achieved during both step-up and step-down transients
using the corresponding optimal gains in (9). For the same
operating condition, the inductor of the converter-2 is halved
and its switching frequency is doubled; subsequently, using
(9), the corresponding optimal gain is found to be Kp2 = 40.
Fig. 5 (right side) shows that all the previous steady-state
requirements are satisfied and near time optimal transient
recovery is achieved during step-up and step-down transients,
even using unequal inductors and switching frequencies of
individual buck converters of the buck-derived DC microgrid
in Fig. 1.

The proposed large-signal PI controller tuning rule in (9)
can be extended to a more complex DC microgrid consisting of
increasing number of parallel buck-derived DC-DC converters
under current mode dynami droop control. A more generic
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tuning rule can be written as

Kp,j =
Cbλj
Lj∆io

, (10)

where the index j corresponds to the jth buck converter and
the parameters can be written as

λj ≈
{

2
√
vin,jVNL step− up

2
√
vin,j (vin,j − VNL) step− down

where vin,j indicates the input voltage of the jth buck con-
verter. For the above case, it is assumed that individual buck
converters are connected to a common DC buck with the
nominal voltage of VNL. The proposed may be generalized
for other type of parallel converters in a DC microgrid.

IV. CONCLUSIONS

In this paper, stability analysis of current mode droop
controlled parallelly connected buck converters was carried
out using small-signal models. Cross coupling effects were
identified and simulation results were demonstrated among
multiple parallel converters via DC bus. A decoupling control
method was presented using small-signal models. Dynamic
droop control objectives were identified to satisfy desired
voltage regulation and/or current sharing requirements. Finally,
considering a dynamic droop control method, a large-signal PI
controller tuning was proposed in current mode interconnected
buck converters. The proposed tuning could achieve near time
optimal transient recovery in individual converters and would
also satisfy desired power sharing even under varying power
stage parameters. MATLAB simulation results were presented
to demonstrate the usefulness of the proposed nonlinear con-
troller tuning method. The proposed nonlinear tuning method
can be extended to a more complex DC microgrid consisting of
increasing number of parallel buck-derived DC-DC converters
under current mode dynamic droop control.
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Abstract— High-efficiency power conversion systems are 
desirable in transportation systems to reduce cooling 
requirements, and hence mass. Alternatives to the IGBT for 
high-efficiency power conversion include the silicon super-
junction MOSFET and SiC devices. The super-junction 
MOSFET can be used in voltage source converters provided the 
challenges presented by its intrinsic diode and output 
capacitance are addressed. The intrinsic diode can be 
deactivated with auxiliary components and the output 
capacitance can be addressed with an inductive turn-on 
switching-aid (‘snubber’) circuit. A comparison of losses is 
performed for a phase-leg based around super-junction 
MOSFETs when hard-switched, used with a dissipative 
snubber, and used with a snubber with energy recovery. 

Keywords—efficiency, MOSFET, snubber, super-junction, 
switching-aid. 

I. INTRODUCTION

The phase-leg circuit in Fig. 1 is used in many applications 
such as machine drives and grid-tie inverters. The power 
semiconductor devices traditionally used are the IGBT and 
fast recovery p-n diode. However, higher efficiencies than 
those attainable with these devices are often desirable in order 
to reduce lifetime energy consumption and cooling 
requirements. Alternative devices for this purpose include SiC 
devices and the silicon super-junction (SJ) MOSFET. 

SiC power devices exhibit fast switching speeds and low 
conduction losses [1], and are increasingly being used in 
transportation, and particularly aerospace, applications [2]-
[4]. However, cost can be high and there are challenges with 
successfully deploying SiC devices. For example, with the 
SiC MOSFET, dv/dt-induced turn-on and gate threshold 
voltage shift can be problematic [5], [6]. 

The SJ MOSFET [7] exhibits low conduction losses, fast 
switching speeds, a robust gate driver requirement, and good 
short-circuit behavior [8]. However, the reverse recovery 
behavior of the SJ MOSFET’s intrinsic diode is poor, and its 
output capacitance Coss has a highly non-linear characteristic 
[9]. Fig. 1 shows a typical QV characteristic of the SJ 
MOSFET’s Coss. The characteristic shown in Fig. 1 is for the 
TK39N60W5 MOSFET, and was derived from the graphical 
data in the manufacturer’s datasheet. This device will typically 
be operated with a 50% margin between the operating voltage 
and its rated voltage giving an operating voltage of 400 V. At 
this drain-source voltage vDS, 417 nC of charge Qoss is stored 

in Coss. The SJ MOSFET’s on-state resistance RDS(on) and Qoss 
are related by a constant A such that 

𝐴 = 𝑅 ( )𝑄 . (1) 

High efficiencies are possible when the SJ MOSFET is 
used in single-ended converters [10] with a high-performance 
freewheeling diode. In these topologies, the SJ MOSFET’s 
intrinsic diode does not normally conduct current, so it 
presents no recovery charge problem. Furthermore, the SJ 
MOSFET’s Coss characteristic is highly favorable in single-
ended converters as it leads to very low self-discharge losses 
at MOSFET turn-on, and also provides an effective self-
snubbering action at MOSFET turn-off. Conversely, the SJ 
MOSFET exhibits challenges in voltage source converter 
(VSC) phase-legs due to the reverse recovery charge Qrr 
drawn by its intrinsic diode, and the charging current drawn 
by its non-linear output capacitance Coss. 

Fig. 1. Phase-leg with MOSFETs. Even if the MOSFETs’ intrinsic diodes 
are deactivated, the charging currents drawn by the highly non-linear output 
capacitances shown here must be addressed. The QV characteristic of a 
super-junction MOSFET’s output capacitance Coss is shown. 

The SJ MOSFET has been shown to be effective in the 
current source converter (CSC) [11], and the impedance 
source converter (ZSC) [12]. However, these topologies 
present challenges. For example, the CSC exhibits high losses 
at low-load and difficulty in reversing the direction of power 
flow. The ZSC requires large passive components and there is 
also difficulty in reversing the direction of power flow without 
additional complexity. For these reasons, the VSC is prevalent 
in applications such as those in [2]-[4]. 

Various techniques are available to address the problems 
presented by Qrr and Qoss in a VSC. The phase-leg can be 
operated in the triangular conduction mode (TCM) [13]. 
However, in the TCM the output current has higher peak and 
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RMS values than if the phase-leg is operated in the continuous 
conduction mode. Furthermore, the switching frequency is 
variable, leading to filtering difficulties. Auxiliary networks 
can be included to enable soft-switching [14]. Circuitry can be 
incorporated within the MOSFETs’ gate driver modules to 
assist with switching [15]. Single-ended converters can be 
combined to realize a VSC [16]. However, a relatively simple 
method for deploying SJ MOSFETs in a VSC is to operate the 
MOSFETs with diode deactivation circuits and an inductive 
turn-on switching aid “snubber” element. In this article, losses 
are elucidated and compared for a phase-leg with SJ 
MOSFETs when they are hard-switched, used with a 
dissipative snubber, and used with a snubber with energy 
recovery. 

II. THE SUPER-JUNCTION MOSFET IN THE VOLTAGE SOURCE

CONVERTER PHASE-LEG WITH SNUBBER CIRCUITRY

Deactivation circuitry using auxiliary power devices can
be included to counter the intrinsic diode problem. Fig. 2 
shows examples of this circuitry, from [17] and [18]. In [17], 
an auxiliary low-voltage MOSFET TRaux is connected in 
series with the main MOSFET TRmain. TRaux is turned off 
slightly before TRmain turns off. This forces the freewheeling 
current out of TRmain and into the external fast-recovery anti-
parallel diode Dext prior to the complementary device in the 
phase-leg turning on. A simple method for delaying the turn-
off action of TRmain with respect to that of TRaux is to include 
the local resistor Rg. In [18], the main MOSFET is driven by 
a cascode arrangement using the low-voltage MOSFET 
TRcasc. 

Fig. 2. MOSFET intrinsic diode deactivation arrangements. Left: MOSFET 
without diode deactivation circuitry. Centre: Low-voltage MOSFET in anti-
series with main MOSFET and with external diode [17]. Right: Cascode-
connected low-voltage MOSFET [18]. 

Even if the intrinsic diode is deactivated, Coss remains 
problematic. Coss draws a large charge Qoss when the device 
has been freewheeling, and then becomes reverse biased when 
the complementary device in the phase-leg turns on. As seen 
in Fig. 1, at a low drain source voltage vDS, Coss is high until 
sufficient charge has been supplied into it, and the knee point 
“A” is reached. At this point, where the bulk of Qoss has been 
supplied, Coss then falls abruptly. Two resulting problems are 
that energy is dissipated in the incoming MOSFET in the 
course of supplying Qoss, and that there is a large drain current 
overshoot in the incoming MOSFET. 

These problems can be addressed by including turn-on 
switching-aid circuitry based around a snubber inductor [19]. 
When TR1 or TR2 switches on and charges the Coss of the 
complementary device the inductor controls the profile of the 
transient current into this Coss. The stored energy in the 
inductor can be recovered into the supply rail VRAIL or, if 
circuit simplicity is paramount, it can be dumped in a 
dissipative circuit element. 

As shown in Fig. 3, there are four possible locations for a 
snubber inductor Ls. Positions B and C are discounted as both 
terminals of Ls change potential, and are not referenced to a 
fixed DC voltage. This complicates the recovery of energy. In 
Position D, the source terminals of both MOSFETs, and not 
only that of TR1, undergo large and rapid common-mode 
voltage changes. For these reasons, Position A is preferred 
here. 

Fig. 3. Possible snubber inductor locations in a phase-leg, namely A, B, C, 
and D. 

Fig. 4 shows an example of a phase-leg with a dissipative 
turn-on snubber circuit, and an example of a phase-leg with a 
turn-on snubber circuit with energy recovery. In both cases the 
core flux of Ls is reset by applying a reset voltage Vreset across 
it by means of D1. In the latter case, energy is returned to the 
supply rail VRAIL using a switched-mode power supply 
(SMPS), in a manner similar to that in [19]. A single SMPS 
can be used for multiple phase-legs in a converter, as was 
implemented in [19]. 

Ideally, the diode deactivation circuitry would not be 
needed and Qoss and the intrinsic diode recovery charge Qrr 
would both be managed with a snubber inductor. A problem 
is that the magnitude of Qrr at typical forward current levels in 
the diode prior to commutation is much larger than that of Qoss. 
However, if a snubber is used to manage the flow of Qoss, it 
can also be used to virtually eliminate Qrr by means of 
adjusting the timings of the gate-drive signals applied to the 
MOSFETs [20]. This avoids the use of the ancillary 
components shown in Fig. 2, but the arrangements in Fig. 2 
allow the power devices to be driven with unmodified gate-
drive signals with standard dead-times. 

With the SJ MOSFET in a phase-leg, turn-on losses are 
primarily attributable to the sourcing of capacitive charging 
currents into complementary devices, and one inductor per 
phase-leg suffices to control the current into both Coss 
capacitances [19]. Also, the inductance is linear as this avoids 
the large peak currents which would occur with a saturable 
inductor. It is noted that where turn-on snubber inductors are 
used with SJ MOSFETs in three-level converters, as in [21], 
only one inductor is needed for each DC voltage cell. 

Fig. 5 shows the key idealized waveforms from the phase-
legs in Figs. 1 and 4 where ILOAD is flowing out of the phase-
leg. Essentially the same situation prevails when ILOAD is 
flowing into the phase-leg. It is assumed that the MOSFETs’ 
intrinsic diodes have been deactivated, and that the charging 

TRmain

TRcasc

VG
TRX

TRmain

Dext

TRaux

Rg

VRAIL

0Vpwr

iLOAD

TR1

TR2

vout

iA

iB

Coss1

Coss2

A

B

C

D

Ls?



current drawn by the freewheeling device is entirely 
attributable to its Coss capacitance. For simplicity, the intrinsic 
diode deactivation circuitry is not shown in Figs. 1 and 4.  

Fig. 4. Phase-legs with MOSFETs and turn-on snubber circuits. (I) 
Example of phase-leg with dissipative turn-on snubber. (II) Example of 
phase-leg with turn-on snubber and energy recovery. In each case it is 
assumed that the MOSFETs’ intrinsic diodes have been deactivated, and that 
only the non-linear output capacitance remains problematic when a 
MOSFET becomes reverse-biased. 

With regard to Fig. 5, in the hard-switched case with the 
circuit in Fig. 1, it is seen that, after TR1 starts to turn on, vDS1 
stays approximately at VRAIL until the bulk of Qoss has been 
supplied into the Coss of TR2. When hard-switching, the peak 
charging current is controlled by turning the MOSFET on 
slowly by means of a large resistance in series with its gate 
terminal. As approximated in Fig. 5, this inherently gives a 
triangular drain current profile at turn-on [22], but with power 
consequently being dissipated in the incoming MOSFET. 

The light shaded areas represent the charge Qoss. In the 
hard-switched circuit, the turn-on switching energy 
dissipation is given by the sum of the light shaded and dark 
shaded areas, multiplied by VRAIL. 

With the snubbered circuits, the striped area represents the 
charge passed into Vreset when TR1 turns off and forces current 
out of Ls. If iLOAD is negative, an identical charge is passed into 
Vreset when TR2 is turned off and forces current into Ls. 

III. COMPARISON OF LOSSES FOR PHASE-LEG WITH SJ
MOSFETS WHEN HARD-SWITCHED, USED WITH A 

DISSIPATIVE SNUBBER, AND USED WITH A SNUBBER AND 

ENERGY RECOVERY 

A. Losses when Hard-Switched

In [23], the losses in a phase-leg with SJ MOSFETs were
assessed when they are hard-switched in the circuit in Fig. 1. 
The MOSFETs’ intrinsic diodes are deactivated, so the 
problem presented by the diode recovery charge is addressed, 
but their output capacitances still need to be charged when the 
phase-leg is switching. As mentioned in Section II, the peak 
charging currents drawn by these capacitances are controlled 
by turning the MOSFET on slowly by means of a large 
resistance in series with its gate terminal. 

Fig. 5. Waveforms from circuit in Fig. 1 with hard switching where the 
peak incoming drain current is controlled by including a large resistance in 
series with the MOSFETs’ gate terminals, and from Circuits (I) and (II) in 
Fig. 4 with a snubber inductor. 

Ideally, RDS(on) is optimized to give the trade-off between 
conduction losses and switching losses which yields the 
lowest total loss WT. If the phase-leg is switching a voltage 
VRAIL, conducting a current ILOAD, and switching at a frequency 
fsw, then, from inspection of the upper waveforms in Fig. 5, the 
minimum WT attainable is given in [23] as 

𝑊 = 2𝐼
1 + 2𝑘 + 𝑘

𝑘
𝑉 𝐴𝑓  (2) 

where k is the ratio of the overshoot current Ios to ILOAD, which 
is given by 

𝑘 =
𝐼

𝐼
. (3) 

B. Losses with a Dissipative Snubber

The same procedure as that in [23] is used here to assess
losses with the exemplifying snubbered arrangement in 
Circuit (I) in Fig. 4, and is as follows. Also, as with [23], the 
turn-off losses in the MOSFETs are taken as very small due to 
the self-snubbering action of their output capacitances. 
Because of this, only the turn-on losses are taken as being 
significant. Qoss can be expressed as 

𝑄 = ½𝐼 𝑇 (4) 

where the time T is shown in Fig. 4. If the rate of rise of iD1 is 
controlled by a snubber inductance Ls, then T is given by 

𝑇 =
𝐼 𝐿

𝑉
. (5) 

The result from (5) is put into (4) which is then rearranged to 
yield the Ls required to give the desired Ios from 

𝐿 =
2𝑄 𝑉

𝐼
. (6) 

Putting the result from (3) into (6) gives 
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𝐿 =
2𝑄 𝑉

𝑘 𝐼
. (7) 

The time Treset taken to reset the core of Ls is given by 

𝑇 =
𝐿 𝐼

𝑉
. (8) 

The conduction losses Wc in the phase-leg are given by 

𝑊 = 𝐼 𝑅 ( ). (9) 

The energy Eoss transferred through Ls into Vreset due to the 
charging of Qoss is given by 

𝐸 = 𝑄 𝑉 . (10) 

Eoss is multiplied by fsw to give the losses WQ associated with 
supplying the charge Qoss from 

𝑊 = 𝑓 𝑄 𝑉 . (11) 

Instead of using (10), Eoss can be expressed as 

𝐸 = ½𝐿 𝐼 . (12) 

Eoss is transferred into the reset circuit during Treset, but as 
described in [21], the total change in energy Etotal in Ls during 
Treset is greater than this, and is given by 

𝐸 = ½𝐿 (𝐼 + 𝐼 ) − 𝐼 . (13) 

However, during Treset the power applied to the load is 
increased by ILOADVreset. Multiplying this by the result for Treset 
in (8) yields an energy Ediff given by 

𝐸 = 𝐿 𝐼 𝐼 , (14) 

and Ediff accounts for the difference between Etotal and Eoss. 

The losses WL incurred due to forcing ILOAD into or out of Ls 
are given by 

𝑊 = ½𝐼 𝐿 𝑓 . (15) 

The time Treset2 taken to force ILOAD into or out of Ls is given 
by 

𝑇 =
𝐼 𝐿

𝑉
. (16) 

It is seen from (8) and (16) that Treset is independent of ILOAD, 
but Treset2 is proportional to ILOAD. Adding the results from (9), 
(11), and (15) gives the total loss WT as 

𝑊 = 𝐼 𝑅 ( ) + 𝑓 𝑄 𝑉 +
𝐼 𝐿 𝑓

2
. (17) 

Putting the result from (7) into (17) gives 

𝑊 = 𝐼 𝑅 ( ) + 𝑓 𝑄 𝑉 1 +
1

𝑘
. 

(18) 

From (1), Qoss is expressed in terms of RDS(on) to give 

𝑊 = 𝐼 𝑅 ( ) + 𝑓 𝑉 1 +
1

𝑘

𝐴

𝑅 ( )

. (19) 

Differentiating WT with respect to RDS(on) gives 

𝑑𝑊

𝑑𝑅 ( )

= 𝐼 − 𝑓 𝑉
𝐴

𝑅 ( )

1 +
1

𝑘
. (20) 

Setting the differential in (20) to zero, and then rearranging 
(20) gives

𝑅 ( ) = 1 +
1

𝑘

𝑓 𝑉 𝐴

𝐼
. (21) 

Putting the result from (21) into (19) gives 

𝑊 = 2𝐼 1 +
1

𝑘
𝑉 𝐴𝑓 . (22) 

C. Losses with a Snubber and Energy Recovery

With a snubber element, energy recovery can be
implemented with, for example, Circuit (II) in Fig. 4. If the 
energy is recovered with an efficiency η, then (22) is modified 
to give 

𝑊 = 2𝐼 1 +
1

𝑘
𝑉 𝐴𝑓 (1 − 𝜂). (23) 

D. Curves Showing Losses against Switching Frequency

Fig. 6 shows WT against fsw for the situations in (2), (22),
and (23), for VRAIL = 400 V, ILOAD = 10 A, and k = 1. If SJ 
MOSFETs rated at 600-650 V are used, then a typical value 
of A is approximately 18 nCΩ at 25°C, and this is adjusted to 
27 nCΩ to allow for a MOSFET junction temperature rise of 
50°C, with a consequent increase in RDS(on) of approximately 
1%/°C, which in turn increases A. Where energy recovery is 
used, η has been taken as a modest 60% here. As fsw 
approaches zero, the optimum RDS(on) also approaches zero, 
and the cost, die area and gate-drive requirements become 
practical limiting factors. In the scenario here, a snubber 
without energy recovery reduces WT by 37% when compared 
with hard-switching without a snubber. Furthermore, a 
proportion of WT is, usefully, relocated away from the 
MOSFETs’ junctions. 

Also shown in Fig. 6 is an estimate of losses with 
representative IGBTs and fast-recovery anti-parallel p-n 
diodes. Losses in this case are given by 

𝑊 = 𝛿𝑉 ( )𝐼 + (1 − 𝛿)𝑉 𝐼 + 𝑓 𝑘 𝐼  (24) 

where δ is the duty cycle at which the IGBT is driven on, 
VCE(on) is the IGBT’s on-state collector-emitter voltage drop, 
VAK is the diode’s forward voltage drop, and ksw is the 
switching energy per ampere when switching VRAIL. 

Fig. 6. Total losses (W) for different circuits plotted against switching 
frequency (kHz). 

The IKW20N60T co-packaged device was selected for 
this estimate. From the manufacturer’s datasheet, VCE(on) was 
taken as 1.2 V at 10 A, and VAK was taken as 1.4 V at 10 A. 
The aggregate turn-on and turn-off switching loss is specified 
at 770 µJ when switching 400 V and 20 A. The relationship 
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between this loss and current was approximated as linear, 
giving ksw = 38.5 µJ/A. δ was taken as 50%. 

IV. EXEMPLIFYING PRACTICAL WAVEFORMS

Fig. 7 shows exemplifying practical waveforms from 
Circuit (I) in Fig. 4. It is noted that the waveforms from 
Circuit (II) are essentially identical if Vreset is the same in each 
case. The circuit was constructed with TK39N60W5 SJ 
MOSFETs with the Coss characteristic shown in Fig. 1. The 
MOSFETs were driven using the low-voltage anti-series 
MOSFET arrangement in Fig. 2 with TRaux = IPD031N03L G, 
Dext = IDD03SG60CXTMA2, and Rg = 10 Ω. 

Fig. 7. Exemplifying waveforms from Circuit (I) in Fig. 4. Top: View of 
TR1 turn-on and turn-off actions. Centre: Expanded view at turn-on. Bottom: 
Expanded view at turn-off. 

The circuit was designed to operate with VRAIL = 400 V, 
ILOAD = 10 A, and k = 1. Ls was set at 3.34 µH using (7), and 

was assembled around a T80-8/90 toroidal core. To obtain the 
required inductance it was wound with 14 turns using the core 
manufacturer’s specified inductance factor of 18 nH/turn2. D1 
= IDD03SG60CXTMA2 and C1 = 2.2 µF, 100 V, metallized 
polyester film. VRAIL = 400 V, the average value of iLOAD is 
8.86 A, and Vreset = 40 V. Treset and Treset2 were measured at 
750 ns and 980 ns respectively. 

V. DISCUSSION

The following points are discussed. 

 If k, and hence Ios become larger, the losses associated
with stored energy in Ls decrease. Problems with a high
Ios are EMI and over-voltages across TR1 and TR2 as
the high peak current resonates in the LC circuit
formed by Ls, or parasitic inductances, and the power
device Coss capacitances.

 The current being switched by the power devices in a
practical application will normally have a ripple
content, as seen in Fig. 7. The current level at the end
of a pulse will therefore be greater than the average
value of ILOAD. WL will consequently be higher than the
value given by (15). However, although not as
significant, the ripple content will also lead to higher
losses in the IGBT-based phase-leg as, in the example
here, the turn-off loss is higher than the turn-on loss for
a given current.

 In practice, it will normally not be possible to obtain
MOSFETs with the exact RDS(on) value required for
operation at maximum efficiency. However, as evident
from Fig. 6, the sensitivity of the efficiency to
deviations in RDS(on) away from the optimal value is
low, apart from at low switching frequencies, below
approximately 5-10 kHz. Consequently, this means
that the sensitivity is low at the typical switching
frequencies used in modern power converters which
are above this range.

 A representative fast-switching IGBT and diode
combination has been selected for comparison.
However, the device chosen is not necessarily optimal.

 There are small losses in the main MOSFETs’
auxiliary power devices in both the intrinsic diode
deactivation circuits in Fig. 2. These comprise the
conduction losses in the series elements TRaux or
TRcasc, and losses in either Dext or the intrinsic diode of
TRcasc during the dead-times. There are also losses in
the snubber inductor’s core and its winding resistance.

 In the rectangular QV approximation in Fig. 1, and
applied in the waveforms in Fig. 5, it is assumed that
the self-discharge energy is zero. However, this energy
is dissipated in the MOSFETs. Also, because the co-
energy is less than that given by the rectangular
approximation, Eoss will be less than that given by (10).

 Coss has been treated as lossless. However, it exhibits a
hysteresis loss, as investigated in, for example [24], but
this loss is relatively small and generally only
significant when zero-voltage switching schemes are
implemented to allow operation at very high switching
frequencies.

 Even if one of the intrinsic diode deactivation
techniques in Fig. 2 is used, the intrinsic diode will still



become activated if the reverse drain current and 
RDS(on) combine to develop a sufficient voltage drop to 
force this diode to start conducting when the MOSFET 
is freewheeling. This effect is described and 
experimentally evaluated in [18]. With respect to the 
curves in Fig. 6, as the switching frequency is 
increased the optimum RDS(on) needed for minimum 
losses will increase until this point is reached. In this 
case it therefore becomes necessary to reduce the 
RDS(on) below its calculated optimum value to partially 
or fully avoid this effect. Also, the effect may have to 
be accounted for if transient load over-current 
conditions are to be accommodated in addition to 
normal operation. In this case, at commutation of the 
current in a freewheeling device, Ls and the reset 
circuitry have to be capable of managing an increased 
charge composed of not only Qoss, but also a Qrr 
component with a consequent increase in Imax. 

VI. CONCLUSION

The super-junction MOSFET is a viable alternative to SiC 
devices for realizing high-efficiency power converter circuits 
in transportation systems. However, the challenges presented 
by its intrinsic diode and its output capacitance must be 
addressed. The maximum attainable efficiencies of a voltage 
source converter phase-leg based on super-junction 
MOSFETs when hard-switched, used with a dissipative turn-
on snubber circuit, and used with a snubber with energy 
recovery have been calculated. Curves have been presented 
that show the minimum losses attainable against switching 
frequency. These minimum losses result when the MOSFET’s 
on-state resistance is optimized for current, switching 
frequency and peak incoming drain current at turn-on. Further 
investigation will assess the adaptability of the approach for 
use with SiC power devices. 
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Abstract— With the growing computational capability of mod-
ern cloud servers, multiphase buck converters need to meet ultra-
fast transient requirement with increasing phase count. As per
the latest industry trend, a combination of linear and nonlinear
control methods is attempted. However, this requires more
resources, including extra circuits for smooth mode transitions,
which require more silicon area. This paper considers constant
on-time voltage mode control with a PID voltage controller (or
a type-III compensator) in a scalable multiphase buck converter.
A large-signal based PID controller tuning method is developed
with the objective to achieve near time optimal transient recovery
for step load transients using a simple voltage feedback controller.
Considering op-amp saturation limits, practical PID controller
gains are formulated, which can be extended for increasing
phase count. Under phase mismatches, the current balance is
achieved using an adaptive on-time method by considering a
slower current loop using low bandwidth sensed low-side phase
currents, and the loop bandwidth is kept less than fsw/20 to
avoid any interaction with the voltage feedback loop. Large-signal
based design case studies and effects of parameter variations
are considered. MATLAB and SIMPLIS simulation results are
presented to demonstrate ultra-fast transient performance using
the proposed tuning.

Index Terms—DC-DC converter, multi-phase buck, current
mode, digital control, transient.

I. INTRODUCTION

TECHNOLOGICAL, advancements in networking like,

cloud computing, streaming activities, etc., have led to a

substantial rise in power consumption of the data centers [2],

[3]. The US Data Center Energy Usage had projected in 2016

a staggering electricity consumption of 73 billion kWh in

2020 by the US data enters [4]. The latest report mentions a

rise by 40% in the global internet traffic [5]. This substantial

proliferation of power demand is primordially due to multi-

core processors which consume large currents (>200 A) at

low voltages (0.5V - 1.8V) [3], [6]–[9]. The Voltage Regulator

This work was carried out Embedded Power Management Lab., Department
of Electrical Engineering, IIT Kharagpur, West Bengal, India. This work
was supported by the Science and Engineering Research Board (SERB),
Department of Science and Technology, under the Core Research Grant (CRG)
CRG/2020/004702, Dt. 18-03-2021.

Modules (VRMs), which are used to satiate the load demands,

apart from a fast transient requirement, must be highly effi-

cient, and compact to be able to position in acute proximity

to the processor loads. VRMs are generally operated with

high switching frequency (megahertz range) to achieve higher

control bandwidth and smaller passive volumes, but at the

cost of reduced efficiency [8]. Further, a very high conversion

ratio (≥10) demand of the VRMs becomes bottleneck [9]

towards an efficient and compact design.

Multiphase buck converters remain a preferred solution in

powering low-voltage-high-current cloud servers [10]–[12],

because of offering superior transient performance, better

thermal distribution and flat efficiency over a wide load current

range. The ever-growing computational requirement necessi-

tates a scalable multiphase architecture with an increasing

number of phases, which may exceed 16 phases. In such

low duty ratio applications, constant on-time control [13]–

[15] is predominantly used in the majority of commercial

products [16], [17]. However, the challenge remains in iden-

tifying suitable control method and design technique, which

can support a scalable architecture and achieve fast transient

and as well as better dynamic efficiency.

Owing to the high computational requirements for the

low voltage Point-of-Load (PoL) and VRM applications, the

high current rating demands the use of a scalable multiphase

converters. In such high step down and in combination to low

duty ratio application, constant-on time control has been an

important modulation technique due to it’s many advantages

compared to its fixed-frequency counterpart [18]–[23]. Con-

ventional techniques either suffers from ripple cancellation

during multiphase operation or requirement of high bandwidth

current sensors [23]. Moreover, in most cases, the controller

design is made from linear tuning point of view [23], [24]

which becomes invalid during a large signal recovery. This

paper proposes a large signal tuning of a constant on-time

scalable multiphase buck converter to achieve near time op-

timal recovery incorporating parameter variation scenarios.

The paper is organized as follows, Section II describes
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Fig. 1: Schematic representation of the (a) proposed constant on-time controlling scheme applicable to multiphase buck converter and (b) the feedback loop.

Table I: Converter specification

Sl.

No.
Parameter Value

C
o

nv
er

te
r

1 Vin 12 V

2 Vo 1.8 V

3 LPhase 100 nH

4 #Phase 4

5 Leffective
LPhase

#Phase
6 Co 2 mF

7 ΔIo 120 A

Table II: Realistic Implementation

Original Computation Practical Realization

Kp,optimal =
2Coλ

Leffective
ΔIo Kp,final = 20 =⇒ Kfactor =

Kp,final

Kp,optimal

Ki,optimal =
2π

10Leffective
Ki,final = Ki,optimal ×Kfactor

Kd,optimal = Co Kd,final = Kd,optimal ×Kfactor

where, λ =
√
VinVref

the proposed technique with the constant on-time scheme,

Section III formulates the large signal controller designing ap-

proach, Section IV shows the simulation results and Section V

concludes the paper.

II. PROPOSED CONTROLLING TECHNIQUE

The proposed controlling technique is represented in Fig. 1

and can be realized using simple analog elements. With the

sensed output voltage, a voltage mode controller, Gc can be

implemented using a generic Type-III/ PID based design using

operational amplifiers. The compensator voltage reference is

compared with a sawtooth to generate a ‘train of pulses’ to be

used as the SET signals for sequencing the phases. To generate

the rising slope of the sawtooth signal, a constant current

source is used to charge the capacitor. The comparator output

remains HIGH till the capacitor is charged to the voltage level

equal to the reference. Once the coincidence happens, the

comparator outputs generates a LOW signal, which is also

used to discharge the capacitor for the next cycle.

The train of pulses from the comparator output needs to be

properly sequenced to be able to consecutively generate the

SET signals of the respective phases. The phase sequencer

block shown in Fig. 1 is used to implement this logic. De-

pending on the number of active phases, the phase sequencing

should automatically decouple the comparator outputs to the

required repeating sequence. For an example, considering a

n-phase operation, the incoming pulse train should follow

Phase1,Phase2 · · · ,Phasen, and then repeat which can be

implemented using T-flip-flop.

With the SET pulse obtained from the phase sequencer, the

constant on-time generation is implemented. The SR-flipflop

becomes high as the SET pulse rising edge is received. To

hold the output HIGH for a constant on-time implementation,

the reset pulse should come after a fixed time once the SR

flipflop output gets high. This can be implemented using a on-

time reference compared with a sawtooth voltage by charging

a capacitor using a fixed current source. The output of the

comparator becomes high as soon as the capacitor is charged

to the reference on-time, thereby generating the RESET signal.

This resets the SR flipflop and the output goes LOW. The

inverted signal of this output is used to discharge the capacitor

and keep it in a discharged state till the next SET pulse is

received. To limit the output voltage overshoot, the output

voltage is compared to the a saturation reference, then AND

with the SR-flip flop output. This forcibly turns off the phase

if the output voltage overshoots an undesired reference.

The better represent the proposed scheme, the switching

waveform is shown in Fig. 2, for a step-up transition, with a

four phase implementation. As can be seen from the figure,

onset of a high load initiates the output voltage undershoot,
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Fig. 3: Single-phase buck converter equivalent circuit of a multiphase buck
converter and trajectory based large-signal PID controller tuning concept, an
extension of the PID tuning concept presented in [27].

and as a result the controller reference, which signifies how

fast the consecutive phases are initialized for the constant on-

time control falls. As a result, the sawtooth signal takes less

time to reach the reference as shown in Fig. 2(c), thereby

initiating the SET pulse trains in a faster rate, which can be

shown in Fig. 2(d), where the rate of SET pulse increases.

III. LARGE-SIGNAL PID CONTROLLER TUNING

1) Controller tuning formulation: The generic continuous

time PID controller and the surface shown in Fig. 3 can be

defined by (1). Since the integral is slow, it can be designed

using conventional linear tuning method [25], [26]. Follow-

ing [27], the controller optimal gains can be obtained and

given in Table II. The calculated gains computed might be out

of range for the analog implementation in practice. However,

being a switching surface, gains can be scaled according to

the designer’s constraint. For example, considering a given

realizable proportional gain of 20, which can be implemented

using an operational amplifier, the complete controller gain

parameters can be scaled as shown in Table II and is shown

in (2). As can be seen, the proposed scheme can be realized
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using off the shelf analog devices.

G(s) = Kp +
Ki

s
+Kd

(
s

1 + sτd

)
;

σ � kpver + ki

∫
verdt+ kd × dvc

dt
= 0;

(1)

where, ver = vref − vo.

σscale � Kp,finalver +Ki,final

∫
verdt+Kd,final × dvc

dt
= 0;

(2)

Gc(s) = Kp,final +
Ki,final

s
+Kd,final

(
s

1 + sτd

)

2) Scalability: Presently the load requirement low voltage

and high current converters may require the multiple number

of phases which should be activated and shed as per the load

requirement to meet the efficiency and performance criteria.

The proposed tuning can be applicable to such scenarios as

the gains can be scaled referring to Table II as considering the

Leffective, the optimal gains can be obtained easily.

IV. SIMULATION RESULTS AND EXPERIMENTAL RESULTS

A. Simulation results

The proposed scheme is simulated for a load step-up tran-

sient of 120 A. The output voltage is regulated to 1.8 V.

With the inducatance (all phases) of 100 nH and output

capacitor of 2 mF, the simulation is made using both SIMPLIS
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software (Fig. 4) and MATLAB (Fig 5). As can be observed

from the Fig. 4(a), the proposed scheme is able to perfectly

balance the inductor currents during the step-up transient

and has achieved a settling time of 1.75 μS with 22 mV
undershoot. The Fig. 4(b) shows that the controller reference

being compared with the sawtooth to generate the train of

pulses (not shown here). The Phase sequencer as shown in

Fig. 2 is used to decouple these train of comparator outputs

to generate the interleaved SET pulses for the individual

phases. The zoomed part of the Fig. 4(b) shows how the

faster transition with interleave operation is achieved, as during

onset of the transition, consecutive phases are appearing at an

increased rate to achieve faster response. As can also be seen

from the figure that the realizability of the proposed scheme is

ensured as the voltage levels of the compensator and sawtooths

are well within realizable ranges. Since the proposed tuning

algorithm can be easily scaled, this aspect is ensured during

the addition or removal of phases. The Fig. 5 simulated in

MATLAB shows the complete step up and down response

when operated with the proposed scheme. As can be seen

from the figure, for the load current step of 120 A and back,

the proposed tuning algorithm is able to perfectly balance all

the phase currents while providing a settling time of 2 μS with

a 19 mV undershoot and 40 mV overshoot.



1) Effect of inductance mismatches: Apart from the ease of

scalability, the applicability of the proposed tuning method to

inductance mismatches is studied considering a 20% mismatch

in the inductance values in Fig. 6 among the two pairs of

inductance. As can be observed from the simulation, the

proposed tuning algorithm is able to operate in such scenarios

with negligible effect in transient response.

2) Effect of DCR mismatches: The effect of mismatches in

the DCR values among the two pairs of path is shown in Fig. 7.

This also results in negligible regulation loss and provide fast

recovery profile.

V. CONCLUSION

A novel constant-on time voltage mode controller tuning

method for multiphase buck converter was proposed in this

paper for near optimal transient recovery. Scalability and

realizability is formulated for practical implementation. Sim-

ulation study for validation of the proposed technique was

carried out using MATLAB and SIMPLIS software platforms.

Using simulation results, it was shown that the proposed tuning

could achieve ultra-fast transient with current balancing even

under large parameter variations. Stability against parameter

variations is also simulated in SIMPLIS to show the robust

response of the proposed tuning.
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Abstract— the usefulness of the data entered by emergency 

hotlines (911,112) operators can be optimized by an automatic 

validation system for the quality and accuracy of this 

information and extracting additional data that may be useful 

for taking decision. For this, telephone exchanges can be 

transformed into text (using "Speech to Text") to extract 

names of people or companies (aggressors, victims), places, 

type of crimes or offenses (using "Named Entity Recognition"). 

On the other hand, as this database grows, the need for 

intelligent search engine will be mandatory, for fast and 

intelligent inquiry of useful information. 

In this paper we did a comparative work, so firstly we 

focused on the part related to the classification of the Arabic 

written texts saved in the database of the system where we used 

different methods of transformation starting by TF-IDF(Term 

Frequency - Inverse Document Frequency) and word index 

Tokenizing passing to CBOW(Continuous Bag Of Words), 

DBOW(Distributed Bag Of Words) and Embedding, then we 

tested many suitable models as naive Bayesian models, deep 

neural networks with LSTM(Long Short Term Memory) and 

Word2vec concepts. At last we compared all to Transformers 

applying AraBERT(Arabic Bidirectional Encoder 

Representations for Transformers). 

And secondly, NER (Named Entity Recognition) model 

that classifies certain words/sequence of words in the text into 

the four entities (Suspect, Victim, Crime Location, Crime 

Date). This was accomplished by training and validating two 

machine learning algorithms for token classification (or named 

entity recognition), AraBERT being the model with the most 

significant results. This NER model was later tested on Arabic 

crime texts that we have scraped from Facebook, to examine its 

performance on new and unstructured Arabic data. 

Another goal achieved by this paper is the similarity 

searching by using Word2vec model which aims to better find 

information by applying an unstructured intelligent search 

that helps decision makers to get relevant intelligence on which 

to base their choices. 

Keywords— Comparison, Text pre-processing, Farasa, Spacy, 

DNN, LSTM, Word2vec, Doc2vec, Similarity, NER, CBOW, 

BOW, DBOW, TF_IDF, NLTK, BERT, AraBERT, Embeddings, 

Tokenizer, Transliteration. 

I. INTRODUCTION

Police should have a central database where operators 

record information from several sources within police 

stations (incidents, investigations, detentions, notifications, 

courts, patrols, etc.) to analyze and improve the decision-

making process [1].  

By now, call handlers classify incidents and crimes 

manually and each class is linked to appropriate measures so 

misclassification leads to wrong actions and wrong 

decisions. Also, the same applies for investigators 

classifying types of investigation reports. Inaccurate 

classification will have negative impact on analysis of data 

as well as the security decisions on which it is based. 

Machine Learning will then run a daily report that compares 

the classifications and the extracted information with that 

entered by the operators (especially new ones) and will 

execute an auditing report based on the measures linked to 

each classification based on its kind (according to internal 

instructions). 

In order to optimize Operations Room staff 

performance and impact on security, we need to have a 

system that can do the job by itself and the role of the 

operator will be to validate the data by auditing it. And vice 

versa, the system will be able to report each non valid 

classification as it will also report every wrong measure. To 

achieve this work, the system consists of optimizing the 

hotlines operators by an automatic call processing that: 

- Transforms the calls received into texts using a

“speech-to-text” technique that will be part of the future

work of this project (especially as it is an available

technology);

- Extracts all the information  to be saved in a database;

- Builds an automated content curation which will be

helpful for intelligent searching which investigators and

decision makers need to use the data efficiently;

- Classifies incidents at the same time as data entry, and

benefits from everything that has been saved before.

These data will be processed through Natural Language

Processing which includes text pre_processing, 

SVM(Support Vector Machine), DNN(Deep Neural 

Network), MLP(Multi_Layer Percepteron), RFC(Random 

Forest Classifier) etc.…The target is to reach Accuracy level 

and F1score above 90%. 

Finally, to provide intelligence information for the 

investigator, an intelligent search engine will be constructed 

with Word2vec [2] model using similarity tools, and on the 

other hand it will enhance the level of decisions to a data 

driven process. 

II. METHODOLOGY ADOPTED

After doing a lot of research, it seems very difficult and 

almost impossible for a single application to process data 

from all the varieties of Arabic because each variety has its 

own grammar, lexicon, and morphology even if the three 

main varieties of Arabic (Classical Arabic, Colloquial, and 

Modern Standard Arabic) share a common grammar and 

core. When a call handler takes an emergency call reporting 

a crime, he will have a conversation in the colloquial 

Lebanese Arabic language. Furthermore, he must enter the 

data text in Classic Arabic language even if he received the 

call in English or in other languages. So we decide (before 

the deployment of the speech to text software) to work on 

Modern Standard Arabic text using Arabic Natural 

Language Processing.  

Also we tested the “Transliteration” [3] method which 

converts all Arabic letters to Latin (using Buckwalter 
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library), in fact to let data be transformed from Latin letters 

to numeric matrix or vectors instead of Arabic letters, was a 

good test to compare the two results and get the answer if 

the accuracy of the model differs; as we will show in the 

results section. It is important to ensure that we will 

transliterate the Arabic data before and after the pre-

processing level, so the result will affirm to us if the form of 

the Arabic letters will affect the process; however, we can 

assume that it will not affect but we can still test it to be 

more sure.  

Briefly, seven different machine learning techniques 

have been implemented: Logistic Regression, SVM, 

Random Forest, MLP, DNN, LSTM and AraBERT [4][5]. 

The models are then compared to each other, and the model 

with the highest validation accuracy is chosen as the best 

model. It is important to note that we have received the text 

documents with their labels; no labelling was done for 

classification. 

On the other hand, two Named Entity Recognition 

methods are applied. The first method is applying the spaCy 

framework; the second is applying the AraBERT 

framework. The two methods are compared to each other, 

and the framework that yields highest F1-Score is 

considered the best of the two. Then, another NER model is 

implemented using the same framework, but with the 

sentences belonging to the same type of crime. The purpose 

of this step is to show that classifying the sentences by their 

type of crime will yield a better result in the NER part. The 

entities were manually annotated for each processed 

sentence before performing the supervised learning 

techniques.   

Finally, the NER model is tested on new data that are 

scraped from the Facebook page called “Waniye el Dawle” 

to examine the efficacy of the model and point out its 

limitations. It is important to note that the model is tested on 

new data at each step of this process, to check whether it is 

performing well or not.  

A. Classification of Modern Standard Arabic text

After preparing the data text and the appropriate labels,

the first step was the preprocessing of this textual data using 

different libraries even though they are few. Comparing 

results will be useful for making choices; for example, at the 

Stemming step we compared “Assem” and “ISRIstem”. We 

also bring a list of Arabic Stop Words from GitHub, using 

Stanford NLP for Segmentation (tagging, Parsing and 

NER), and we ignore AMIRA tool after a comparison 

between the amount of errors displayed by the both tools 

(Stanford, AMIRA)[6]. 

1) First method

It concerns TF-IDF[7] and SKlearn Classifiers[8][9] by

testing their accuracy and comparing the results after 

changing the parameter “range of N_gram” into the 

TfidfVectorizer model. 

2) Second method

Using DNN with BOW keras which is a Python Deep

Learning library to do a text classification with Keras. And 

also LSTM [10][11] which is the most popular type of 

RNN[12](recurrent neural network) based on memory(long-

short) that keeps in it the important information [10][11]. 

3) Third method

We tried to build a Word2vec [2] model using our

Arabic texts but also we tested AraVec [13][14], both with a 

Logistic Regression classifier [15]. Word2vec is a type of 

mapping that allows words with similar meaning to have 

similar vector representation. This is done by using the 

surrounding words to represent the target words - which we 

call the algorithm of CBOW (Continuous Bag of Words) - 

with a Neural Network whose hidden layer encodes the 

word representation. The CBOW has also an opposite 

concept that is the Skipgram algorithm where the one word 

tries to predict the surrounding context [4]. We used it 

through the concept of intelligent searching by using 

similarity tool and working on Word2vec model which we 

built from our data vocab by creating the “positive and 

negative token“ and calling the similar_by _vector for the 

top similar terms [2][13] which can give the operators - call 

handlers - a quick intelligent search if they need. 

On the other hand, by replacing the learning feature from a 

representation of words to documents, we will extend the 

idea of Word2vec to Doc2vec [16]. 

We can say that the mathematical average of the word 

vector representations of all the words in the document is 

the general idea of word2vec, and doc2Vec extends this 

idea, which is used when we need relationships between 

documents and not only words. 

4) Fourth method

It is time to apply the concept of Transfer Learning with

BERT [17] and AraBERT [5]. The bidirectional Encoder 

Representation from Transformers has contributed to the 

world of Artificial Intelligence by presenting state-of-the-art 

results in NLP tasks. BERT makes use of the Transformer 

model with only the encoder, so the output would be an 

embedding, enabling the possibility of performing several 

NLP tasks. As a result, using the encoder enables BERT to 

encode the semantic and syntactic information in the 

embedding, which is needed for a wide range of tasks.  

The best model was pre_trained using mask language 

modeling whose 15% of the words are replaced by a mask 

token. BERT attempts to predict the original value of the 

hidden words based on the context of the unmasked words. 

This prediction requires a classifier on the top of the encoder 

output, multiplying the output vectors by the embedding 

matrix and calculating the probability of each word in the 

vocabulary with a SoftMax activation function.  

The BERT transformer model was trained with some 

additional preprocessing to better fit Arabic data, in the 

pursuit of achieving the same success that BERT did for the 

English language. This process was called AraBERT. It was 

trained on manually scraped data from Arabic news 

websites and on two large Arabic corpora: El-Khair and 

Osian. For Arabic Pre-Processing, Farasa[18] was used to 

segment the words into stems, prefixes, and suffixes. Then, 

a supervised text tokenizer and detokenizer was trained on 

the segmented pre-training dataset to produce a vocabulary 

of approximately 60 thousand tokens. This process was the 

AraBERT tokenizer[5].  

“Fig. 1” is a schematic representation of these methods. 

https://keras.io/
https://medium.com/explore-artificial-intelligence/an-introduction-to-recurrent-neural-networks-72c97bf0912
https://medium.com/explore-artificial-intelligence/an-introduction-to-recurrent-neural-networks-72c97bf0912
https://medium.com/explore-artificial-intelligence/an-introduction-to-recurrent-neural-networks-72c97bf0912
https://www.tensorflow.org/tutorials/representation/word2vec
https://www.tensorflow.org/tutorials/representation/word2vec
https://www.sciencedirect.com/science/article/pii/S1877050917321749
https://medium.com/scaleabout/a-gentle-introduction-to-doc2vec-db3e8c0cce5e


B. Named Entity Recognition

To prepare the data we used an annotation web

interface[19] and thereafter two methods to perform Named 

Entity Recognition which will be handled in detail through 

this part: Neural Architectures with Bloom Embeddings [20] 

(adopted by the spaCy framework) and Transformers with 

Transfer Learning for NER (adopted by the BERT [21] 

framework).  

1) First method

A neural architecture in NER [22] involves building a

neural network with some tweaks and modifications. One 

approach is to build an LSTM combined with a CRF 

(Conditional Random Fields) model [23][24] to make a 

hybrid tagging architecture. CRF are a class of statistical 

modeling methods applied in machine learning and pattern 

recognition. The main difference between a CRF and a 

machine learning classifier is that the latter predicts the label 

of a datum or a row without taking its neighbors into 

consideration. Whereas a CRF takes into account by 

presenting the predictions in a graphical model, a linear 

chain in the case of Natural Language Processing. One 

important notion to define is Bloom Embeddings. 

Bloom Embeddings are spaCy exclusive, and they are 

used as a compression technique to improve the 

computational work, it saves space and time, and does not 

affect the accuracy of the model. It is based on Bloom 

filters. 

2) Second method

Based on what is explained above about BERT and

AraBERT experience we can add that in Named Entity 

Recognition (NER), the model receives a text sequence as 

an input and is required to annotate the entities (Person, 

Organization, Date, etc.) that appear in the text. Using 

BERT, a NER model can be trained by feeding the output 

vector of each token into a classification layer that predicts 

the NER label. For Arabic Named Entity Recognition, each 

Fig.  2.   NER methodology adopted 

token in the sentence is labeled with the IOB2 format, where 

the “B” tag corresponds to the first word of the entity, the 

“I” tag corresponds to the rest of the words of the same 

entity, and the “O” tag indicates that the tagged word is not 

a desired named entity. After using the AraBERT tokenizer, 

only the first sub-token is fed as an input to the model. 

3) Testing  phase

The “Fig . 2” shows that after selecting the best model

the testing step was done using a scrapped data from 

websites and also was verified whether the classification 

step should be done before the NER to have better outputs. 

The results section will describe this in details. 

III. RESULTS

We used three datasets comprising simulated data very 

similar to reality (but still confidential). The first one 

represents the incidents and the second one represents crime 

investigations and the last one represents many types of 

investigation reports. 

A. Dataset descriptions

1) First dataset

It is a set of Arabic texts corresponding to “incidents”

divided into thirteen classes of crime or incident types, and 

it is saved in a csv file containing two thousand three 

hundred eighty-four rows. Each row is an incident that the 

operator in the operation room enters into the database using 

the user interface application of the police. They are short 

texts that give the abstract of each incident. The names of  

Fig. 1.   Classification methodology 



Table 1. Incidents and Crimes datasets labels 

the thirteen classes are shown in the “Table 1” translated to 

English and written in Arabize as well. 

2) Second and third datasets

We concatenate these two datasets in the same

paragraph because they have the same source of data which 

is coming from the investigation reports, but two types of 

classifications had been applied on them as below: 

The first type is labeled to five classes which describe 

the kind of investigation report as in the table 2. And as 

dataset, it is composed of one thousand eight hundreds 

nighty rows.  

The second one has thirteen classes which divide the 

data into the same thirteen types of crimes as in the first 

dataset, and it is composed of seven thousand two hundreds 

sixty-six rows. These two datasets described investigations 

and their procedures that the investigators made, not just 

summaries of the incidents as the first one. 

In purpose to have an efficient testing, we chose the test 

dataset from texts written by other operators than those who 

wrote the texts chosen as train dataset. Both datasets were 

transliterated using “Buckwalter” library for Arabic 

Transliteration based as a second way of processing in 

purpose to improve the none significant difference between 

both results. It is good to notice that we choose two classes 

with small boundaries between them, they are the class 

number zero and the class number six which have very close 

meaning and it's probable that the police officer when he 

enters data will be also confused between them. 

B. Classification results and observations

We observed in “Table. 3” there is no significant

difference in accuracies when applying the transliteration 

method. Also, we deduce many conclusions as: 

-For Crimes dataset, the “Tri_gr T” model (using “TriGram

and transliterated” combination) had remain the best chose.

Table 2.  Types dataset labels. 

Table  3  Comparison between Classifiers using transliteration 

-For Types and Incidents datasets, the SGD and RFC

classifiers got the highest accuracies for the same chosen

parameters, but MLP had different results.

From another perspective we can conclude when we 

need to classify a text from the types dataset, we must pass 

by more than one word because there are two classes which 

are formed from more than one word as “تنفيذ خلاصة حكم | 

tanfiz khoulaset hokm” or “ ذ قرار جزائيتنفي  | tanfiz karar 

jazaei”, so to identify them it needs perhaps three words 

together. Crimes dataset also, where the texts are describing 

the measures taken during the investigation and the 

testimony so the fact of taking a sequence of 3 words 

together maybe was better. On the other hand, the incidents 

are short texts describing an event so taking one word only 

is good choice. 

 LogReg using Word2vec (AraVec) and Doc2vec

Word2vec which creates relationships between

windows of words will surely perform better with texts of 

details and descriptions that will enrich the matrix-

represented word, (the results are in “Table 4”). But 

Doc2vec was better than Word2vec because it considers the 

unique document not only the relations between words. 

 Comparison between AraBERT and others

The following table represents the best results of all

algorithms based on their validation accuracies compared to 

the AraBERT results. The table below indicates that the 

AraBERT model yielded the highest accuracies. The 

probable reason can be described as the other algorithms do 

not take the language into consideration. Whereas AraBERT 

is pre-trained on an Arabic public dataset. Thus, AraBERT 

is considered the best fitted model as the results are shown 

in “Table 5”. 

Incident or crime in Arabic and 
Arabize 

Incident or crime in 
English 

label 

 Sarika aadiya Theft 12|  عادية سرقة

رصيد  دون شك |tchek doun rassid Bounced Check 11 

مخدرات  حيازة |hiazet moukhadarat Drugs possession 10 

وإيذاء  ضرب |dareb w izae Hit and hurt 9 

 sarikat markaba Vehicle Theft 8|   مركبة سرقة

خلسة  البلاد دخول |doukhoul al bilad 
khelsa 

Entering the country by 
stealth 

7 

وإيذاء  اصطدام |istidam w izae Collision and hurt 6 

 tahdid Threat 5|تهديد 

 ihtiyal Scam 4|احتيال 

 zam w kadeh Defamation and insult 3|  وقدح ذم

 nachel Snatching 2|نشل 

الأملاك  على تعد |taaddi aal amlak Trespassing 1 

بإيذاء  وتسبب صدم |sadem w tasabob bi 
izae 

Bump and hurt 0 

Tri_gr 

T 

Tri_gr Bi_gr 

T 

Bi_gr Default

T 

Default Classifier 

96.4 96.4 93.2 93.2 96.8 96.7 MLP 

Types 

83.4 83.4 87.1 87.0 84.4 84.4 MLP 

Incident 

86.7 86.6 85.4 85.3 83.9 83.9 MLP 

Crimes 

97.7 97.7 97.2 97.2 97.2 97.2 SGD 

Types 

92.3 92.3 91.2 91.2 93.2 93.1 SGD 

Incident 

90.0 88.9 90.1 90.1 90.1 90.0 SGD 

Crimes 

96.8 96.7 96.4 96.4 95.4 95.4 RFC 

Types 

91.4 91.3 90.1 90.1 92.4 92.4 RFC 

Incident 

90.1 90.1 90.1 90.1 90.1 90.1 RFC 

Crimes 

Types (in 

Arabic and 

Arabize) 

جريمة 

jarima 

فقدان 

fikdan 

 قرار تنفيذ

جزائي 
tanfiz jaze 

 خلاصة تنفيذ

  حكم 
tanfiz hokm 

  مخالفة

moukhalafa 

Types (in 

English) 

crime lost Execution 

of a penal 

decision 

Implement a 

summary 

judgment 

infraction 

Label 4 3 2 1 0 

http://www.qamus.org/transliteration.htm


Table 4. LogReg using Word2Vec and Doc2Vec 

 Table 5.    Comparison between AraBERT and others 

 Similarity searching with Word2vec

Based on our vocab, after only cleaning (without

stemming and segmentation) the data, and by testing 

similarity search on Word2vec model applied on incidents 

dataset, the result was very useful, for example:  

 if we took as positive token the words “['مخدرات' ,'خالد']” 

which mean “drugs”  and a person name ”Khaled” , and for 

negative token the word “['سوري']” which means “Syrian” 

as nationality. We will have the result in “Table 6” on the 

right side where we can detect that the word “ترويج | terwyij” 

which means “drugs dealing” had the best probability, but 

actually we didn’t bring any text describing such kind of 

incident. So, and after a manual search between the incident 

dataset texts, we were surprised finding many texts talking 

about this type of crime or incident related to the positive 

and negative tokens given above so he finds a drug dealers 

who has the same name “Khaled” and he is not “Syrian” he 

is Lebanese guy, and we detect a miss classification at the 

level of the selected dataset at first step (the training). E.g.: 

وفي محلة الطريق الجديدة أوقفت دورية بيروت الرابعة  التاسعة مسا يوم

بحوزته كمية  عثرت المخدرات بترويج الاشتباه الجنسية لبناني خالد المدعو

.المخدرات

C. NER results and observations

For the NER model, two machine learning techniques

(spaCy and AraBERT) were trained and tested on Arabic 

crime texts with the aim of detecting the following entities: 

Suspect, Victim, Location (Crime Location) and Date/Time. 

The “Table 7” indicates that AraBERT yielded a higher F1-

Score compared to the spaCy framework.  
Table 6.  Similarity outputs  

Table 7.  SpaCy vs AraBERT 

Framework Precision Recall F1-Score 

spaCy 83.35 % 86.90 % 85.09 % 

AraBERT 88.23 % 93.93  % 90.99  % 

Again, the probable reason for this is that the spaCy 

framework doesn’t have any pre-trained models on Arabic 

corpora. We believe that AraBERT on the other hand, with 

its embeddings and large vocabulary is capable of 

understanding the Arabic language and the semantic 

relationship between Arabic words. spaCy blindly relies on 

the position of the words, without really understanding any 

real meaning in the sentence. To make this difference more 

concrete, the two models will predict the entities first on the 

following sentence:  

 لسرقة تعرضه حول مجهول ضد ناطع جون بادعاء تحقيق محضر“

”الأشرفية محلة في هاتف

 “An investigation report about the complaint of John Taan 

against anonymous around the theft of the phone in 

Achrafieh street” 

As we can see, the entities are somewhat obvious. The 

victim is ‘ انطع جون ’, the suspect is ‘مجهول’ and the location 

is ‘ الأشرفيةمحلة  ’. 

Now, we will change the structure of the sentence while 

preserving the same meaning and making sure that the 

entities remain the same. The sentence becomes: 

"تم الادعاء على مجهول من قبل جون طعان بجرم سرقة 

 هاتف  في محلة الأشرفية"

“A complaint was implemented against anonymous from 

John Taan about the theft of phone in Achrafieh street” 

The main difference between the two sentences is that 

the position of the suspect and victim are switched. Let’s 

look at “Fig. 3” to compare the performance of spaCy and 

AraBERT when predicting the entities of the two sentences: 

In the first sentence, AraBERT correctly predicted the three 

entities. spaCy on the other hand correctly predicted the 

victim but considered everything that came after “ضد | Dod” 

to be the suspect. The reason for this is that the training 

process contained many samples where the entity before the 

word “ضد | Dod” is the victim and the entity that came after 

is the suspect. While the logic is true, spaCy was not able to 

detect the suspect alone because its lack of understanding of 

the context. In the second sentence, AraBERT also correctly 

predicted the three entities. spaCy correctly predicted the 

location, but incorrectly switched the victim and suspect. In 

spaCy’s perspective, the word after “ادعاء | edaa” must 

always be the victim since the training process had many 

samples similar to the first sentence. Thus, it memorized this 

concept and made it a general rule, which resulted in a false 

prediction.  

Based on this small example, we can conclude that 

AraBERT possesses two important skills: 

Fig.3.  Comparison between AraBERT and spaCy outputs 

Doc2vec AraVec/ 

Word2vec 

Test accuracy (LogReg) 

77.5 74.5 Incidents 

93.6 91.7 Types 

81.0 80.4 Crimes 

Classifier 

Accuracy 

Types Crimes Incidents 

Log Reg 93.6 % 81.0% 77.5% 

SGD 97.7 % 90.1% 93.2% 

RFC 96.8 % 90.1% 92.4% 

MLP 96.8% 86.7% 87.1% 

DNN 96.4 % 88.7% 87.7% 

LSTM 96.0 % 88.0% 81.6% 

AraBERT 98.7 % 92.3% 95.3% 

Result Probability 

 0.824 ترويج

 0.822 ريفوتريل

 0.821 قليلة

 0.820 الهيرويين

 0.819 عربي

 0.818 اشتباه

 0.818 عثرت



- It can correctly detect the beginning and the end of each

entity and can distinguish proper nouns from the rest of

the sentence.

- It has a basic understanding of the Arabic language and

the structure of the sentences. It also can understand the

context of the document even if the latter is written in

different ways or structures.

 Predictions on Scraped Data

Thus, we can conclude that AraBERT is the best fitted

model for Named Entity Recognition. The model is ready to 

predict entities on completely new and unseen data, such the 

scraped crime posts from the Facebook page “Wayniye El 

Dawle”. In the sentence shown in “Fig. 4”, AraBERT 

correctly predicted the location(s) and the victim. It 

considered “ رمستشفى شهي  | mostachfa chahir” and “بيروت | 

Beirut” as two separate locations, the first one being the 

place of the crime and the second one being the city where 

the place was located. While it is not a false approach, it is 

best if the locations are merged into one entity. As for the 

victim, we believe that it is a correct prediction as we do not 

have the name or any other details.  

 NER and Classification by Type of Crime

This paragraph discusses whether a classification

process is needed before doing the NER model. In other 

words, it aims to examine the results of a NER model if the 

input is Arabic texts that belong to the same type of crime. 

Thus, an AraBERT model was trained and tested on Arabic 

crime texts that only have the label of Theft crime “ سرقة
 Sarika aadyia” with the aim of predicting the same عادية 

four entities. Based on the “Table 8”, we can conclude that 

the AraBERT model that has Arabic crime texts with the 

same label as input, yielded better results than the original 

AraBERT model. This indicates that the sentences 

belonging to the same type of crime tend to be more similar 

in their structures, which gives the model a better 

opportunity to be trained for a specific type of crime, thus 

yielding better results.  

IV. CONCLUSION AND FUTURE WORK

In summary, we were able to create the validation 

system we mentioned in the introduction of this report. The 

first part of this system is a classification model that will 

categorize the Arabic texts into the appropriate labels. This 

will be used on new Arabic texts before implementing our 

NER model, which represents the second part of our 

research to detect and output a maximum of four entities for 

each input. So after running our new software, if a call 

handler at the operations room entered a text concerning an 

incident of bag snatching with some descriptions of the 

suspect, an AraBERT model (which is the best choice for 

 Fig. 4.   AraBERT output using scrapped data 

Table 8. AraBERT using Classification before NER 

classification) could immediately classify it if the operators 

made the wrong classification and correct the decision by 

following the right steps of measures related to this crime. 

In addition, a Word2vec model help providing relevant 

information for the dispatched patrols. 

Transforming received calls to texts still our last step 

which will be the topic of our future work using speech to 

text and its framework.  
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Abstract—Black-box modeling methods are essential for 

modeling industrial over-the-shelf power electronic converters 

where datasheets might not be readily available. Modeling 

methods based on machine learning are data-driven, which is an 

advantage considering that many signals are already being logged 

in modern power systems due to the high penetration of smart and 

distributed generation. Hypersim is a powerful tool for real-time 

simulation of power systems as well as power electronics. This 

piece of software can directly import MATLAB Simulink models 

into its environment. LSTM-based Black-box is a promising 

machine-learning modeling method. However, Hypersim does not 

support importing LSTM blocks of MATLAB out of the box. This 

paper proposes a programmatical method for converting LSTM-

based models of power electronic converters into the basic blocks 

of Simulink so that they can be exported to Hypersim for real-time 

simulation. The performance of the proposed method is assessed 

via Simulink and Hypersim simulations. 

Keywords—Modeling, Black-box, LSTM, Hypersim, Real-time 

Simulation 

I. INTRODUCTION

Modeling power electronic converters (PECs) is an 
important topic due to their widespread use in various 
commercial and domestic applications [1]–[4]. Different 
methods are introduced in the literature for modeling PECs, 
which can be divided into three main categories: white-box, 
grey-box, and black-box methods [5]. In white-box methods like 
[6], [7], the PEC’s physical structure is available to approximate 
its behavior. In grey-box methods like [8], [9], some parts of the 
physical structure are available, and the remaining parts are 
obtained using measurements. However, datasheets are not 
readily available for the majority of commercial converters. 
Black-box modeling methods like [9], [10] are introduced to 
mitigate this issue. In black-box methods, the PEC’s internal 
structure is unavailable; thus, its model is extracted using 
measurements at the terminals of the PEC. 

Conventional black-box methods like polytopic [10] are 
suitable for less complicated converters. However, for more 
complex converters, especially the ones that are time-variant and 
non-linear, modern black-box methods based on machine 
learning are proposed [11]. Moreover, many signals and datasets 

are already available due to the high integration of intelligent 
control techniques in modern applications. Therefore, data-
driven machine-learning modeling methods, such as [12], and 
control methods, such as [13], are less challenging than before. 

Machine-learning modeling methods are classified into three 
main categories [14]: Feed Forward Artificial Neural Network 
(FF-ANN), Recurrent neural Network (RNN), and Long-Short 
Term Memory (LSTM). FF-ANN methods are suited for 
modeling the large-signal behavior of less complicated PECs 
due to their inherent characteristics. On top of large-signal 
behavior, RNN methods can model the small-signal behavior of 
PECs. However, RNNs suffer from the infamous “vanishing 
gradient” problem [15]. In addition, RNNs cannot effectively 
learn the long-term dependencies between datasets due to 
lacking memory and “forget” gates. To overcome the issues 
associated with FF-ANNs and RNNs, advanced, recurrent 
structures such as LSTM [16] and Gated Recurrent Unit (GRU) 
[17] are introduced in the literature [16]. As a result of having
memory and forget gates, LSTMs and GRUs can learn to keep
the short-term and long-term relations between inputs and
outputs while disposing of or “forgetting” the redundant
information.

In [12], a deep neural network (DNN) based on LSTM is 
used as a black-box to model a synchronous DC/DC buck 
converter. Similarly, it has been proved in [18] that GRUs are as 
effective and, in some applications, more efficient than LSTMs 
for black-box modeling PECs. 

Real-time simulation of PECs is essential for studying and 
investigating their impact on the power grid [19], [20]. 
Hypersim [21], developed by OPAL-RT, is a powerful tool for 
real-time simulation of power electronics and power systems. 
One of the main advantages of Hypersim is the ability to import 
Simulink models into its environment directly. Introduced in 
Matlab 2021a, the stateful predict block [22] allows the import 
of pre-trained recurrent networks into Simulink. Before the 
introduction of this block, Simulink did not natively support 
DNNs. Thus, [19] proposed a method to rebuild the equivalent 
of LSTM networks using the basic blocks of Simulink. This 
method only focused on classification problems and had to be 
manually tuned and edited for different networks. 
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Unfortunately, even though Simulink natively supports the 
stateful predict block, it is not compatible with Hypersim. To 
mitigate this issue and considering the importance of real-time 
study of LSTM models in the power grid, a programmatical 
approach is introduced in this paper. The proposed method is 
fully comptabile with Hypersim due to utilizing the basic blocks 
of Simulink and requires zero configuration as a result of it being 
fully automatic. 

Section II explains the fundamentals of the LSTM black-box 
method used in this paper. In III, the programmatic approach of 
generating the equivalent model of LSTM networks is proposed. 
In IV, the performance of the proposed method is investigated 
using the simulation results obtained via Simulink and 
Hypersim. Lastly, the whole paper is concluded in section V. 

II. LSTM BLACK-BOX MODELING

In [12], a black-box modeling technique based on LSTM 
was proposed for modeling PECs. The structure of the proposed 
DNN is depicted in Fig.1. As you can see, the recurrent section, 
which is an LSTM layer, is the core section of this structure. 
This section might consist of several LSTM layers depending on 
the application. The equations that represent the performance of 
an LSTM unit are listed below: 

ℎ�
 = ��

 tanh
��
 � (1)

��
 = σ
W�[�� , ℎ���] + ��� (2)

ℎ�
� = ��� tanh
���   � (3)

��
 � = σ
W�[�� , ℎ���] + ��� (4)

Where ℎ� is the output at time t, �� is the output at time t and 
���  is the hidden state at time t. The existence of forget and 
memory gates allows LSTM units to forget the less essential and 
redundant information and focus on learning the essential 
dependencies between datasets. This characteristic enables 
LSTM to model the small-signal and large-signal behavior of 
PECs. 

Fig. 1. Structure of the LSTM Black-box DNN 

III. PROGRAMMATICAL METHOD OF LSTM EQUIVALENT

GENERATION 

In the first part of this section, the manual method for LSTM 
equivalent generation is introduced, then the proposed 
programmatical method of LSTM equivalent generation is 
explained. 

A. LSTM Equivalent subsystem generation

As stated earlier, despite the introduction of the Stateful
Predict block since Matlab 2021a, this block is not compatible 
with Hypersim. Moreover, it imposes a high computational 
burden due to its nonspecialized code. 

Fig. 2. LSTM equivalent model proposed in [23] 

Before implementing this block in Matlab and natively 
supporting DNNs in Simulink, [23] proposed a method for 
generating the equivalent model of LSTM networks using the 
basic blocks of Simulink. The schematic of the proposed method 
in the Simulink environment is illustrated in Fig. 2.  

As seen, this system has a buffer with a warm-up equal to 
the length of the most extended input sequence in the LSTM 
network. When the warm-up interval is over, and the buffer is 
filled using the function implemented inside Data_stack, at each 
given time, an array of �� × �� is applied to the blocks in the 
LSTM unit. Where, ��  is the sequence length and ��  is the 
number of inputs. The output of this layer is given to the fully 
connected layer so that after applying weights and biases, is 
exported to the final stages of classification and postprocessing. 

Despite being efficient, this method is not automated. Thus 
it requires time and effort to manually generate the schematic, 
implement the buffer function, and apply the corresponding 
values to the blocks. Therefore, a fully automated and 
programmatical method is proposed in this paper to mitigate the 
issues mentioned above. 

B. Programmatical method of LSTM equivalent generation

This method is comprised of two main stages: (1) generating
the equivalent schematic of the LSTM model using the basic 
blocks of Simulink and (2) creating the buffer function and 
extracting the values corresponding to each block from the 
trained LSTM network, then applying these values to the blocks 
generated in the first stage. 

1) Generating the equivalent schematic
First, as an initialization step, the sampling time �� , the

longest sequence length  !, and the warm-up interval "�, which 
is obtained using (5), are defined. 
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"� =  ! × �� (5)

Then, to generate a schematic similar to Fig. 2., the 
add_block command[24] is used. Similarly, in order to connect 
the added blocks using the automated routing algorithm of 
Matlab, the add_line command[25] is used. This way, the 
diagrams depicted in Fig. 3-5., are generated. 

Fig. 3. Block diagram of the equivalent model generated by Matlab commands 

Fig. 4. Block diagram of the LSTM layer (Network subsystem) 

Fig. 5. Block diagram of the Warm-up subsystem 

2) Creating functions and applying values
After adding and routing the blocks mentioned above, the

next step is applying values to them. For the Data_stack function 
that acts as a buffer, the codes illustrated in Fig. 6., are used. It 
is worth noting that these lines of code are generated by the 
proposed method for an LSTM with only two inputs. Logically, 
for an LSTM with #  inputs, the variables save_input1, 
save_input2, …, save_inputn, and their corresponding lines will 
be generated using “for loops.” 

The values of the other blocks consisting of weights and 
biases are extracted from the pre-trained LSTM imported to the 
workspace and addressed as the variable called “net”. The code 
lines used to extract such variables from the pre-trained LSTM 
are illustrated in Fig. 7.  

Fig. 6. Code lines of the Data_stack function (buffer) 

Where, InputSize is the number of inputs, NumHiddenUnits 
is the number of LSTM units in the recurrent layer, LSTM_W, 
LSTM_b and LSTM_R are the input weights, biases and 
recurrent weights respectively. In addition, 
FullyConnected_Weights and FullyConnected_Bias are the 
fully connected layer weights and biases, respectively. Lastly, 
“i”, “f”, “g” and “o” are the suffixes corresponding to the input, 
forget, gate, and output values of the LSTM unit, respectively. 

Since, in this paper, a problem based on regression is studied, 
the classification block is not generated. However, this block can 
be generated using the steps explained above. 

Fig. 7. Code lines used to extract values from the pre-trained LSTM 



IV. SIMULATION RESULTS

In order to investigate the performance of the proposed 
method, a Synchronous DC/DC buck converter is simulated, and 
the obtained model is imported to Hypersim for assessment. The 
diagram of the buck converter in Simulink is shown in Fig. 8. 
As seen, a variable resistive load is connected to the converter 
to act as a time-variant load. The simulation parameters are 
listed in Table. 1. 

Fig. 8. Diagram of the DC/DC buck converter in Simulink 

TABLE I. SIMULATION PARAMETERS FOR BUCK CONVERTERS 

Parameter Value 

Simulation Time-step 50 µs 

Input Voltage 100 V 

Reference Output Voltage 48 V 

Switching Frequency 10 kHz 

R1 0.1 Ω 

L1 30 µH 

R2 0.01 Ω 

L2 200 µH 

C1 100 µF 

C2 200 µF 

The waveforms of the simulation results, as well as the 
predicted values using the predict command in Matlab, are 
illustrated in Fig. 9. Where Vout is the output voltage, Vout* is 
the predicted output voltage using LSTM, Iin is the input current 
and Iin* is the input current predicted by the LSTM model. As 
seen, the LSTM model is almost identical to the detailed 
switching model used in the Simulink simulation. 

In order to verify the performance of the equivalent LSTM 
generated by the method proposed in this paper, an equivalent 
standalone circuit depicted in Fig. 10. is created. The 
corresponding waveforms of this circuit are illustrated in Fig. 
11. As seen, the equivalent circuit effectively models the
behavior of the buck converter.

Using hyperlink.tlc, the general hyperlink target library, and 
hyperlink.grt.tlc, which is the C code creation library, the C code 

and the binary file of the model depicted in Fig. 10. are 
compiled. The libraries mentioned above generate a *.def file in 
the same folder that the C code and the binary file are exported. 
The *.def file can be imported to Hypersim using the Simulink 
toolbox integrated into the environment of Hypersim.  

Fig. 9. The actual and predicted waveforms of the buck converter using the 
trained LSTM network 

Fig. 10. The actual and predicted waveforms of the buck converter using the 
equivalent LSTM model generated by the proposed method 

After importing the equivalent LSTM model into Hypersim, 
real-time simulation is done using a Windows 10 PC equipped 
with an SSD, an Intel Xeon E3-1225 V6 3.3GHz CPU, and a 
16GB DDR5 2400MHz RAM. The output waveforms of the 
real-time simulation are illustrated in Fig. 11. Where the time 
stamp is 10ms, and in Fig. 12. Where the time stamp is 1s. 

As seen, the proposed method can effectively extract and 
generate the equivalent of LSTM-based black-box models of 
PECs into Hypersim for real-time simulation purposes. 

Fig. 11. Real-time simulation results with the time stamp of 10ms using the 
equivalent LSTM model 



Fig. 12. Real-time simulation results with the time stamp of 1s using the 
equivalent LSTM model 

V. CONCLUSION

Real-time simulation of power electronic converters is 
essential in modern applications in order to investigate and study 
their impact on the grid system. Black-box modeling techniques 
based on machine learning are becoming popular in the literature 
due to their inherent data-driven characteristics. A modeling 
technique based on LSTM is shown to provide an accurate 
model of PECs. Matlab is a powerful tool for training deep 
neural networks such as LSTM. However, the stateful predict 
block in Matlab/Simulink is not compatible with Hypersim, a 
popular software for real-time simulation of power electronics 
and power systems. To mitigate this issue, an automated, 
programmatical approach for generating the equivalent system 
of LSTM-based PEC models is proposed in this paper. Using 
simulations in Simulink and Hypersim, the performance of the 
proposed method is investigated, and it is proved that the 
proposed method is capable of accurately modeling the small-
signal and large-signal behavior of power electronic converters. 
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Abstract—The paper investigates the formation stabilization
problem of nonlinear multi-agent systems (MASs). Each agent of
the MASs studied in this paper is subject to external disturbances
and there also exist denial-of-service (DoS) attacks affecting the
communication channels among agents. To tackle these issues,
a robust distributed model predictive control (MPC) scheme is
proposed, in which a novel strategy is developed to compensate
for the missing state information from neighbors induced by
the DoS attacks. As a result, the effect of DoS attacks can
be mitigated by using the proposed control strategy. In the
meantime, the influence of additive disturbances is alleviated by
designing the robustness constraints in the proposed distributed
MPC. Finally, the effectiveness of proposed scheme is verified by
the numerical simulation result.

Index Terms—Distributed MPC, DoS attacks, MASs, nonlinear
systems, robust control

I. INTRODUCTION

In recent years, multi-agent systems (MASs) have been
widely investigated due to its integration of multiple au-
tonomous agents for large-scale operations. Generally, MASs
have a networked architecture for achieving the communica-
tion among agents. However, such networked architecture is
vulnerable to cyber attacks, such as denial-of-service (DoS)
attacks [1], [2], false data injection (FDI) attacks [3], replay
attacks [4], etc. These attacks may lead to unstable behaviors,
collisions between agents, or even structural damage towards
agents and the surrounding environments. Therefore, the need
for a resilient control framework that is able to mitigate
the detrimental effects induced by cyber attacks becomes
increasingly urgent.

In this article, we aim to design a control strategy to deal
with contrained networked systems under cyber attacks. To
this regards, model predictive control (MPC) stands out as
a promising solution to this problem. MPC has been widely
adopted since it offers a systematic way to handle constraints,
while assuring optimal performance with respect to a pre-
scribed performance index [5]. In addition, it also generates
predicted control and state sequences that are available to
compensate for the missing information caused by attacks.
Many research efforts have been made to develop MPC
strategies against cyber attacks. In [6], [7], attack-resilient
terminal constraint and packet transmission strategy are pro-
posed to tackle DoS attacks that occur on the controller-to-
actuator (C-A) channel. In [8], a self-triggered MPC strategy

is developed to deal with FDI attacks on the C-A channel.
Replay attacks on the sensor-to-controller (S-C) channel are
investigated in [9], in which two modules of MPC are applied
to mitigate the influence of the attacks. Note that the previous
results only consider the networked systems with one agent.
However, the problem of tackling the attacks becomes much
more complicated when we need to consider the MASs case,
because adversarial attackers can attack not only the C-A
and S-C channels in each agent, but also the communication
channels among agents.

When designing the MAS control system, distributed MPC
is a popular solution since it is capable of assigning the
computational loads to the controller of each agent with shared
information, thus, the prescribed real-time requirement can be
satisfied [5]. However, the efficiency of distributed MPC is
also accompanied by vulnerabilities [10]. To address this issue,
several resilient distributed MPC results have been reported in
the literature. In [11], an iterative distributed MPC strategy is
proposed for a disturbed linear MAS to deal with FDI attacks
that affect the S-C channel of each agent. Similarly, in [12], a
distributed economic MPC method is designed to compensate
for the lack of accurate information caused by the FDI attacks
occuring on the S-C channel of each agent. Moreover, the
effect of replay attacks that launch at the S-C channels can be
mitigated with a resilient distributed MPC algorithm proposed
in [13]. A distributed MPC strategy for disturbed linear MASs
is developed in [14] to tackle the DoS attacks that affect the
S-C channel of each agent. As for the attacks occuring on the
C-A channel in each agent, the packet transmission strategy is
applied to mitigate the influence of DoS attacks in [15]–[17].

However, only considering the attacks that launch at the
channels in each agent may not be adaquate, since the channels
among agents can also be potential targets of the adversarial
attackers as well. The attacks on the communication channels
among agents may mislead some agents into an undesired
position, and cause tremendous damage to the entire system.
There are relatively few results on this topic in the litera-
ture due to the complexity of the communication graph. A
secure distributed MPC strategy is developed for a platoon
formation problem to tackle the DoS attacks that occur on
the communication channels among agents in [18], but this
paper only considers the case that attacks launch at the channel
between two nonconsecutive neighbor agents. How to handle
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the DoS attacks occurring at random communication channels
is still challenging, especially for the MASs subject to external
disturbances.

In order to handle the aforementioned issues, this work
proposes a robust distributed MPC for nonlinear MASs under
external disturbances and DoS attacks. The proposed method
employs a novel robustness constraint [19]–[21] to deal with
external disturbances. Since this robustness constraint only
requires the offline calculation for its implementation, it can
efficiently improve the robustness of the MPC algorithm with-
out significantly affecting the overall complexity. Therefore, it
has been successfully employed to develop the resilient MPC
framework for networked single-agent systems [7] and robust
distributed MPC for distributed nonlinear MASs. The main
contribution of this work lies in extending this robustness
constraint to the formation stablization of nonlinear MASs
subject to external disturbances and DoS attacks. In addition,
by introducing a buffer for each agent, the proposed approach
can utilize the prediction information in MPC to compenstate
for the DoS attacks. Finally, a numerical example and compari-
sion study are presented to show the efficiency of the proposed
robust distributed MPC approach.

The rest of the paper is organized as follows: Section II
describes the formation stabilization problem of nonlinear
MAS under DoS attacks. The optimization problem of the
MPC and the proposed control strategy are discussed in
Section III. In Section IV, the simulation study is provided.
Conclusions and future works are presented in Section V.

Notations

The symbol R denotes the set of real number, the symbols
N and N+ denote the sets of all natural numbers and all
positive numbers, respectively. Especially, let N[a, b) denote
all the integers in the interval [a, b), a < b. Given a matrix
P , P > 0 denotes that matrix P is positive definite. For all
x ∈ Rn, ||x|| denotes the Euclidean norm and ||x||P denotes
the P weighted Euclidean norm

√
xTPx, where the matrix

P > 0. The difference between the two sets is defined as
A \B ≜ {x|x ∈ A, x /∈ B}. λmax(P ) and λmin(P ) denote the
largest and the smallest eigenvalues of matrix P , respectively.

II. PROBLEM FORMULATION

A. System Description

Consider the nonlinear MAS consisting of M agents, in
which a fixed directed graph G ≜ {M ,E } is applied to
show its communication topology, where M = {Ai, i =
1, 2, ...,M} represents the set of all agents, E ⊂ M × M
is the collection of all the communication channels among
agents with i = 1, ...,M . The index set of the neighbors of
agent Ai is denoted as Ni. In the MAS, each agent Ai can
receive information from its neighbors Aj , j ∈ Ni, according
to the communication topology.

The model of each agent Ai ∈ M , at the sampling instant
k ∈ N, is described as

xi(k + 1) = f(xi(k), ui(k)) + ωi(k), (1)

where f : Rn × Rm → Rn, xi(k) ∈ Rn is the system state,
ui(k) ∈ Rm is the control input, and ωi(k) ∈ Rn is the
external disturbance. Here, the control input ui(k) the state
xi(k), and the additive disturbance ωi(k) are constrained by
the following compact sets:

ui(k) ∈ Ui ⊂Rm,

xi(k) ∈ Xi ⊂Rn,

ωi(k) ∈ W ⊂Rn (2)

with Ui and Xi containing the origin. The disturbance bound
is defined as ρ ≜ supωi(k)∈W ||ωi(k)||.

Assumption 1: For the system in (1), the following condition
holds for all x, z ∈ X and u ∈ U:

||f(x, u)− f(z, u)|| ≤ Lf (||x− z||), (3)

where Lf > 0 is the Lipschitz constant.
Assumption 2: For each agent Ai ∈ M , define the nominal

dynamic model

x̂i(k + 1) = f(x̂i(k), ui(k)), (4)

assume that
• f(0, 0) = 0, and f can be linearized at (0, 0) with

x̂i(k + 1) = Ax̂i(k) +Bui(k), (5)

where A = ∂f/∂x̂i|(0,0) and B = ∂f/∂ui|(0,0)
• The linearized model in (5) is controllable, such that there

exists a state feedback control law ui(k) = Kix̂i(k) to
make Aki ≜ A+BKi stable.

Define Vi(x̂i(k)) ≜ ||x̂i(k)||2Pi
and the terminal set

Ω̂i(ϵi) ≜ {xi|xT
i Pixi ≤ ϵ2i }, Q∗

i ≜ Qi + KT
i RiKi, where

Ki is a given feedback gain, Qi > 0 and Ri > 0 are two
predesigned matrices with appropriate dimensions.

B. DoS Attacks

It is well-known that wireless networks that are widely
applied for the communication among agents in an MAS
are vulnerable to attacks. Thus, attacks could occur on the
communication channels in an intermittent or random manner.
In this work, we specifically consider DoS attacks occurring
on all the communication channels among agents. DoS attacks
are allowed to exist at arbitrary time instants to block the agent
from broadcasting its own state information to its neighbors.
Denote Ta

ij ≜ {kaij,l} and Da
ij ≜ {daij,l} as all the launching

time instants and corresponding duration of the DoS attacks
on the transmission from Ai to agent Aj , respectively, where
l denotes the lth launching. Furthermore, we define

Ξij(0,∞) ≜
⋃
l∈N

N[ka
ij,l , k

a
ij,l+da

ij,l)

as the total activation time of DoS attacks, and

Θij(0,∞) ≜ N[0,∞) \ Ξij(0, ∞)

as the overall successful transmission time from Ai to Aj .
Practically, the DoS attacks are launched for a bounded

duration. Consequently, referring to [22], a concept called



DoS attacks duration is proposed to study the DoS attacks
effect on the communication networks with bounded duration.
Considering the time interval [k0, k1) ⊂ [0, ∞), we can
introduce the following notations:

Ξij(k0, k1) ≜ Ξij(0,∞)
⋂

N[k0, k1), (6)

and

Θij(k0, k1) ≜ N[k0, k1) \ Ξij(k0, k1),

where k0 ∈ N, k1 ∈ N+, and k1 > k0. Thus, the DoS attacks
effect on the information generating from Ai to Aj can be
described as

Φij,Ξ(k) =

{
1, k ∈ Ξij(k0, k1)

0, k ∈ Θij(k0, k1)
, (7)

where Φij,Ξ = 1 represents that the information generating
from Ai to Aj is blocked, and Φij,Ξ = 0 indicates a
successful transmission. The following assumption from [23]
is to characterize DoS attacks with the total attack duration.

Assumption 3: With the DoS attacks induced activation time
being set in (6), there exist constants α ≥ 0 and γ ∈ (0, 1)
such that for each k0 ≥ 0 and k ≥ k0,

|Ξij(k0, k1)| =
k1∑

k=k0

Φij,Ξ(k) ≤ α+ γ(k1 − k0), (8)

where |Ξij(k0, k1)| represents the total duration of DoS attacks
between time instants k0 and k1.

Remark 1: Note that γ in (8), defined as lim
k1→∞

|Ξij(k0,k1)|
k1−k0

,

depicts the ratio of the total attack duration in considered
time intervals. Under Assumption 2, DoS attacks considered
in this paper are allowed to jam the communication channels
at arbitrary time instants. Therefore, the upperbound of the
DoS attacks can be derived as Na ≜ ⌈α/(1− γ)⌉.

C. Control Objectives

In this work, we consider the MAS characterized by the
nonlinear perturbed dynamics (1) with a fixed communication
topology subject to bounded additive disturbances defined in
(2), and DoS attacks that occur on the communication channels
among agents defined in (II-B). The developed distributed
MPC scheme aims to regulate the state of each agent to a
small region containing the origin.

III. ROBUST DISTRIBUTED MPC AGAINST DOS ATTACKS

In this section, we propose a robust distributed MPC frame-
work to handle DoS attacks, as shown in Fig. 1. Firstly, for
each agent Ai, the distributed MPC problem is designed using
a robustness constraint similar to [7], where the optimal control
sequence and the optimal state sequence can be computed and
sent to the actuator. Secondly, a packet transmission strategy
among the communication channels is presented, where each
agent transmits a packet rather than the original state sequence
to its neighbors to compensate for the adverse effect induced
by DoS attacks. To better illustrate the method, an algorithm
is also shown in the last part of this section.

Fig. 1: An illustrative example of MAS with three agents when
there are no attacks (left), and there exist attacks occuring on
the 1 to 2 channel and 2 to 3 channel (right).

A. Distributed MPC with Robustness Constraint

For each agent, a kind of robustness constraint is applied
to the MPC optimization problem to tackle the disturbances
in the system. Different from original MPC, both the state
constraint and the terminal constraint are modified. Here, the
state constraint is set tighter and tighter with the time instant
k grows to mitigate the influence of the disturbance, and
the terminal constraint is set tighter as well to ensure the
actual system states enter the original terminal region when
the nominal system enters the tighter region. Consequenctly,
the optimization problem Pi is designed as:

min
ui(k)

{Ji(x̂i(k), ui(k), x̂a−i(k))}

s.t. x̂i(k|k) = xi(k),

x̂i(k + n+ 1|k) = f(x̂i(k + n|k), ui(k + n|k)),
ui(k + n|k) ∈ Ui,

||x̂i(k + n|k)|| ≤ (1− n

Np
ζi)||xDi

||,

||x̂i(k +Np|k)||Pi
≤ ξiϵi, (9)

where x̂i(k+n|k), n = 0, 1, ..., Np, is defined as the predicted
nominal system, which is generated by the control sequence
ui(k) = {ui(k|k), ui(k + 1|k), ..., ui(k + Np − 1|k)}, and
x̂a−i(k) is the collection of the assumed states of agent Ai’s
neighbors. Np is the prediction horizon and ζi, ξi are scaling
parameters for the robustness constraint and tightened terminal
constraint. It is worth noting that we need to design ζi properly
to ensure that x̂i(k+Np|k) ≤ (1−ζi)||xDi || at the same time.
In addition, we define the set {x

∣∣∥x∥ ≤ ∥xDi∥} as the largest
ellipsoid for the inner-approximation of the state constraint
Xi. By solving the optimization problem at time instant k, we
can obtain the optimal input and state sequences as u∗

i (k) ≜
{u∗i (k|k), u∗i (k + 1|k), ...u∗i (k + Np − 1|k)} and x∗

i (k) ≜
{x∗i (k|k), x∗i (k + 1|k), ...x∗i (k +Np|k)}, respectively.



Here, the objective function is defined as

Ji(x̂i(k), ui(k), x̂
a
−i(k))

=

Np−1∑
n=0

(||x̂i(k + n|k)||2Qi
+ ||ui(k + n|k)||2Ri

+
∑
j∈Ni

||x̂i(k + n|k)− x̂aj (k + n|k)||2Qji
)

+ ||x̂i(k +Np|k)||2Pi
,

(10)

where x̂aj (k + n|k) is the assumed state sent from agent Aj ,
j ∈ Ni, which will be discussed later. Qi > 0 and Ri > 0
are called the weighting matrix, and Qji > 0 is called the
cooperation matrix.

B. Packet Transmission Strategy

Suppose that the communication channel from agent Aj ,
j ∈ Ni to agent Ai is blocked at the time instant k. In
that case, agent Ai will not receive any information from its
neighbor Aj , and the MPC of agent Ai will not derive an
optimal solution due to the fact of the lack of neighbor’s in-
formation. Hence, instead of directly broadcasting the optimal
sequence x∗j (k) to Ai, we define the assumed control sequence
ûaj (k+n|k), and the assumed state sequence x̂aj (k+n|k) for
agent Aj , as follows

ûaj (k + n|k) ={
u∗j (k + n|ksji), if n ∈ N[1,ksji

−k+Np−1],

Kix̂
a
j (k + n|ksji), if n ∈ N[ksji

−k+Np,ksji
−k+Np+Na]

,

x̂aj (k + n+ 1|k) = f(x̂aj (k + n|k), ûaj (k + n|k)),

where ksji ∈ Ξji denotes the latest successfully transmission
time instant, and Na is the maximum duration of DoS at-
tacks. To construct the assumed state sequence, we start with
x̂aj (ksji |ksji) = xj(ksji).

Remark 2: In this control strategy, each agent Ai figures
out which communication channels are affected by the DoS
attacks by checking if Ai receives state information from these
channels or not at each time instant k. Hence, each agent is
able to be informed of which channels that connect to it is
blocked at arbitrary time instant.

C. Distributed MPC algorithm against DoS attacks

Based on the previous discussions, the proposed distributed
MPC method is summarized in Algorithm 1.

IV. SIMULATION STUDY

In this section, we test the proposed scheme to a MAS
including three subsystems, where bounded disturbances and
randomly occuring DoS attacks are considered.

Algorithm 1 Distributed MPC against DoS attacks

Require: For agent Ai ∈ M , the weighting matrices Qi, Qji,
Ri, and Pi; the prediction horizon Np; the terminal set
level ϵi; scaling parameter ξi and ζi; feedback control gain
Ki; the initial state xi(0), and other related parameters.
Set k = 0, and ksji = 0.

1: while the control action is not stopped do
2: For each agent Ai, sample the system state xi(k);
3: for all j, j ∈ Ni do
4: Receive state information from the Aj ;
5: if the communication channels from j to i is not

being attacked then
6: Receive the predicted state sequence x̂aj (k+ n|k),

and set ksji = k;
7: else
8: Adopt the sequence x̂aj (ksji) as the information

from its neighbors;
9: end if

10: end for
11: Solve the Optimization Problem Pi to generate the

sequence u∗
i (k) and x∗

i (k);
12: Apply ui(k) = u∗i (k|k) to agent Ai;
13: Use the control input sequence u∗

i (k) to construct the
state sequence, and then broadcast this sequence to its
neighbors;

14: k = k + 1;
15: end while

A. System Model and Parameter Configuration

Each agent Ai in this system has the same nonlinear
dynamic model adopted in [24], and is characterized by

xi,1(k + 1) =xi,2(k) + Tcxi,2(k)

xi,2(k + 1) =xi,1(k)− Tc
τ

Mc
e−xi,1(k)xi,1(k)

− Tc
hd
Mc

xi,2(k) + Tc
u(k)

Mc
+ Tc

w(k)

Mc

,

where xi,1(k) and xi,2(k) denote the two states of this system
at the time instant k. Tc = 0.3s is the sampling period, and
other coefficients are given as Mc = 1kg, τ = 0.33N/m, and
hd = 1.1Ns/m. For each agent, the state and control input
constraints are given by X = {[xi,1, xi,2]T| − 1.83m ≤ xi,1 ≤
1.83m, −1.83m ≤ xi,2 ≤ 1.83m} and U = {u| − 4N ≤
ui ≤ 4N}. Therefore, ||xDi|| = 1.83. The neighbors of each
agent are set as N1 = {3}, N2 = {1}, and N3 = {1}. In the
meantime, the DoS attacks occur on all the communication
channels at arbitrary time instants among agents.

For the proposed distributed MPC algorithm, the prediction
horizon is set as Np = 10; the weighting matrix Q1, Q2, and
Q3 are set as [0.6 0; 0 0.6] and R = 1. The feedback control
parameter Ki is chosen as the LQR gain Ki = [−0.87−1.04];
and the terminal weighting matrix Pi = [8.05 2.90; 2.90 3.48]
can be derived by solving Ricatti equation. The terminal region
is chosen as {xi|xT

i Pixi ≤ 6}, the Lipschitz constant Lf

is calculated as 1.23 (see Lemma 3.1 in [25]). As a result,



Fig. 2: Launching time of DoS attacks.

we can choose the scaling parameters ζi = 0.4, ξi = 0.91,
and the disturbance upperbound ρ = 0.15. In this case,
the communication weighting matrix Qij are designed as
Q12 = Q31 = Q13 = [0.15 0; 0 0.15]. The initial states of the
3 agents are given as x1(0) = [1.5; 0.7], x2(0) = [−1.2;−1.5],
and x3(0) = [1.7;−1.7], respectively. The total simulation step
is configured as Nsim = 35.

B. Results and Analysis

In order to verify the efficiency, the proposed method is
compared with the normal distributed MPC method in the
simulation. The parameters of this distributed MPC and the
DoS attacks launching manner are set the same as those for the
proposed method. To enable the implementation of this normal
distributed MPC algorithm, for each agent, we simply set the
system state information received from its neighbors as zero
when the corresponding communication channel is attacked.

The launching time of DoS attacks we consider in this
simulation is designed as Fig. 2. It is worth mentioning that
DoS attacks can only affect the first control mode, since there
is no communication in the second control mode.

Fig. 3 depicts the state trajectories of state x1 and x2 of
all agents by using the proposed method and the normal
distributed MPC method without attack-defence strategy. It
can be figured out that all three agents accomplish the goal
of consensus in the given simulation steps. In order to clearly
demonstrate the advantages of the proposed method, we denote
xai(k) to be the average of the state of all three agentsm and
define di(k) to be the performance index of each agent Ai,
which can be formulated as:

di(k) = ||xi(k)− xai(k)||.

Then di(k) shows the deviation between the state of each
agent Ai and xai(k) shows the performance of formation

Fig. 3: State trajectories.

Average Reduction on di(k)/%
First 4 steps First 8 steps First 12 steps

Agent 1 8.68 11.90 18.46
Agent 2 4.30 9.19 8.28
Agent 3 2.69 8.35 13.16

TABLE I: Average percentage reduction on di(k).

stabilization. From Fig. 4, it can be seen that by applying
the proposed method, the state of each agent is steered closer
to each other. Note that we only consider the very first 12
steps here, since all the agents are close enough to each other
and the convergence goal is basicly accomplished. To better
illustrate the effect of convergence, we can define the average
percentage reduction of the performance index di(k) in the
first 12 steps. The specific result is shown in TABLE I. In this
table, the proposed method shows faster convergence speed
numerically. To conclude, compared to the normal distributed
MPC algorithm, the proposed method has its unique strength
in the speed of convergence under DoS attacks.

V. CONCLUSION

This paper studies the robust distributed MPC problem for
MASs subject to external disturbances and random occurring
DoS attacks. The proposed scheme is able to effectively
deal with this problem by utilizing robustness constraint.
By using the proposed approach, all the agents are able to
achieve the predesigned cooperation goal with the existence
of disturbances and DoS attacks. Compared to the normal
distributed MPC strategy, the proposed method shows faster
convergence speed when the DoS attacks randomly launch



Fig. 4: Comparison results.

at the communication channels among agents. Future work
involves expanding the feasible range for the proposed dis-
tributed MPC method, considering DoS attacks occurring on
other channels, and designing other approaches to tackle more
kinds of cyber attacks.
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Abstract— Compensation of hysteresis and creep in the 

micro/nanopositioning stage is an essential task to achieve an 

ultra-precise reference tracking with desired accuracy, 

performance and stability margins in micro/nanopositioning 

applications. In this paper, hysteresis and creep compensators 

have been designed and implemented as feedforward 

controllers in a real-time experiment. With the suggested 

feedforward compensators, the hysteresis and creep 

nonlinearities have been reduced to 2.3% from 23% and 0.3% 

from 6% respectively. To further enhance the reference 

tracking performance,  a robust H∞ feedback controller is 

combined with the feedforward hysteresis and creep 

compensators to achieve the better positioning accuracy. 

Three different cases are investigated in this study: open loop 

configuration without any compensator, open-loop 

configuration with the feedforward hysteresis and creep 

compensators and finally closed-loop configuration with a 

feedback controller in the presence of feedforward 

compensators. Achieved results indicate that a better 

positioning accuracy is attained with the suggested 

feedforward/feedback control scheme.  

Keywords—piezoelectric actuator, micro/nanopositioning 

stage, hysteresis, creep, feedforward/feedback controller, robust 

controller. 

I. INTRODUCTION

Piezoelectric actuators (PEAs) have a massive use in 
micro\nanopositioning applications, e.g. atomic force 
microscopy (AFM), scanning tunneling microscopy (STM), 
autofocus system and high data storage systems due to the 
advantages of high resolution, high precision, high stiffness, 
and fast response [1, 2]. However, some nonlinearities of 
PEAs, like hysteresis and creep, adversely affect on the 
overall peformance of the system in terms of loss in 
positioning precision.  

For piezoelectric actuators, hysteresis behavior reveals 
that the relationship between the input voltage and the output 
displacement is nonlinear [3]. An important step to deal with 
this nonlinearity is first to represent it mathematically. 
Different mathematical models for hysteresis have been 
developed over the years and these models can be divided 
into two groups: (1) operator-based models and (2) 
differential-based models [4]. Preisach model [5], Prandtl-
Ishlinskii (PI) model [6], Krasonsel'skii-Pokrovskii model 
[7], and Maxwell model [8] are examples of the first group, 
while the Bouc-Wen model [9], Duhem model [10], and 
Dahl model [11] are the examples of the second group. In 
addition to these models, there are other models like the 
Jiles-Atherton model [12], the ellipse-based hysteresis model 
[13], the polynomial-based hysteresis model [14] and the 
neural networks based model [15]. Another nonlinearity of 

PEAs is the creep phenomenon which is a slow drift in the 
output displacement in the presence of constant input 
voltage. This drift is obvious when the piezoelectric actuator 
operates over an extended period of time. Different 
researchers have designed a model for creep. In [16], a 
logarithmic model is used to represent creep. A nonlinear 
viscoelastic model is employed to characterize the creep 
response in [17]. In [18], a fractional-order integrator is 
employed to characterize the creep behavior at low 
frequencies.  

The main concern in micro\nanopositioning control is 
achieving a sub-micrometer displacement accuracy. 
Therefore, compensation of PEA nonlinearities is important 
to achieve the desired positioning accuracy. Different 
scientific contributions are done with the help of various 
control methodologies to compensate for these nonlinearities 
and to achieve the desired tracking in the 
micro/nanopositioning system. In [17], the authors 
implement a concept of voltage relaxation in a piezoelectric 
actuator to compensate creep effect. Simultaneous 
compensation of hysteresis and creep of the piezoelectric 
actuator based on an inverse control in open-loop operation 
is represented in [14]. In [19], real-time compensation of 
hysteresis and creep in piezoelectric stack actuator is 
performed by providing complex creep and hysteresis 
operators for the simultaneous and real-time compensation. 
Also, an open-loop control technique is used to compensate 
for hysteresis and creep for the quasi-static space active 
applications [20]. The closed-loop control scheme is also 
implemented for the compensation of nonlinearities, 
reduction of positioning errors and improving the tracking 
performance and damping effect [21]. A repetitive controller 
is used in [22] for the purpose of tracking error reduction, 
phase delaying compensation and steady-state error 
minimization. In [23], the repetitive controller is combined 
with the PID controller to achieve tracking performance. 
Moreover, a sliding mode controller is used in [24] for 
compensating the hysteresis effect and controlling of XY 
micropositioning stage. Also, the fuzzy logic controller is 
used to achieve the nanometre level steady state position 
accuracy in [25]. 
 The contributions in this paper are: Feedforward 
compensators are first designed to eliminate the hysteresis 
and creep nonlinearities in the considered 
micro/nanopositioning stage (P-752.21C) in a real-time 
experiment. Then, a robust H∞ controller is added as a 
feedback controller in the presence of feedforward 
compensators to achieve the desired performance in terms of 
precise reference tracking in a 1DOF piezoelectric actuator 
and to achieve good robustness and stability margins. 
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Fig. 1. Feedforward/Feedback control scheme for micro/nanopositioning stage.

Fig. 2. Experimental setup for the Micro/Nanopositioning stage. 

This paper is organized as follows: In section II, the 
experimental setup with overall system description and the 
identification of the system model are presented. 
Hysteresis modeling and compensation as well as creep 
modeling and compensation are represented in sections III 
and IV respectively. In section V, a robust feedback 
controller is designed and achieved results are presented. 
Section VI draws conclusion of this work. 

II. EXPERIMENTAL SETUP AND SYSTEM

IDENTIFICATION 

In this section, an experimental setup is presented in 
Fig.2. The identification of the linear dynamics of the 
experiment is also presented in this section. 

A. Experimental setup

Amplifier module (E-505) is used to amplify the analog 

input voltage signal (Vha) received from the PC through a 

16-bit multi-function I/O (input/output) module (NI PXIe-

1082) produced by National Instrument. An amplified

voltage signal (Va) is used to derive the piezoelectric 

actuator. The output voltage range of the amplifier module 

is from -20 V to 120V. 
I/O connector (SCB-68) connects input and output signals 
from and to National Instruments DAQ device.  
National Instrument (NI PXIe-1082) DAQ device is a 

16-bit multi-function I/O device, used to acquire the

digital voltage signal (Vhd) generated from a PC and to 

convert it into an analog voltage signal (Vha) through a 

digital-to-analog converter (DAC). This analog signal 

sends to the amplifier module through the I/O connecter. 

In addition, the DAQ device is used to receive the analog 

feedback position voltage signal (Vya) from the capacitive 

sensor (D-015) attached to the piezoelectric actuator, and 

convert the signal into a digital voltage signal (Vyd) 

through the built-in analog-to-digital-converter (ADC) 

and deliver it to the PC.  

PC with Lab VIEW software is used to implement the 

controllers (as shown in Fig. 1) as well as for the 

visualization purpose.  
Single axis (x-axis) micro/nanopositioning stage (P-
752.21C produced by Physik Instrumente GmbH & Co.) 
with an integrated capacitive position sensor (D-015) 

having 0.35 kg mass, -20 ℃  to 80 ℃  operating 

temperature range, the operating voltage is -20 V to +120 
V with a traveling range of 35 μm and 0.2 nm resolution. 
The resonance frequency in no load and under 300 g loads 
is 2100 Hz and 600 Hz respectively. 

B. System identification

The linear dynamics for the whole experiment (voltage
amplifier plus piezoelectric actuator with sensor) will be 
identified in terms of a transfer function model. A 
sinusoidal input with a rising frequency (a chirp signal) 
and small amplitude (such that hysteresis effects are 
minimal) is applied to the experimental platform in order 
to determine the linear dynamics of the system under 
consideration. MATLAB system identification toolbox is 
employed to reduce the difference between the output of 
the system and the output predicted by the model. The 
system under consideration has the following identified 
4th-order transfer function: 

����� � ���	 
 ���� 
 �	� 
 ����� 
 ��	 
 	�� 
 �� 
 � (1)

where ��= 87.79, ��= 2707, �	= 7112, ��= 1646, �=

1, � = 123.4, 	 = 2974, � = 7482, and � =

2.273×10-18. The output of the identified linear dynamics ����� as well as the result of the measurements are shown

in Fig. 3. It demonstrates the good matching of two plots 

with the mean square error equal to 0.001366, which 

validates the identified model. 



Fig. 3. Simulated and experimental responses of a chirp signal 

III. HYSTERESIS MODELING AND COMPENSATION 

The Bouc-Wen model and its corresponding 
compensator  [9] are adopted for the hysteresis modeling 
and compensation as represented in Fig. 4. The Bouc-Wen 
model is considered because of its simplicity and accuracy, 
and also doesn’t need an inverse for the compensator 
design approach. 

Fig. 4. (a) Bouc-Wen hysteresis compensator. (b) Bouc-Wen 

hysteresis model. 

A. Bouc-wen model

The Bouc-Wen model for hysteresis in the
piezoelectric actuator is represented in Fig. 4-b and 
described as follows: 

�� � Ω�� � ϴ,     ������ � ��� (2)

�ϴ�� � � ����� � � ������ � ϴ � � ����� |ϴ|,
 ϴ���� � ϴ�

 (3)

where, �� is the displacement output, �� is the input voltage
which is equal to the compensated output voltage (� ) for
the hysteresis compensator shown in Fig. 1, Ω  the
parameter represents the piezoelectric coefficient and it’s 
strictly positive. �, �, and � are parameters that control the
shape and smoothness of the hysteresis loop. 

Multiple sinusoidal waves with different amplitudes 
have been applied to the piezoelectric actuator experiment; 
all the sine waves have voltage amplitudes 40V, 30V, and 
20V corresponding to hysteresis loops 1, 2, and 3 
respectively with the frequency of 1Hz. The resulting 
hysteresis loops are depicted in Fig. 5. 

Next step is to identify the Bouc-Wen model 
parameters that correspond to experimental hysteresis 
loops. Least–square–curve–fitting technique is used for the 
identification process under the trust region reflective 
algorithm. The obtained Bouc-Wen parameters are 
presented in Table I. The simulation (identified) hysteresis 

loop is also illustrated in Fig. 5 with red dashed lines. The 
close match between the experimental and identified 
hysteresis loops validate the considered Bouc-Wen model.  

Fig. 5. Experimental and Simulation hysteresis loops 

TABLE I.  IDENTIFIED BOUC-WEN PARAMETERS 

Simulation 

hysteresis 

loops 

Bouc-Wen parameters ! 

(μm/v) 

" 

(v-1) 

#
(v-1) 

$ 

(μm/v) 

Loop 1 0.9835 2.9329 0.8662 1.1047 

Loop 2 0.6868 1.9924 1.5864 1.0756 

Loop 3 0.5740 2.8988 3.0249 0.9884 

B. Bouc-wen compensator

The design of the Bouc-Wen compensator as depicted
in Fig. 4-a highly depends on the Inverse Multiplicative 
Structure (IMS) [9]. Consider the direct model in (2), and 
let us extract the value �� that satisfies the reference ��%  as
shown in (4). 

�� � 1' ���% 
 (� (4)

The expression in (4), which has an input reference ��% ,
output ��, and a nonlinear term (solution (3)), will be used
as a feedforward compensator attached to a piezoelectric 
actuator for hysteresis elimination purposes. Fig. 6 shows 
that the hysteresis nonlinearity is effectively removed with 
Bouc-Wen compensator and a linear response is achieved 
in simulation. Fig. 7 shows that when the Bouc-Wen 
compensator is cascaded to a piezoelectric actuator 
experiment in real-time to attenuate a hysteresis loop 1, the 
hysteresis loop has been reduced to 2.3077% 
((hc/HC).100%) as compared to nearly 23% ((h/H).100%) 
in open-loop without any compensator.   

Fig. 6. Simulation hysteresis compensator 



Fig. 7. Experimental hysteresis compensator 

IV. CREEP MODELING AND COMPENSATION

In this section, both the creep model and its compensator, 
highlighted in Fig. 8, will be analyzed. 

Fig. 8. Open-loop control scheme for creep behavior. 

A. Creep model

Creep is significant when a piezoelectric actuator
operates over an extended periods of time. A step input 
signal with 1V corresponding to 3 μm displacement is 
applied to a piezoelectric actuator for 600 sec; the step 
response is recorded in Fig. 9. The creep part (drift part) is 
denoted by cc in Fig. 9. 

Fig. 9. Open-loop step response for piezoelectric actuator 

The following steps are presented for the creep 
modeling: The creep part  (cc in Fig. 9) is separated from 
the total step response as shown in Fig. 10. Then, 
MATLAB System Identification Toolbox has been used to 
determine the transfer function model of the creep part 
()���  in (5)). After that, the transfer function model is
obtained and selected to have two zeros and three poles. 
The reason for this selection is the accuracy of the 
identified creep model which has a fault prediction error 
(FPE) and mean square error (MSE) equal to 1.37×10-6 and 
9.762×10-8 respectively. Values of the two errors reflect 
the accuracy of the creep model. 

 )��� � *��� 
 +�� 
 ,�*��	 
 +��� 
 ,�� 
 - (5)

Where 1A =4.017×10−4, 1B =3.027×10−6, 1C =2.5881×10−9,

2A =1, 2B =0.02401, 2C =7.389×10−5 and D

=3.378×10−8 are the identified parameters for the creep 
part. 
Moreover, the static gain ( . ) of the open loop step
response is determined for the linearized system (i. e 
piezoelectric actuator system with sensor plus the Bouc-
Wen hysteresis compensator as shown in Fig. 1). The 
value of  . is 0.88.

B. Creep compensator

The creep compensator is represented as an IMS of the
creep model. Fig. 8 illustrates both the model and 
compensator for the creep behavior. The creep 
compensator formula is written as in (6): 

Fig. 10. Experimental and Simulation creep part 

�/ � 0 1. 
 )���1 2% (6)

where 2%  is the input signal, �/ is the compensated output
signal, . is the static gain, and )��� is the creep transfer
function model. 

The creep compensator highlighted in Fig. 8-a is 
applied directly to the experiment. The result of the 
compensator is depicted in Fig. 11. which shows that the 
creep nonlinearity has been reduced to 0.3% instead of 
nearly 6% ((cc/cf).100%) in Fig. 9 without creep 
compensator. 

Fig. 11. Experimental creep compensator  

V. ROBUST CONTROLLER DESIGN

In this section, the feedback controller ( 34  robust

controller) shown in Fig. 12 is combined with the 

feedforward controllers proposed in section III.B and 

section IV.B.  
The peak-to-peak tracking error of the system under 

consideration should be less than 1% with appropriate 
robustness and stability margins. Utilizing the proper 
weighting functions, the desired performance is applied on 
the closed-loop sensitivity functions, and thus the mixed 
sensitivity 34 control design methodology is then used to



meet the criteria. The following relation is a typical 
formula for the closed-loop sensitivity functions: 

5��� � 11 
 �����6��� (7)

7��� � �����6���1 
 �����6��� (8)

where ����� is the system transfer function and 6��� is the

controller transfer function, and S and T are the output and 
complementary sensitivity functions, respectively.  
Two weighting functions 8���� and 8���� are considered
here for the design of 34 feedback controller. These
functions are designed in accordance with the desired 
performance requirements and these functions weight the 
controlled outputs 9� and 9� as shown in Fig. 12.

Fig. 12. Generalized plant �:;� with 34 controller (K) 

The following are the proposed weighting functions' 
transfer functions: 

8���� � 0.5� 
 5027� 
 10.05 (9)

8���� � � 
 1.047 B 10�0.005� 
 1.571 B 10� (10)8����  is utilized to impose the desired performance
requirements on the closed-loop output sensitivity function 5��� in terms of small tracking error, large bandwidth and
excellent robustness margin (i.e. 5��� < 6 dB). 8����  is
designed to place constraints on the complementary 
sensitivity function 7���  in order to achieve good
reference tracking, improved attenuation of high-frequency 
noise and good robustness margin (i.e. 7��� < 3.5 dB).

Fig. 13. (a) The magnitude response of the relevant weighting function 
and the output sensitivity function 5 (blue solid line). 1/8� (red dotted 
line) (b) The magnitude response of the relevant weighting function and 
complementary sensitivity function 7 (blue solid line). 1/8� (red dotted 
line). 

The generalized plant :; shown in Fig. 12 is given as

follows: 

D9�9��E
F � G8� �8���0 8���1 ���

H I�%2J (11) 

Find a stabilizing controller 6��� that minimizes the
following linear fractional transformation KL�:;, 6�  using

the following expression: 

MKN�:O, 6�M4 � PQRST�U8�58�7V �WX�� Y � (12)

Note that all performance goals are satisfied if �<1. The
following 6th order controller transfer function is obtained 
with γ=0.8281. 

6���
� R��� 
 R��� 
 R	�	 
 R��� 
 R�� 
 RZR[�Z 
 R\�� 
 R]�� 
 R���	 
 R���� 
 R��� 
 R�	

(13)

where R� =1.344×10[ , R� =4.234×10�	  ,  R	 =4.043×10�[
,  R� =1.032× 10�� , R� =5.494× 10�� , RZ =2.195× 10�] ,R[ =1,  R\ =4.504×10[ , R] =2.235×10�	 , R�� =5.069×10�[
, R��=2.969×10�� , R��=1.94410��, R�	=1.952×10�Z.

Fig. 13 illustrates the achieved closed loop sensitivity 
functions as well as the inverse of the designed weighting 
functions. 

Three different cases are established to highlight the effect 

of feedforward controllers and feedback controller.  

Case I. Open-loop configuration without any controller. 

Case II. Open-loop configuration with feedforward 

controllers for creep and hysteresis nonlinearities.  
Case III. Closed-loop configuration with feedforward / 
feedback controller. 

In the following three figures, the tracking performance 
with tracking error in all the three cases are presented. 
Better tracking performance with less tracking error is 
achieved in Case III as compared to other two cases.  

Fig. 14. Case I (a) Reference and actual displacement. (b) Tracking error. 



Fig. 15. Case II (a) Reference and actual displacement. (b) Tracking 
error. 

Fig. 16. Case III (a) Reference and actual displacement. (b) Tracking 
error. 

TABLE II. TABLE 1.PEAK-TO-PEAK ERRORS FOR THE THREE CASES 

Case I Case II Case III 

Peak-to-peak 

tracking error 

2.2μm 

(18.33%) 

1.3μm 

(10.83%) 

0.013μm 

(0.108%) 

VI. CONCLUSION

The achieved results indicate that the tracking error is 
significantly reduced with the suggested feedforward / 
feedback controller (Case III) over the other two cases. 
The achieved peak-to-peak tracking error in Case III is 
0.013 P , which is around 0.108 % of the desired
displacement of the piezoelectric actuator. Without any 
compensator involve (Case I), the peak-to-peak error is 2.2 P (18.33%) and if the feedforward controllers are applied
for the creep and hysteresis compensation (Case II), then 
the error reduced to 1.3 P  (10.83%). All these results
indicate the better performance in terms of reference 
tracking with the suggested control scheme.  
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São Paulo, Brazil
hvitoi@usp.br

Fabrı́cio Junqueira
Universidade de São Paulo, Escola Politécnica
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Abstract—Industry 4.0 (I4.0) refers to the recent changes in
manufacturing technologies. In this context, intelligent equipment
networks provide a high level of automation and information
exchange between the elements in a manufacturing environment.
On the other hand, logistics refers to the management of the
flow of things (physical or digital) between a point of origin and
a point of consumption, among which it includes the flow of
information. Given the relevance of the information sharing on
I4.0 and logistics, this work has as main goal the development of
an architecture that allows the sharing of information related
to the product life cycle as it moves throughout the supply
chain (SC). The architecture developed is based on the Reference
Architecture Model Industry 4.0 (RAMI4.0) and allows sharing
the Digital Product Memory (DPM) between the SC members
through Web Services. Finally, the definition of an architecture
as discussed in this work addresses the consistency and interop-
erability on the way that the members of a SC interact with each
other.

Index Terms—industry 4.0, rami4.0, digital product memory,
supply chain

I. INTRODUCTION

The exchange of information is a key theme of mod-
ern logistics. This niche is called information logistics and
deals with the flow of information between humans and/or
machines within or between organizations [1], which are
grouped together forming a network of value creation through
information.

In the scenario in an inherently globalized world, Sup-
ply Chains (SC) and their interdependencies become more
complex [2]. Sharing information between the SC members,
therefore, becomes a way to bring more efficiency to the
overall working of a SC.

When it comes to information related to a product, the
concept of Digital Product Memory (DPM) can be used as
a way of collecting, storing and providing information. DPM
refers to systems that allow data collection at all stages of the
product lifecycle for distribution and/or analysis [3]. Product
data are related to any phase of its SC, which encompasses

production, assembly, distribution [4], as well as end-customer
usage patterns, etc.

Sharing this information favors the development of new ver-
sions of the product itself and also works as a permanent link
between the supplier and the customer after sales [4], allowing
the product to maintain updates and any other improvements
instantly.

Such concepts fit with Industry 4.0 (I4.0), which is based
on the implementation of new technologies with the purpose
of offering a high level of automation and exchange of
information between equipment and products [5].

Therefore, opportunities arise at I4.0 for the creation of new
solutions focused on the transparency of information in the SC
[5] allowed by the sharing of information.

The name I4.0 is due to the fact that it is considered the
fourth revolution in terms of industrial production technologies
and the “industrial revolutions” are considered technological
evolutions that led to significant changes in the form of
production at the time. Such modifications are essential due
to the new requirements of the industry itself and the changes
in consumption patterns in the market.

The principles of I4.0 to be considered for the design of
solutions are [6]: interoperability, information transparency,
decentralization of decisions and technical assistance.

These principles are guidelines for developing system archi-
tectures for I4.0. Architectures arise with the need to define
standards for the implementation of a system. Architectures of
productive systems aiming the fourth industrial revolution are
at early stage [7] [8]. One of the main architectural models for
I4.0 is RAMI4.0 (Reference Architecture Model Industry 4.0)
[9]. This architectural model was presented at the Hanover
Fair in Germany in April 2015.

Like RAMI4.0, other architecture models for I4.0 bring
similar proposals, such as IMSA (Intelligent Manufacturing
System Architecture), IIRA (Industrial Internet Reference Ar-
chitecture) and IVRA (Industrial Value Chain Reference Ar-
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chitecture) [10]. However, RAMI4.0 is a more comprehensive
and flexible proposal in relation to new technologies.

RAMI4.0 is a three-dimensional representation of aspects
of a modern industry, according to Fig. 1.

Fig. 1. RAMI4.0. [11]

Some of the concepts introduced by RAMI4.0 are [12]:
• I4.0 Component (I4.0C): junction of a physical asset and

its digital part;
• Submodel: information representations of a given asset,

including its characteristics, properties, conditions, pa-
rameters, measurement data and capabilities.

The objective of this work is the elaboration of an architec-
ture based on RAMI4.0 to share the DPM along the SC. To
achieve the general objective, it is broken down into smaller
pieces, represented by the specific objectives, which are:

• Integration of DPM into I4.0C: DPM is incorporated into
the product’s I4.0C so that it is available for search by
SC members;

• Detailing the architecture elements: the main components
and operations of the architecture are detailed;

• Mapping of operations into the layers of RAMI4.0:
detailing the communication between each pair of I4.0C
in each layer of RAMI4.0 using Production Flow Schema
(PFS) [13] diagrams.

In this work, section II shows the integration of DPM into
the I4.0C for interoperability within I4.0. Section III details the
proposed architecture for sharing the DPM based on RAMI4.0.
Finally, in section IV considerations about the research are
made with comments on the results achieved and future works.

II. INTEGRATION OF DIGITAL PRODUCT MEMORY INTO
INDUSTRY 4.0 COMPONENTS

The concept of DPM must be inserted into a I4.0C in order
to allow the sharing of information with the members of the
SC.

The proposed structure is based on [12], in which the
functionalities of the assets (in this case, the products) are
grouped into submodels that contain similar properties about
an asset. The information is stored in the submodels, while

the DPM manages the access to information from submodels
so that it can be provided to a client through a web service.

The DPM in the context of I4.0C aggregates information
regarding each of the submodels so that it can be made
available for search.

The structure of I4.0C with integrated DPM is presented in
Fig. 2.

UUID Contract

Submodel 1

Property 1.1
Property 1.2
Property 1.3

Submodel 2

Property 2.1
Property 2.2
Property 2.3

Submodel 3

Property 3.1
Property 3.2
Property 3.3

Services

DPM

Interface for 
submodels

Management

Product

Fig. 2. Integration of DPM into I4.0C.

This way, DPM is an interface for reading and writing data
to the submodels. It represents therefore a single point of data
extraction, thus avoiding the reading of raw data. An analogy
is that the submodels represent the database, while the DPM is
the interface for the CRUD operations (Create, Read, Update,
Delete).

Some examples of information of interest by the SC
members may include: the asset’s detailed data sheet, sensor
reading history, geolocation history, usage patterns, etc.

III. ARCHITECTURE

A. Components and Operations

The way of providing and consuming services in this
architecture follows the approach of a Web Service [14], with
its components and operations adapted to I4.0.

This architecture involves three basic actors: I4.0C-Client,
I4.0C-Server and I4.0C-Repository; and three operations: pub-
lication, search and interaction.

The services provided by the I4.0C-Server listen and re-
spond to requests from I4.0C-Clients through a network and
communication port. The I4.0C-Clients consume the service
provided by the I4.0C-Server through Application Program-
ming Interfaces (API).

The components and operations of the proposed architecture
and their interrelationships are presented in Fig. 3.

The description about each component is shown as follows:
• I4.0C-Server is the information source. This I4.0C ex-

tracts information about its asset (the product on the SC)
so that it can be made available on the network. It is
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Fig. 3. Components and operations.

the part that has a service to offer to other I4.0C in the
connected world;

• I4.0C-Client is the part that consumes the information
provided by the I4.0C-Server. The I4.0C-Client represents
each of the parties involved in the SC. It can represent an
institution, an individual or even another product (e.g., a
machine);

• I4.0C-Repository is the element that receives, stores and
provides description about all services available in the
connected world. Service descriptions are made available
in the form of contracts. This I4.0C receives “publish”
operations by I4.0C-Server and “search” operations by
I4.0C-Client. I4.0C-Repository does not act as a com-
munication channel between I4.0C-Client and I4.0C-
Server, instead it only provides necessary information so
that both I4.0C can communicate directly through the
“interaction” operation.

It is important to note that in the world of I4.0 every
asset is encompassed by an Asset Administration Shell (AAS)
and becomes a I4.0C. The I4.0C-Repository also refers to an
asset, which in this case is the software that manages the
relationships of service descriptions and holds information and
functions that add value to the business.

Each I4.0C can act as either a service provider (I4.0C-
Server), a service requester (I4.0C-Client), or both, always
using the I4.0C-Repository as a means of publishing or
searching for a service.

Descriptions of the service operations are shown as follows:
• Publication: Action taken by I4.0C-Server whenever it

wants to advertise a service so that it can be discovered
by a I4.0C-Client. In this operation, the I4.0C-Server
sends the contract describing the services offered and the
description of each of these services. This list is received
and stored by I4.0C-Repository, which makes it available
for access;

• Search: Action taken by the I4.0C-Client whenever it
needs to request a service. In this operation, I4.0C-Client
makes a request to I4.0C-Repository with parameters that
define the type and restrictions of the desired service.

The response is a list of contracts containing descriptions
about each service that matched the search criteria;

• Interaction: Action taken by I4.0C-Client whenever it
wants to invoke a service. The I4.0C-Client establishes a
direct connection with the I4.0C-Server and consumes the
requested service. The interaction operation is normally
done after the I4.0C-Repository receives the list of con-
tracts, however the interaction can be established directly
if the I4.0C-Client already has the necessary information
to start a connection.

When I4.0C acts as I4.0C-Server, it publishes its contract
in I4.0C-Repository through an API. When acting as a client,
I4.0C searches the I4.0C-Repository for a desired service
and receives a list of service options with their respective
descriptions (contained in the contract). Once the service to
be consumed has been defined, the I4.0C-Client establishes
a direct connection with the I4.0C-Server, using the details
contained in the contract to request the service.

Fig. 4 shows a PFS diagram with the flow of occurrence of
the basic operations with communication between I4.0C.

C4.0-Client searches
C4.0-Repository for a
list of contracts with
descriptions of the

services offered

C4.0-Client
interacts with C4.0-
Server directly to

consume the
service offered

Process of
publishing, seaching

and consuming
services in I4.0

Each C4.0-Server
publishes in the C4.0-

Repository its contract
with descriptions of the
services that each one

is able to offer

Fig. 4. Communication flow.

The services provided by a I4.0C are diverse. However,
in this work, the services are narrowed down into those that
aim to collect information about an asset (the product moving
through SC) and share it with other members of the SC.

B. Publication operation

Fig. 5 shows PFS diagrams of the activity flow for the
publish operation from a I4.0C-Server to a I4.0C-Repository.

This operation is initiated by the newly installed or updated
I4.0C-Server, following an established flow of activities until
reaching the asset of the I4.0C-Repository, the steps are
detailed as follows:

1) Available services in I4.0C-Server are identified and
listed.

2) Legal restrictions and privacy policies for a given I4.0C
are accessed. This activity adds restrictions on services
to be published. These restrictions will be incorporated
into the description of each service to be published.

3) The contract containing the descriptions of services
available on I4.0C-Server is made available.

4) The contract is sent to I4.0C-Repository via API.
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5) The I4.0C-Repository receives the contract in the defined
exchange format. The description of the services at this
stage already contains all the information to identify the
service and its corresponding component.

6) The received data feeds an interface for communication
with the real asset.

7) The contract with the list of service descriptions is stored
together with other contracts in the I4.0C-Repository’s
database.

C. Search operation
The search operation is divided into two parts: the request

and the response. The request is the initiative of the I4.0C-
Client to request the list of contracts contained in a I4.0C-
Repository. The flow of activities of the request in a search
operation is presented in Fig. 6.
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Fig. 6. Search operation (request).

The steps of the search operation (request) are detailed as
follows:

1) The request process begins with the definition by the
asset of the I4.0C-Client (person or company) about

which information to consult, such as sensor readings,
geographic location, manuals, etc.

2) Based on the type of information to be consulted, the
query parameters are defined, which represent the set of
restrictions that establish exactly what type of service
the I4.0C-Client wants to consume. These parameters
represent, for example, the service provider ID, the time
and date of a certain event, a filter by specific models
of a product, etc.

3) The query parameters feed an interface so that the
request can be virtualized and integrated into the I4.0C-
Client. In this activity, the intent to request a service is
virtualized.

4) Optionally, request details are stored in a request log.
5) The request is sent to I4.0C-Repository via API.
6) The I4.0C-Repository receives the request and inserts it

at the end of the queue of requests to be processed.
7) The request is processed. It is identified in this activity if

the request is valid and if it contains all the parameters
necessary for the query.

8) An interface is established for the interaction with the
real asset to consult the information requested in the
request.

9) The list of contracts is read in the I4.0C-Repository
database using the established query parameters.

After the request, I4.0C-Repository sends the response to
I4.0C-Client. The response activity flow is shown in PFS
diagrams in Fig. 7.
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Fig. 7. Search operation (response).

The response from I4.0C-Repository follows the flow of
activities:

1) Information from the repository software containing the
contracts is accessed and made available to the upper
layers.

2) Data is virtualized for integration with virtual layers.
3) The contract containing the descriptions of the services

is made available for access. The list may contain



valid services, as well as error messages due to invalid
requests or searches returning zero matches.

4) The response is sent to the I4.0C-Client via API.
5) The I4.0C-Client receives the response containing the

contracts in the defined exchange format.
6) After receiving the list of contracts containing all avail-

able services, processing is carried out to define the most
suitable service.

D. Interaction operation

The interaction operation is the final phase for the consump-
tion of a service available in the connected world of I4.0. Like
search, interaction is divided into request and response.

Fig. 8 shows the flow of activities for the request part.
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The flow of activities for requesting a service is detailed as
follows:

1) I4.0C-Client requires information.
2) It is defined which is the most suitable service and from

which I4.0C-Server this information will be consumed.
3) I4.0C-Client’s legal restrictions and privacy policies are

consulted. These business rules are incorporated into the
processing on the definition of the most suitable service
to be chosen.

4) The service request is sent to I4.0C-Server via API.
5) I4.0C-Server receives the request and inserts it at the

end of the queue of requests to be processed.
6) I4.0C-Client’s identity is authenticated and the service is

authorized for consumption. In this activity, authoriza-
tion to consume the service and consequently the data
being requested is verified.

7) The legal restrictions and privacy policies of I4.0C-
Server are consulted for authorizing or blocking the
provision of the service to the requester.

8) The request is processed. It is identified in this activity if
the request is valid and if it contains all the parameters
necessary to provide the service.

After receiving and processing a service request, the I4.0C-
Server must extract and send information contained in its own
asset. The response containing information about the asset
starts from the emission of a new event or, if the information
is already available in the DPM, it starts directly from the
Information layer. This information goes through a standard
flow so that it is made available to the I4.0C-Client through
the service. Fig. 9 shows the activities of the response stream.
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The response part follows the activities:
1) A real-world physical event is emitted.
2) The event is transformed into physical signals and

provided to the upper layers.
3) Physical signals are interpreted and virtualized. In this

activity, a virtual correspondent is created for the phys-
ical asset event.

4) The means of transport and the data transfer protocol
are defined, such as Wi-Fi, Ethernet, 5G, etc.

5) The data is properly transported through the defined
medium and protocol to a processing center.

6) The new data about the asset are stored by the DPM in
the submodels together with the other existing data.

7) Data are made available to the service.
8) The service runs and its response is generated. The

service can perform any operations on the data before
generating the response.

9) The response is sent via API.
10) I4.0C-Client receives the response from the service in

one of the standard exchange formats.
11) Data received in the response are processed.
12) The generated information feeds an interface for com-

munication with the real asset.
13) The processed information is made available to the asset.
If the information being consulted is already contained in

the DPM of the I4.0C-Server (in the Information layer), the
response flow starts from step 7, given that in this case it is
not necessary to extract the data directly from the asset (steps
1 – 6).



IV. FINAL CONSIDERATIONS

This work had as general objective the elaboration of an
architecture based on RAMI4.0 for the sharing of the DPM
along the SC.

Defining an architecture is essential for consistency and
interoperability among CS members. This work addressed this
general objective through the specific objectives detailed as
follows:

• Integration of DPM into I4.0C: the terms I4.0C and DPM
appeared in different contexts, therefore, as an initial step
towards sharing the DPM, it was necessary integrate it
into I4.0C so that it is interoperable with other parts of a
production system within the context of I4.0. In this way,
all parts of the system are treated as I4.0C with different
roles (I4.0C-Client, I4.0C-Server and I4.0C-Repository).

• Detailing the architecture elements: the architecture for
sharing the DPM was presented with the components
(I4.0C-Client, I4.0C-Server and I4.0C-Repository) and
operations (publishing, searching, interacting).

• Mapping of operations into the layers of RAMI4.0: the
information flow was modeled using PFS diagrams. The
three types of operation (publication, search and interac-
tion) were modeled. From the modeling, it was possible
to visualize the path taken by the information along all
the layers of RAMI4.0 for each I4.0C and the transfer of
information between the I4.0C through APIs.

V. FUTURE WORKS

The proposed architecture is not linked to specific technolo-
gies, which can be designated and replaced according to the
convenience of the time. As proof of concept, implementations
of this architecture can be explored in future works. These
implementations can then be applied to real industry cases
and these use cases can feed back the architecture further
development.

In order to represent operations for sharing information
between the CS members, PFS technique was used. A linear
aspect of the system was observed and, therefore, the modeling
with a Petri nets [13] and the use of simulation software were
not necessary. However, in future works, after successively
refining the activities, new characteristics can be evidenced
and, in this way, the application of techniques, such as the Petri
net, becomes necessary to guarantee the system’s operation
without crashes.

The proposed architecture adopts some simplifications, one
of which is the consideration of communications only for
successful cases. In this way, any exceptions that occur at
runtime are not pointed out, such as when product information
is not found or is corrupted. These and many other exception
scenarios can be explored in future architectural revisions.

Finally, data privacy considerations and information sharing
consent were not addressed in this work. However, this is
a growing concern given the impact that leaks of restricted
information can cause. Adapting the architecture to local data
protection laws and regulations of each country in which the

SC operates is an important aspect to be considered for the
future implementation of this architecture.
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Abstract— Digitalization is expected to enable construction 

sites to be connected and provide information for smarter and 

safer operation decisions. Connected sites emergent integrated 

simulation architecture to simulate the interaction between 

actors in different layers from the operation layer to the system 

layer. This paper proposes a distributed event-based 

asynchronous simulation platform that enables simulating the 

system modules with different simulation approaches from 

different perspectives and aggregates the results in an 

orchestrating manner. The proposed integrated simulation 

framework can be used as a decision-support system for 
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the applicability and benefits of the proposed simulation 

framework. 
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I. INTRODUCTION

Digitalization, and in particularly Industry 4.0, aims at 
enabling companies to produce individualized products with a 
short time to market and higher quality by integrating a set of 
technologies such as cyber-physical systems (CPS), internet 
of things (IoT), cloud/fog computing, simulation, digital twin 
(DT), and artificial intelligence [1]. One of the four design 
principles that support companies in identifying and 
implementing Industry 4.0 scenarios is decentralized 
decisions which can be defined as the ability of cyber-physical 
systems to make decisions on their own and to perform their 
tasks as autonomously as possible [2]. 

Simulation is used for analyzing the behavior of complex 
systems in the development and/or operation phase for cost 
and practicality reasons [3, 4]. Several simulation approaches 
were proposed in the literature to appropriately simulate 
different types of processes and dynamics. For example, 
discrete-event simulation (DES) is widely used to simulate the 
flow of passive entities between several shared resources [5]. 
Dynamic systems (DS) simulation is used to simulate the 
behavior of continuous systems by numerically integrating the 
system algebraic-differential equations [6]. A relatively new 
approach for simulating the behavior of interactive 
autonomous agents is the agent-based simulation approach 
[7]. A comparison between these three simulation approaches 
can be found in [8]. 

For more complex systems, hybrid or integrated 
simulation approaches were proposed to capture behaviors 
from different perspectives [9-11]. However, in the context of 
Industry 4.0 and the digitization era, new integration 
frameworks need to be investigated to deal with the increasing 
complexity of systems [12]. 

This paper proposes a distributed event-based 
asynchronous simulation platform that enables simulating the 

system modules with different simulation approaches from 
different perspectives and aggregates the results in an 
orchestrating manner. 

The rest of the paper is organized as follows. Section II 
presents the related work focusing on the simulation methods 
for construction sites. Section III describes the proposed 
integrated simulation platform, and a demonstrated use case is 
shown in Section IV. Concluding remarks and future work are 
given in Section V.  

II. RELATED WORK

Simulation plays an important role in testing and 
validating new ideas and concepts at several abstraction levels 
reducing the cost and effort of testing in the real world and 
supporting making smarter decisions. Several simulation 
approaches were used to simulate construction sites from 
different perspectives and for different objectives. 

Construction sites involve cyclic and repetitive work tasks 
that can be modeled and simulated by a Discrete Event 
Simulation (DES) approach [13]. Baafi and Zeng have 
developed a discrete-event truck-shovel simulation model to 
evaluate the Key Performance Indicators (KPIs) of the truck-
shovel mining system in an open-pit mine [14].  In [15], a DES 
model for an electrified quarry site with autonomous haulers 
was developed and used to optimize the scheduling of electric 
haulers. In [16], Different scenarios for an automated quarry 
site were explored using a DES model to identify potential 
emergent hazards for dynamic risk analyses. 

Parameters’ values in the simulation models need to be 
accurately calculated or estimated to trust the simulation 
results. However, in most of the above-mentioned simulation 
models, the values were extracted from manufacturers’ 
performance charts, analytical methods, or historical data 
from similar projects, which challenge the simulation results. 

In response to this challenge, Fu et al. [17] proposed a 
framework for modeling off-road transport operations at 
construction sites that use electric vehicles. The framework 
integrates two simulation approaches, a DES approach, to 
simulate the operation processes, and a DS approach to 
simulate the behavior of the electric vehicle. The framework 
was used to optimize the number of electric vehicles in the 
fleet and the results were approved practically. However, the 
proposed framework is sequential and non-interactive. 

The above-mentioned simulation frameworks do not 
consider the emergent interactions between actors at different 
levels, which challenges the trustability of the simulation 
results and requires an advanced integration framework. The 
next section proposes an integrated simulation framework that 
overcomes these challenges by enabling an event-based 
asynchronous information exchange method to trigger the 
simulation models of the interacted actors and orchestrate the 
simulation results.  
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III. THE INTEGRATED SIMULATION FRAMEWORK

In this paper, the work in construction sites is assumed to
be decomposable into several asynchronous tasks where the 
tasks are autonomous in the sense that they can act on their 
own, however, the behavior of accomplishing a task could be 
different based on the way of doing the task. This assumption 
is valid for real work in construction sites even if there is a 
high-level working schedule. Assume that a wheel loader 
oversees loading trucks for a scheduled 8-hours shift. The 
wheel loader will do this task when a truck, and of course 
loading materials, are available, and the loading behavior 
depends on the wheel loader's driving skills, the properties of 
the loading materials, and operating conditions. The schedule 
can be considered as a time constraint of the task. 

Under this assumption, the work in construction sites can 
be modeled as distributed autonomous tasks where the 
dynamics of the tasks can be modeled and simulated using 
different simulation environments as shown in Fig. 1. 

Fig. 1. The proposed simulation framework. 

In the following, the main elements of the proposed 
framework are explained. 

1) Scenario Manager: The scenario manager sets up the
tasks of the scenario and triggers some starting tasks. The 
triggered tasks will be active and start to be executed 
according to their dynamic models. They can trigger other 
tasks during their execution through the events manager, 
report their Key Performance Indicators (KPIs) to the events 
manager, and become inactive after accomplishing their tasks 
[18, 19]. 

2) Events Manager: The events manager is responsible
for executing the tasks according to the defined scenario and 
reporting the simulation results using an appropriate events 
management strategy [20, 21]. 

3) Co-Simulation: The co-simulation enables the
orchestration of the simulated distributed dynamics models in 
each task considering the interactions between them [22, 23]. 

It should be noted that the framework components can 
communicate over a network using an appropriate messaging 
protocol. Moreover, each task can be modeled and simulated 
using an appropriate approach and software which makes the 
simulation results more accurate and trustable. 

IV. A USE CASE

The case study considered in this paper is an automated 
quarry site [24, 25]. A DES model of this site is shown in Fig. 
2. The main work in this site is to move rocks and gravel from
the loading stations PCR and WL to the dumping station SCR
using automated electric haulers, called Hx. The haulers pass
through a charging station CH after each cycle. A dispatcher
at MDP instructs the haulers to move toward PCR or WL
loading station. The work can be decomposed into the
following tasks: loading task at PCR, loading task at WL,
dumping task at SCR, charging at CH, and moving between
these stations.

Fig. 2. A DES model of the automated quarry site. 

In a previous work [15], each task has assigned predefined 
properties based on real measurements and a fixed formula for 
getting the status after completing the task as detailed in Table 
I. Although this assumption is valid for some scenarios, the
emergent behaviors are not considered which could affect the
simulation results.

TABLE I. THE DES MODEL PROPERTIES [15] 

Servers/Entities Property Value Unit 

PCR Loading time 60 Sec. 

WL Loading time 90 Sec. 

SCR Dumping time 50 Sec. 

CH 

Charging power 200 kW 

Full charging time 108 Sec. 

Average charging time 60 Sec. 

Uphill 
Average energy -7.3 Wh/m 

Average speed 5 m/s 

Downhill 
Average energy +1.7 Wh/m 

Average speed 8 m/s 

S4, S5, S6 
Average energy (Hx loaded) -2.7 Wh/m 

Average speed (Hx loaded) 7 m/s 

S1, S2, S3, S7, 
S8 

Average energy (Hx unloaded) -1.1 Wh/m 

Average speed (Hx unloaded) 8 m/s 

Hx 

Max. load 15 Ton 

Max speed 10 m/s 

Battery capacity 6 kWh 

Battery efficiency 95% - 

Engine power 150 kW 



To consider the emergent behavior of the moving task, as 
an example, the dynamic behavior of the moving task has been 
parametrized and modeled in a function such that each time a 
moving task is trigged, the function is called with the 
appropriate parameters as shown in Fig. 3. The DES model 
passes the whole entity that triggered the moving task to the 
function. The function executes the moving dynamics based 
on the parameters of the passed entity and returns the time 
needed to complete the task and other related KPIs as 
parameters of the entity. Moreover, the moving dynamics can 
be changed from one call to another, resulting in changing the 
completion time and other related parameters. 

Fig. 3. Integrating moving dynamics into the DES model. 

The moving dynamics is adapted from Vehicle Dynamics 
Blockset™ [26]. It simulates a 3-degree-of-freedom (DOF) 
vehicle driving around an oval track that is specified by 
waypoints. Fig. 4 shows the traveled track during the moving 
task and Fig. 5 shows the moving task KPIs. Comparing the 
results from Fig. 4 and Fig. 5 with the values in Table I, clearly 
one can get more information about the moving task dynamics 
and make better operational decisions. 

It should be noted that the events management in this use 
case is achieved implicitly by the structure of the DES model 
[27]. Moreover, the dynamics of any actors involved in the 
moving task, such as the hauler, can be modified inside the 
function without affecting the high-level DES model which 
permits easily testing new haulers in the same scenario. 

V. CONCLUSION AND FUTURE WORK

This paper presented an integrated simulation framework 
that enables simulating the emergent interactions between 
actors at different system and operation levels. The proposed 
framework uses an event-based asynchronous information 
exchange method to trigger the simulation models of the 
interacted actors and orchestrate the simulation results. The 
presented use case showed that the proposed framework can 
simulate emergent behaviors and hence improve the accuracy 
of the simulation results. 

A sensitivity analysis of the proposed framework will be 
investigated in future work to improve its trustability. 

Fig. 4. Traveled track during the moving task. 

Fig. 5. KPIs during the moving task. 
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Abstract—High speed permanent magnet synchronous mo-
tor (HS-PMSM) has gained much interest among industrial,
transport and civil applications due to its high power density,
control accuracy and efficiency. Thanks to its good balance
between fast response and stability, the field oriented control
(FOC) with PID based cascaded speed/current loop is the most
used control strategy. However, PMSM non-linearities as well as
aging factors and model uncertainties can degrade the classical
control strategy performances in terms of disturbance rejection
capability and dynamic response. If the external disturbances
and model uncertainties cannot be directly measured, a possible
solution can be to estimate and compensate with a proper control
action. Linear active disturbance rejection control (LADRC)
based on disturbance-state observer is a promising strategy to
deal with this issue, however it suffers in terms of maximum
allowed observer bandwidth.
In this work a Fuzzy inference based adaptive LADRC (FA-
LADRC) is proposed. With respect to other mathematical based
adaptive laws, the fuzzy logic based adaptive strategy does not
need of selecting the proper control parameters value for each
application, leading to a relief of the design burden. Furthermore,
FA-LADRC can adjust the LESO bandwidth in order to reach
for faster transient response against external disturbances and
model uncertainties.

Index Terms—PMSM, Disturbance-Observer-Based Control,
LADRC, Fuzzy Logic, High Speed Electric Drives.

I. INTRODUCTION

High speed permanent magnet synchronous motors (HS-

PMSMs), or sinusoidal brushless motors, are increasingly used

in small and medium power servo drives. The main HS-PMSM

advantages are related to the absence of gearbox and external

rotor excitation which lead to size and weight reduction,

increased reliability which make it suitable for e-mobility

applications (e.g. electric vehicles, more electric aircraft).

HS-PMSMs are essentially intended for high performance

drives, where the particular specifications justify their cost,

which is usually high for the presence of valuable permanent

magnets in the rotor. However, as the target nominal speed

increases, the cost also increases. This is due to the different

materials selection and building process treatments of both the

motor winding and the mechanical structure, which are built

to deal with high electrical speed and mechanical stresses.

In particular, the low values of the stator winding resistance

and inductance, resulting from the motor design, make their

control a challenge [1], [2].

Furthermore, one of the problems related to high speed

operations is the high ratio value between the fundamental

frequency and sampling frequency of the system. The latter

would inevitably lead to instability if the controller does

not take properly into consideration the converter and motor

dynamics impact in higher ratios [3].

Cascaded speed/current control loops based on optimally de-

signed PID controllers has been historically used in electric

motors applications due to its good balanced performance

between steady-state and transient response [4], [5].

However, PID control strategy cannot ensure a remarkable

rejection capability against PMSM nonlinear behaviour and

uncertainties related to its model. Moreover, aging factors as

well as parameter variation can further decrease the control

performance in terms of dynamic response and rejection

capability. In order to cope with these issues, more enhanced

control strategies such as sliding-mode and robust model ref-

erence control [6]–[8] have been proposed. Another promising

strategy, in the context of the disturbance observer based

control, is represented by active disturbance rejection control

(ADRC) as it has proven to be a robust control and not

dependent on the plant mathematical model [9]. However, the

complex structure of the ADRC leads to a challenging design

procedure.

The linear ADRC (LADRC) was proposed to overcome this

problem [10]–[13]. In fact, its linear structure allows an easier

design based only setting the linear extended state observer

(LESO) and the closed-loop control system bandwidths. Intro-

ducing an adaptive law in order to adapt the closed-loop sys-

tem bandwidth and the LESO bandwidth during the transient

response can lead to strengthen performances of the LADRC

system [14]. In the context of selecting the proper adaptive law

for the bandwidths adjustment, some considerations should be

made. Strongly mathematical based adaptive laws, like in [14],

are depending on the tuning of multiple parameters which

could lead to challenging optimal tuning process for each

application. In this work, a Fuzzy inference based adaptive

LADRC (FA-LADRC) is proposed and applied to the external

speed control loop of an high speed PMSM.

The fuzzy logic presents many advantages with respect to the
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other adaptive laws. In fact, no parameters are involved, as

it basis on the if-then logic linguistic rules and the prob-

lem solution can be cast in terms of human operators can

understand. In this way, his experience can be directly used

to program the control law. The paper is divided as follows:

Section II describes the PMSM model, Section III explains the

LADRC strategy and the frequency domain analysis, Section

IV describes the proposed FA-LADRC and its design, Section

V gives proof of the concept with extensive simulation results,

in Section VI the high speed PMSM set-up is presented.

Finally, Section VII ends the paper with some concluding

remarks.

II. PMSM DYNAMIC MODEL DESCRIPTION

The electro-mechanical model of the PMSM in the d-q
frame is:


























vsd(t) = Rsisd(t) +
dλsd

dt
− ωr(t)Lsq isq(t)

vsq(t) = Rsisq(t) +
dλsq

dt
+ ωr(t)Lsd isd(t) + ωr(t)ψpm

J
dωr(t)

dt
= Te − TL −BJωr(t)

(1)

where vsd and vsq are the d-q frame stator winding voltages;

isd and isq are the d-q frame stator currents; λsd and λsq are

the d-q axis frame fluxes; ωr is the electrical speed; ψpm is

the permanent magnet flux; Rs, Lsd and Lsq are the winding

resistance and the d-q frame inductance respectively; Te, TL,

BJ and J are the electromagnetic torque, the load torque,

the friction coefficient (which will be neglected for sake of

simplicity) and the total system inertia respectively.

The torque provided by a surface PMSM is:

Te =
3

2
npψpmisq = Ktisq (2)

where np and Kt, are the number of pole-pairs and the torque

constant respectively. The mechanical balance equation in (1)

can be rewritten by lumping all the disturbances as following:

dωr(t)

dt
= b̄isq + f (3)

where

f = (b− b̄)isq −
TL
J

−
BJωr(t)

J

b̄ =
1.5npψ̄pm

J̄
, b =

1.5npψpm

J

(4)

where b consists of the actual PM flux and inertia whereas

b̄ is related to the estimation of the same quantities. f is the

lumped disturbance, comprehensive of internal and external

disturbances.

III. LADRC STRATEGY

The block diagram of the LADRC strategy applied to the

control of an HS-PMSM is depicted in Fig. 1. With respect

to the classic FOC strategy [4], [5], the LADRC replaces the

speed PI controller with a pure proportional gain Kp. The

PI current loop regulator is tuned according to the Technical

Optimum Method [15] and its dynamics depends on the

global delay time constant (PWM + computational delay)

τΣi = 1.5 Ts, where Ts is the sampling period.

The lumped disturbance estimation f is carried out by

means of the LESO [11].

The latter is constructed as reported in Fig. 1:






ż1 = z2 − β1e1 + b̄ isq

ż2 = −β2e1

e1 = z1 − ωr

(5)

where z1 and z2 are the observer state variables, β
1

and β2 are

the LESO gains (to be properly designed), e1 is the electrical

speed estimation error. In particular z1 is the speed tracking

value, while z2 is the tracking value of the lumped disturbance

(f ).

The output of a proportional controller, u0 = Kp eω , can be

compensated by the lumped disturbance estimation variable as

follows:

i∗sq =
u0 − z2

b̄
(6)

The design of the LESO control gains starts from the state-

space representation of the system as in [15], [16]:

[
ż1
ż2

]

=

[
−β1 1
−β2 0

]

︸ ︷︷ ︸

Aβ

[
z1
z2

]

+

[
b̄ β1
0 β2

]

︸ ︷︷ ︸

Bβ

[
isq
ωr

]

. (7)

Then the characteristic equation can be obtained as:

det(sI −Aβ) = 0 (8)

where I is the identity matrix. By applying the poles placement

method, the following equation is obtained:

s2 + β1 s+ β2 = (s+ ω0)
2 (9)

thus
β1 = 2ω0

β2 = ω2

0

(10)

where ω0 is the LESO bandwidth. The proportional gain Kp

is designed such that the LADRC and the FOC closed loop

bandwidths are the same.
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Fig. 1. LADRC block diagram.



ωr(s) = −
np

J

2τ2
Σis

4 + (2τΣi + 4ω0τ
2

Σi)s
3 + (1 + 4ω0τΣi)s

2 + 2ω0s

2τ2
Σis

5 + (2τΣi + 4ω0τ2Σi)s
4 + (1 + 4ω0τΣi)s3 + (2ω0 + αKp)s2 + α(2ω0Kp + ω2

0
)s+ αω2

0
Kp

TL(s) (12)

ωr(s) = α
Kps

2 + 2ω0Kps+ ω2
0
Kp

2τ2
Σis

5 + (2τΣi + 4ω0τ2Σi)s
4 + (1 + 4ω0τΣi)s3 + (2ω0 + αKp)s2 + α(2ω0Kp + ω2

0
)s+ αω2

0
Kp

ω∗

r (13)

A. LADRC Frequency Domain Analysis

One of the main advantage of the LADRC implementation

with respect to the ADRC is the possibility to study the system

stability and dynamic response by using the classical linear

systems theory. The overall disturbance-output transfer func-

tion is computed by setting null the speed setpoint, ω∗

r = 0.

The speed variable in Fig. 1 can be written in the s-domain:

ωr(s) =
np

Js

[

−

Kt

b̄

Kps
2 + (2ω0Kp + ω2

0
)s+Kpω

2

0

(2τ2
Σi

s2 + 2τΣis+ 1)(s+ 2ω0s)
ωr(s)− TL

]

(11)

The final transfer function can be obtained as in (12), where

α =
Ktnp

Jb̄
. The corresponding Bode Diagram based on the

motor parameters (Tab. I) and for different values of ω0

is depicted in Fig. 2. By increasing the LESO bandwidth,

the attenuation increases at low frequencies. However, the

increased LESO bandwidth has an influence on the global

control system dynamic as shown in Fig. 2 by the resonance

peaks located in higher frequency regions.

In other words, the higher the LESO bandwidth, the more

oscillating is the speed response to external disturbances.

When the load disturbance is null, TL = 0, the reference-

output transfer function is obtained in (13). The effects of

the LESO bandwidth on the stability of the speed loop has

been evaluated by means of the root locus on (13), while the

proportional gain Kp is kept constant, as shown in Fig. 3. In

general, in this case, the motor is tested with a rotor speed

not higher than 10krpm and the switching frequency of the

converter has been fixed at 10kHz resulting in a fundamental

to sampling frequency ratio of
ff
fs

= 0.03, confirming a stable

operation for the system under study [3].

By increasing the LESO bandwidth value, the poles ap-

proach the marginal stability limit introducing more oscillation

in the speed response, in accordance to the previous analysis.

To ensure the fairest comparison possible between the control

strategies, the LADRC proportional gain Kp has been tuned in

such way that the two analyzed control systems will approxi-

mately provide the same control bandwidth. As consequence,

the control systems will provide similar performance in terms

of response time. The proportional gain value which is able

to guarantee the above mentioned condition has found to be

Kp = 850 as shown in Fig.4.

IV. FUZZY INFERENCE BASED ALADRC

The LADRC strategy can be enhanced by introducing an

adaptive law which adjusts the LESO bandwidth accordingly

to the speed error due to external disturbances. The LESO

bandwidth is higher when the speed error is high, providing a

better rejection capability. The proposed adaptive LADRC law
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Fig. 2. LADRC Bode Diagram; Rejection capability for different ω0 with
Kp = 850.
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is based on a Fuzzy inference logic (FA-LARDC) as shown

in Fig. 5. To build the FA-LADRC strategy the error signal

is normalized with respect to the maximal speed error for

the given setpoint and used as input in the fuzzy inference

process. The input set of language variables is defined as

in [19] U = {NB,NM,NS,ZO, PS, PM,PB} while the

output set is Y = {ZO,PS, PM,PB}.

All the variables are characterized by a triangular distribution.

The main purpose of FA-LADRC is to make the LESO
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bandwidth ω0 adaptable following the criterion:

• High values of ωo for high speed errors, to maximize the

performance during transient.

• Low values of ωo for small speed error values, to provide

reduced noise sensitivity and less system oscillation;

Fig. 5 shows the resulting FA-LADRC block diagram where

the adaptive law is obtained:

ω̄0 = ω0min +∆ω0 fuz(eω,norm)

∆ω0 = ω0max − ω0min

(14)

where ωo min, ωo max are the min and max bandwidths values

and fuz (eω,norm)ϵ[0, 1] is the fuzzy inference block output

that allows the bandwidth to be adjusted during the speed tran-

sient. As shown in Fig. 6, each error bin is linked to the related

fuzzy output through if-else based rules. For example, when

the error is either Negative Big (NB) or Positive Big (PB) the

fuzzy output will be PB, this means that fuz (eω,norm) will

be close to unity and the LESO output bandwidth will be the

maximum.
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TABLE I
MOTOR MAIN PARAMETERS

Motor parameters

Parameter and measure unit Value

Vn, Nominal line-line voltage (V) 400
Rs, Winding resistance (Ω) 0.2

Lsq , Inductance (mH) (at T = 20C) 0.37
ωn, Nominal speed (Krpm) 20
np, Number of pole-pairs 2
Te,n, Nominal torque (Nm) 4.80
Pn, Nominal power (kW ) 10
J , Inertia (kgmm2) 3754.9

fsw, switching frequency (kHz) 10

V. SIMULATION RESULTS

To prove the effectiveness of the proposed method Matlab-

Simulink simulations are carried out, comparing FA-LADRC,

LADRC and FOC speed response. The PI controllers in the

FOC strategy has been tuned according to the Technical Opti-

mum and Symmetrical Optimum methods for the current and

speed control loop respectively [15]. The FOC loop bandwidth

is used as benchmark for the LADRC and the proposed FA-

ALADRC. Based on the main motor parameters in Tab. I,

the proportional gain value of Kp = 850 has been found to

be the one which makes the LADRC closed loop bandwidth

equal to the FOC one. The LESO bandwidth has been chosen

in such way to contain speed oscillations and at the same

time providing good rejection capability. The simulations are

performed considering the following min and max LESO

bandwidth: ω0 = ω0min = 900 rad/s, ω0max = 2800 rad/s.
Fig. 7-(a) depicts the disturbance rejection capability of

the three control strategies when a nominal torque step is

applied at t = 2.4 s. The FA-LADRC (orange line) is

able to reject the step disturbance better than the other two

strategies, reaching for a 1.77 rpm speed negative peak against

the peaks of the FOC (2 rpm) and LADRC (1.83 rpm).

Similarly, the FA-LADRC is able to reject a low frequency

periodic disturbance as shown in Fig. 7-(b). In this case,

the FA-LADRC is able to contain the peak-to-peak speed

oscillation in a range of 0.44 rpm. The FOC and LADRC,
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Fig. 7. Rejection capability compared between different control strategies. (a)
Nominal torque step disturbance; (b) 4.80Nm sinusoidal torque disturbance
with a frequency of 10 Hz.

in this case, lead to a 0.59 rpm and 0.75 rpm peak-to-peak

speed oscillation respectively. The reduction of oscillations

is important, especially for applications with periodic load

disturbance (for example in drilling applications as discussed

in [13]).

A. System Robustness Analysis

The LADRC is able to account for the system parameters

uncertainties integrating them into the lumped disturbance f
as highlighted in (3). To test the different control strategies

robustness against model uncertainties, a 3.5 Nm load torque

step has been applied in case of inertia and flux linkage mis-

match. To highlight the good performance of the used method,

one of the worst cases is considered where Jpm = 2 J̄pm (Fig.

8-(a)) and ψpm = 0.5 ψ̄pm (Fig. 8-(b)). FA-LADRC performs

better than the other two control strategies since its response

is faster and overshoot-free. This is a central aspect since the

motor parameters can change during operation.

VI. EXPERIMENTAL SETUP DESCRIPTION AND FUTURE

STEPS

An high speed PMSM test bench has been developed at

the CAU in Kiel. The rotor position θ(t) is measured by

means of a resolver. Subsequently, the speed is calculated and

filtered of measurement noise. The control strategy algorithm

is implemented and processed by a d-Space MicrolabBox. The

motor is driven by a Hybrid Active Neutral Point Clamped (H-

ANPC) Converter. The load is represented by an Eddy Current
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Fig. 8. Step disturbance rejection capability in case of parameters mis-
match.(a) Inertia mismatch. (b) Flux linkage mismatch.

Brake (ECB) whose retarding torque can be controlled by

controlling its exciting current. A picture of both the motor

and ECB is shown in Fig. 9-(a), whereas the three phase H-

ANPC converter and the control box can be seen in Fig. 9-(b).

As next step, the impact of higher frequencies ratio on the

overall system stability and the experimental evaluation of the

proposed FA-LADRC will be carried out.

VII. CONCLUSIONS

In this work, a FA-LADRC has been proposed to improve

the LADRC performance in terms of rejection capability to

load torque variations with intuitive if-else adaptive rules.

Simulations have been carried out to prove the benefit of the

proposed strategy. Simulations carried out with FA-LADRC

confirm a faster speed response with respect to the classical

FOC and LADRC strategy, both in case of load step variation

and model uncertainties. In case a periodic load disturbance

is applied, FA-LADRC reduces the overall oscillation of 25%

and 41% with respect to LADRC and FOC respectively.

As a consequence, FA-LADRC is a suitable candidate in high

speed applications with continuous disturbance actions.
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Abstract—This paper presents a new torque control function for 

torque ripple reduction in switched reluctance drives. The 

approach is based on the maximum utilization of available dc link 

voltage, extending the zero torque-ripple speed range. The 

approach is suitable for switched reluctance machines with any 

number of phases and stator/rotor poles. Soft switching control is 

deployed, which reduces switching losses. At any instant, only one 

phase current is controlled, significantly reducing the control 

complexity. Simulations are carried out on a four-phase 8/6, 4kW 

SRM in MATLAB/Simulink.  

Keywords—Electric vehicles, switched reluctance motor, torque 

ripple minimization, torque sharing function. 

I. INTRODUCTION

The switched reluctance machine (SRM) has many merits, 

such as robustness, simple construction, low cost, and no 

permanent magnets [1], [2]. However, its deployment in servo 

applications is restrained due to: firstly, acoustic noise caused 

by radial vibration [3], secondly severe torque ripple (TR) 

during commutation (the transfer of torque production from an 

outgoing phase to an incoming phase) due to the discrete and 

non-linear nature of SRM torque production [4], and thirdly 

non-standard converter bridge configuration [5]. The high 

torque ripple may cause mechanical vibration stresses (possibly 

resulting in mechanical resonance effects) and speed oscillation 

at low speeds, which are undesirable in applications such as the 

electric vehicle (EV) [6], [7]. Many solutions have been 

proposed to alleviate the first two undesirable SRM features [8]. 

Generally, two main approaches are available to reduce TR: 

the machine design approach and the control approach [9]. 

Modifying the machine design is limited to a narrow speed 

range and for rated load conditions. Moreover, changes to the 

basic rotor/stator design result in reduced power output, an 

unacceptable SRM limitation in EVs. As opposed to the 

machine design approach, the control approach is less 

expensive, more effective, and flexible, and can cover a wide 

range of speeds [10]. 

Among different control approaches, torque sharing 

functions (TSFs) reliably reduce the TR generated during 

commutation [11]. In [12], the objective was to optimize linear 

and sinusoidal TSFs to reduce TR along with phase rms current. 

However, saturation was neglected, and analytical expressions 

were required to optimize the process. In [13], the concept of 

maximum rate of change of flux linkage was introduced to 

assess conventional TSFs (linear, sinusoidal, cubic, and 

exponential). It was shown that a low rate of change of flux 

linkage increases the ripple-free speed range. In addition, 

optimal values for turn-on and overlap angles were advised.  

A logical non-linear TSF was proposed in [14], with no 

attention to the maximum rate of change of flux linkage. In [15], 

an online TSF was proposed, where the selection between 

incoming and outgoing phases during commutation is 

determined based on the value of the rate of change of flux 

linkage. Nevertheless, this method requires a PI controller to 

compensate for the error between the reference and estimated 

torque. Also, converting the torque expression to the current 

expression requires an analytical formula.  

An offline TSF was presented in [16], which offers a trade-

off between low rms current and low rate of change of flux 

linkage. The model requires accurate analytical expressions to 

derive the current profiles. A direct instantaneous torque control 

(DITC) based TSF was proposed in [17], which requires fewer 

current sensors. However, the phase current detection accuracy 

is low. Also, circuit modification and two high-frequency pulse 

width modulation (PWM) signals are required for phase current 

extraction.  

A hybrid switching mode (a combination of hard and soft 

switching) was proposed in [18] instead of the hard switching 

mode usually adopted in conventional TSFs.
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However, there was no illustration of this method's maximum 

ripple-free speed range. In [19], an off-line TSF based on SRM 

magnetic characteristics was proposed, where a weighting 

parameter is adjusted to minimize the rms current, while 

ensuring that the rate of change of flux linkage is below the dc 

link voltage, for accurate current tracking. In [20], a TR 

minimization technique based on a non-linear modulating factor 

was proposed for a four-phase, 8/6 SRM, where TR is reduced 

by modifying the incoming phase current. However, the 

proposed technique requires modification to be implemented for 

SRMs with a different number of phases and stator/rotor poles. 

Moreover, the technique is based on mathematical modeling of 

the SRM, which is prone to inaccuracy due to severe SRM non-

linearity. 

In the literature, all TSFs have some salient shortcomings, 

which can be summarized as follows: 

• The dc link voltage is not fully exploited, limiting the

ripple-free speed range.

• Hard or hybrid switching is required for accurate

current tracking, increasing switching losses.

This paper presents an offline torque control function (TCF, 

as opposed to a TSF, since torque will be controlled by only 

controlling one phase) based on SRM magnetic characteristics. 

The new TR analysis concept is introduced, separating torque 

ripple into two independent parts: phase commutation torque-

ripple and switching (PWM/ hysteresis) torque ripple.  

The merits of the proposed TCF are: 

• The method is suitable for SRMs with any number of

phases and stator/rotor pole numbers.

• Maximum utilization of available dc link voltage is

achieved at turn-on and turn-off, with no switching.

• The SRM maximum speed range with theoretically

zero TR (commutation ripple elimination, leaving

ripple due to PWM switching only) is determined.

• Soft switching control is deployed (as opposed to hard

or hybrid switching usually adopted for traditional

TSFs), reducing switching losses.

• The proposed TCF requires switching for a period

equal to the stroke angle instead of the full conduction

period, reducing switching losses.

• At any instant (regardless of the number of phases

conducting simultaneously), only one phase current is

controlled, hence termed torque control function, TCF.

The paper is organized as follows: Section II presents the 

new off-line TCF with the proposed control technique. 

Section III investigates the maximum torque ripple-free speed 

range achieved at different torque demands using the proposed 

TCF. Simulation results are given in Section IV. Section V 

compares the proposed TCF with conventional TSFs. 

Conclusions form section VI. 

II. PROPOSED OFF-LINE TCF

The proposed TCF for commutation ripple reduction is 

based on generating a flux linkage profile that fully utilizes the 

available dc link voltage at both turn-on and turn-off. This flux 

profile is transformed into a current profile stored in a look-up 

table (LUT). Fig. 1 shows the block diagram of the proposed 

TCF. 

A four-phase, 8/6 SRM, with specifications in Table I, is 

used to demonstrate the proposed TCF. The rotor pole pitch and 

the phase shift for an 8/6 SRM are 60º and 15º, respectively. For 

the SRM under study, the unaligned position is at 300, while the

aligned position is at 60º (negative torque 0 to 30º, positive 

torque 30º to 60º). All the angles are given in mechanical 

degrees.  

The SRM is driven by a conventional asymmetric half-

bridge with two switches and two diodes per phase, where the 

three possible phase voltages are ±Vdc and 0V. 

TABLE I 

SPECIFICATIONS OF SRM (4 KW AT 1500 RPM) 

Parameter Value Parameter Value 

No. of motor phases m 4 Rotor outer radius 45 mm 

Stator/rotor poles 𝑁𝑠/𝑁𝑟 8/6 Thickness of rotor yoke 15 mm 

stator pole arc/ pole pitch 0.42 Motor axial length 155 mm 

rotor pole arc/pole pitch 0.35 Length of air gap 1 mm 
Turns per pole N 90 Stator inner radius 46 mm 

DC link voltage 𝑉𝑑𝑐 415 V Stator outer radius 83 mm 

Phase resistance R 0.8 Ω Thickness of stator yoke 12 mm 

Rated current 12.6 A Shaft radius 15 mm 

One or two phases (simultaneously) conduct to generate the 

required torque. The conduction period for each phase is limited 

to a maximum of 30º to avoid operation in the negative torque 

production region. Fig. 2 shows the phase torques and total 

torque for an arbitrary conduction period, 15° < {θb - θa} ≤ 30°. 

In regions I and III, two phases overlap and produce 

additively the demand torque. While in region II, only one phase 

produces the required torque. If the conduction period is 30º 

(that is, θa = 30° and θb = 60°), the second region (region II) 

vanishes, and only regions I and III exist. 

 The goal is to generate a phase torque profile, which fully 

utilizes the available dc link voltage and, in so doing, will offer 

the widest zero TR speed range. The phase torque profile will 

be composed of five parts. To illustrate the concept, a numerical 

example is given with θa = 35° and θb = 55°.  

When the incoming phase is at 35°, the full positive dc link 

voltage +Vdc is applied (continuously - no switching) to this 

phase for rapid current, and hence torque, build up, in portion 1. 

(In this case, the incoming phase is termed the master phase). 

Simultaneously, the outgoing phase is at 50° (due to a 15° phase 

shift). The outgoing phase generates the rest of the torque so that 

the torque demand level is reached, portion 2 (in this case, the 

outgoing phase is termed the control phase). Thus, the torque 

profile forming the two portions 1 and 2 are known. 

When angle θx is reached, the outgoing phase takes 

precedence. Hence the outgoing phase becomes the master 

phase, and full negative dc link voltage -Vdc, portion 3, is applied 

(continuously – no switching) for rapid current extinction. 

Simultaneously, the incoming phase becomes the control phase, 

portion 4, supplying the torque deficiency to maintain the torque 

demand. Thus, the torque portions 3 and 4 are known. Finally, 

portion 5, region II, is when only one phase conducts to generate 

the demanded torque.  



Fig. 1 Block diagram of the proposed TCF. 

Concatenating the five portions, the phase torque profile is 

obtained. Table II demonstrates this process in the overlap 

region (the single-phase conduction region, portion 5, is 

excluded). 

Table II ILLUSTRATION OF PROPOSED TCF DURING OVERLAP 

Phase Angle Voltage 

Incoming 35°→ 35°+θx 35°+θx → 40° Fix (+𝑉𝑑𝑐) Variable

Outgoing 50°→ 50°+ θx 50°+ θx → 55° Variable Fix (−𝑉𝑑𝑐)

T
dem
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Fig. 2 Illustration of the proposed TCF. 

The final step is to calculate the value of 𝜃𝑥
0 which

maximizes the zero TR speed ωn (𝑟𝑝𝑚).

Equation (1) defines the voltage equation at turn on/off for 

one SRM phase, neglecting phase winding resistance. 

±𝑉𝑑𝑐 = 𝑑𝜆
𝑑𝑡⁄ (1) 

where λ is the flux linkage. +Vdc is applied (continuously) at 

phase turn-on (portion 1), while -Vdc is applied (continuously) 

at phase turn-off (portion 3). Integrating (1) yields 

 𝜆𝑓 − 𝜆𝑖 = ±𝑉𝑑𝑐𝑡 (2) 

where 𝜆𝑓, 𝜆𝑖 are the final and initial values of flux linkage,

respectively, and t is time. At phase turn-on, the initial flux 

linkage of the phase winding is zero. Hence the final flux 

linkage is calculated by: 

(𝜆𝑓)𝑖𝑛 =
+𝑉𝑑𝑐 𝜃𝑥

0 − 𝜃𝑎
0

6𝜔𝑛

. (3) 

At phase turn-off, the flux linkage must decay to zero at the 

aligned position. Hence, the final flux linkage is zero, and the 

initial flux linkage is calculated from 

−𝜆𝑖 𝑜𝑢𝑡 =
−𝑉𝑑𝑐 𝜃𝑏

0 − 150 − 𝜃𝑥
0

6𝜔𝑛

. (4) 

Equations (3) and (4) are solved iteratively to calculate 𝜃𝑥
0 and

𝜔𝑛 ensuring that (5) is satisfied.

𝑇𝑑𝑒𝑚 = 𝑇 {(𝜆𝑓)𝑖𝑛 ,  𝜃𝑥 } + 𝑇{ 𝜆𝑖 𝑜𝑢𝑡 ,  15
0 + 𝜃𝑥 } (5) 

where 𝑇𝑑𝑒𝑚 is the demand torque. For the numerical example

with a demand torque of 25 Nm, the angle 𝜃𝑥
0 is 36.65°, 𝜔𝑛 is

355 rpm, (𝜆𝑓 )𝑖𝑛is 0.32 Wb-t and  𝜆𝑖   𝑜𝑢𝑡 is 0.65 Wb-t. The

developed phase torques for the incoming and outgoing phases 

are 10.35 Nm and 14.65 Nm, respectively, and the rms phase 

current is 11.63 A. 

III. ZERO TR SPEED RANGE OF THE PROPOSED TCF

This section investigates the maximum torque ripple-free 

speed range achieved at different torque demands using the 

proposed TCF. The maximum speed range with zero TR is 

calculated for 25%, 50%, 75%, and 100% full load torque 

(FLT).  
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Fig. 3 SRM performance at FLT and 1065 rpm using proposed TCF (Current source model). 

(a) Flux linkage waveform, (b) Rate of change of flux linkage (voltage demand), (c) Current waveforms, and (d) Torque waveforms.

The maximum conduction period for each phase is 30°. The 

corresponding maximum ripple-free speed at FLT is 1065 rpm. 

SRM performance is illustrated in Fig. 3. The flux linkage 

profile is shown in Fig. 3a, which is linear near the unaligned 

and aligned positions. This is expected as the full dc link 

voltage, either positive or negative, is applied (continuously) on 

the phase winding at turn-on and turn-off, respectively, as 

highlighted in Fig. 3b. The required current profiles are 

demonstrated in Fig. 3c. Finally, torque waveforms are plotted 

in Fig. 3d which shows zero TR operation. 

The maximum speed, rms, and peak currents are calculated 

for different torque demands, namely; 25%, 50%, and 75% 

FLT. The results (including FLT) are summarized in Table III. 

Table III TCF PERFORMANCE AT DIFFERENT TORQUE DEMANDS 

𝑇𝑑𝑒𝑚 (% FLT) 100% 75% 50% 25% 

𝜔𝑛 (rpm) 1065 1210 1455 2045 

𝐼𝑟𝑚𝑠 (A) 12.66 10.79 8.75 6.18 

𝐼𝑝𝑒𝑎𝑘 (A) 29.1 24.8 20 14.25 

 The proposed TCF extends the zero TR speed range at 

different torque demands. With an FLT base speed of 1500rpm, 

a zero torque zero ripple FLT at 1065 rpm means that 71% of 

the FLT speed range can be torque ripple free. 

IV. SIMULATION RESULTS

In the previous sections, a TCF was proposed, which 

eliminates TR during phase commutation. The results were 

produced using an ideal current source (no semiconductor 

switching), where the source terminal voltage indicates the 

switch state duty cycle. However, when tracking the generated 

current profiles (that produce zero commutation torque ripple) 

with a voltage source converter, another form of TR appears due 

to switching, which produces current ripple (whence torque 

ripple will be termed switching 𝑇𝑅𝑠𝑤, as opposed to

commutation torque ripple 𝑇𝑅𝑐𝑜𝑚).

This section investigates SRM dynamic performance using 

the proposed TCF, and the effect of voltage switching (current 

ripple) on the generated TR is discussed.  

The current is sampled at 200 kHz, and the hysteresis band 

is 0.3 A (specification parameters well within the bounds of flux 

gate current measurement technology). Results of the proposed 

TCF are presented at FLT and 1065 rpm, as illustrated in Fig. 4. 
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(a) 

(b) 

𝑇𝑅𝑠𝑤 = 4% 

(c) 

Fig. 4 SRM performance at FLT and 1065rpm using the proposed TCF. 

(a) Rate of change of flux linkage (voltage demand), (b) Current waveforms, 
and (c) Torque waveforms. 

The phase conduction period is 30°. The rate of change of 

flux linkage (voltage demand) is demonstrated in Fig. 4a, along 

with the actual phase voltage.  During turn-on and turn-off, there 

is no switching since the voltage is in either of the continuous 

±Vdc modes. Hence, the switching ripple is zero, and 

advantageously, no switching losses occur. Prior knowledge of 

the required voltage demand allowed using soft switching 

control (0V loops). When the voltage demand is positive, and 

both switches have periods simultaneously on (+Vdc), the 

switches are alternately turned off to alternate the zero-volt 

loops. When the voltage demand is negative, and both switches 

have periods of being simultaneously off (–Vdc), each switch is 

alternately turned on to create alternating zero-volt loops. This 

alternating 0V loop method balances the switching losses, and 

halves switch switching frequency. 

Fig. 4b shows actual and reference phase currents showing 

excellent tracking at the unaligned and aligned positions. 

The phase torques, along with the total developed torque, are 

illustrated in Fig. 4c. A 4% torque ripple 𝑇𝑅𝑠𝑤 due to switching

is recorded. This is the sole torque ripple here, as the torque 

ripple 𝑇𝑅𝑐𝑜𝑚  due to commutation is completely eliminated.

Given that the Nm/A is high in the switching region, only an 

increase in switching frequency (narrower hysteresis band) can 

reduce the TR. Using a 0.1 A hysteresis band reduces the 

switching 𝑇𝑅𝑠𝑤 from 4% to 2%.

V. COMPARISON BETWEEN PROPOSED TCF AND 

CONVENTIONAL TSFS 

This section presents a comparison between the proposed 

TCF and conventional TSF. As the Cos TSF method produces 

the best performance (it accounts for the SRM non-linearity as 

opposed to linear TSF), it is taken as a reference for comparison. 

(a) 

(b) 

Fig. 5 Comparison of SRM performance at FLT and 1065rpm using the 

proposed TCF against the Cos TSF method. 
(a) Torque waveforms, and (b) Current waveforms. 



Since the paper aims to investigate the ripple-free speed 

range of the SRM (i.e., minimization of commutation TR), 

therefore, the comparison presented in this section is carried out 

at high switching frequency to attenuate the effect of switching 

TR (which is inevitable in any TR minimization approach), 

leaving only the TR due to commutation. This will highlight the 

advantages of the proposed TCF compared to the conventional 

Cos TSF method. 

Fig. 5 compares the performance of the proposed TCF 

against the Cos TSF at FLT and 1065rpm with 30o conduction

period (i.e., for Cos TSF turn on is at an unaligned position, 

while turn off is adjusted to result in actual current extinguishing 

at an aligned position), where torque waveforms are 

demonstrated in Fig. 5a showing smooth ripple-free torque 

waveform using the proposed TCF. Conversely, at the same 

speed and FLT, the Cos TSF method produces 20% TR solely 

due to commutation. 

Fig. 5b shows the phase current profiles for both approaches, 

where the proposed TCF produces current values of 12.66A rms 

with 29.1 A peak against 12.61 A rms and 29.5 A peak for the 

Cos TSF method. Results are close and within the current rating 

of the SRM under study. 

VI. CONCLUSION

A new TCF has been proposed and investigated, which 

exploits maximum utilization of the dc link voltage at phase 

turn-on and turn-off. This extends the zero TR speed range 

significantly. This TCF is adaptable to any SRM with any 

number of phases (≥3) and stator/rotor pole number. Only 

magnetic characteristics (either obtained using FEA or 

experimentally) are needed. The SRM maximum speed range 

with theoretically zero TR was determined. The proposed TCF 

is characterized by low switching losses, as switching is 

required only for a conduction period equal to the stroke angle. 

In addition, soft switching is used as opposed to conventional 

TSFs that require either hard or at least hybrid switching. The 

proposed TCF was tested on a four-phase, 8/6 SRM, where 

ripple-free operation was possible up to 71% of the base speed. 

Theoretical results were validated by simulation. 
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Abstract— The dc-link voltage, switching frequency, and 
modulation strategy all have significant influence on the power 
losses and output current total harmonic distortion (THD) of a 
voltage source inverter (VSI). However, there is not a thorough 
study of the VSI performance in a traction electric drive 
considering all these parameters present in literature. This paper 
aims to investigate how the VSI parameters impact the 
performance of a VSI in a simulated permanent magnet 
synchronous motor (PMSM) traction drive under various 
modulation strategies. Analytical methods used to evaluate 
inverter performance under various modulation strategies are 
presented to validate the simulation outcomes. A VSI-fed traction 
electric drive with a 100 kW PMSM is modelled and simulated at 
several operating points under various modulation strategies and 
VSI parameters. The considered modulation strategies are 
sinusoidal pulse width modulation (SPWM), space vector PWM 
(SVPWM), discontinuous PWM zero (DPWM0), various DPWM 
variants such as DPWM1, DPWM2, and DPWM3, with VSI dc-
link voltages and switching frequencies ranging from 300 to 420 V 
and 5 to 15 kHz, respectively. 

Keywords—Continuous pulse width modulation, discontinuous 
pulse width modulation, permanent magnet synchronous motor, 
total harmonic distortion, voltage source inverter.  

I. INTRODUCTION

Electric vehicles (EVs) show great promise in the reduction 
of greenhouse gas emissions and demand for oil which both 
have negative effects on the environment [1], [2]. Permanent 
magnet synchronous motors (PMSMs) are extensively used in 
traction vehicle applications due to their high-power density, 
robust operating abilities, and reduced power losses due to the 
absence of rotor windings [3], [4]. Furthermore, two-level three-
phase voltage source inverters (VSIs) are widely selected as the 
inverter for EV applications. These converters utilize six 
semiconductors to produce an output voltage with a controlled 
magnitude and frequency through a control strategy known as 
pulse width modulation (PWM) [5]-[7]. Thus, the PMSM drive 
for EV applications consists of a VSI, battery, dc-link capacitor, 
controller, and the PMSM as highlighted in Fig. 1. The selected 

dc-link voltage, switching frequency, and PWM strategy all
influence the performance of the VSI in terms of generated
power losses and total harmonic distortion (THD) produced in
the output currents [7]-[18]. By considering the performance of
the VSI the efficiency of the overall motor drive can be
improved for EV applications.

In PWM, the period that a semiconductor switch is on during 
a fundamental cycle is adjusted to provide a voltage with a 
controlled magnitude and frequency at the output. There are a 
handful of PWM strategies including sinusoidal PWM (SPWM) 
and space vector PWM (SVPWM) that are commonly employed 
in industrial applications [6]-[8], as well as several more 
methods proposed in literature to improve the performance of 
the VSI or overall motor drive [9]-[16]. 

Fig. 1.  Electric drive showing switches, dc-link voltage, and control signals.  

  
Fig. 2.  Simulated modulation and carrier waveforms for each PWM strategy. 
(a) SPWM. (b) SVPWM. (c) DPWM0. (d) DPWM1. (e) DPWM2. (f) DPWM3. 
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The evaluation of the performance characteristics of a VSI 
under various modulation strategies has become an area of 
significant research in many applications [8], [12], [16]-[18]. [8] 
provides a fundamental analysis of the waveform quality, input 
current harmonics, switching losses, and voltage gain for a 
variety of continuous PWM (CPWM) and discontinuous PWM 
(DPWM) methods including the various DPWM variants such 
as DPWM1, DPWM2, and DPWM3. Each DPWM variant 
remains clamped during a different portion of the fundamental 
period of the modulating signal as shown in Fig. 2 [10], [11]. 
[12] proposes several SVPWM switching sequences to provide
reduced switching losses and provided experimental results to
validate the proposed methods superiority to traditional
SVPWM. A novel DPWM strategy based on SVPWM is
proposed in [16] and showed the superior harmonic performance
to both SVPWM and DPWM3 at high values of modulation
ratio. In [18], the PWM-induced power losses of a PMSM are
analyzed under various modulation strategies and switching
frequencies. The analytical and experimental results found that
the machine losses can be reduced by selecting a high switching
frequency. In this study, SPWM, SVPWM, DPWM0, DPWM1,
DPWM2, and DPWM3 are considered, and their modulating
waveforms are highlighted in Fig. 2.

However, the studies highlighted above failed to 
simultaneously consider the impacts of the modulation strategy, 
as well as dc-link voltage and switching frequency on the 
inverter performance in terms of power losses and output current 
THD, or were more focused on the machine-side losses. 
Therefore, this paper aims to investigate the performance of the 
VSI in a PMSM drive under various levels of dc-link voltage 
and switching frequencies considering different modulation 
strategies to identify opportunities for system performance 
enhancement. This paper is organized as follows. In Section II, 
performance metrics that have been used to evaluate PWM 
strategies are discussed and some methods for analytically 
modelling those metrics are provided. In Section III, the closed-
loop PMSM traction electric drive simulation model is discussed 
and the power losses and output current THD are presented and 
analyzed. Finally, Section IV highlights the key takeaways 
drawn from the investigation and identifies areas for potential 
future work to improve the performance of electric traction 
drives through the selection of modulation strategy, dc-link 
voltage and switching frequency. 

II. INVERTER PERFORMANCE EVALUATION

Key VSI performance metrics such as switching losses and 
output current THD have been analytically modelled 
considering various modulation strategies [7]-[9], [13], [14]. 
This allows for a comparison of VSI performance under each 
PWM strategy which can be used to make predictions and 
validate simulation results. 

A. Inverter Power Losses

The total power losses of the VSI can generally be separated
into conduction and switching losses [19]. Conduction losses are 
independent of switching frequency and occur while the switch 
is closed and current flows across the on-state voltage of the 
device. Switching losses are highly dependent on switching 

frequency and occur in the transition period between the opening 
and closing of the switch. In [19], the conduction and switching 
losses of a three-phase inverter utilizing MOSFET’s are 
modeled with the following equations. 
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∗ 𝑓  (2) 

where, 𝐼  is the current through the device, 𝑚  is the 
modulation index,  cos is the power factor, 𝑡  and 𝑡  are the 
current rise and fall time, 𝑡  and 𝑡  are the voltage rise and fall 
times, respectively, and 𝑄  is the reverse recovery energy of the 
device. 𝐸 (𝑇) is the device turn on energy, 𝐸 (𝑇) is the turn 
off energy, 𝑅 (𝑇) is the device on-state resistance and each 
parameter is a function of temperature. According to (1) the 
conduction losses are independent of the dc-link voltage and 
switching frequency while they are dependent on the load 
current, power factor, and device characteristics. The switching 
losses of the VSI are influenced by the device characteristics, the 
amount of current passing through the device, the switching 
frequency, as well as the dc-link voltage of the inverter [19], 
[20]. According to (2), the switching losses of the inverter are 
directly proportional to the dc-link voltage and switching 
frequency. These predictions will be investigated further in the 
simulation results section. 

B. Total Harmonic Distortion (THD)

When PWM is employed in a VSI, there are unwanted
harmonics present in the output voltage and current waveforms 
that are centered around the switching frequency of the inverter 
[5]. The THD is a measure of the harmonic content present in a 
signal as a ratio of the fundamental component. The harmonics 
generated in the VSI output phase currents are directly 
correlated to the difference between the reference voltage vector 
and the VSI output voltage vector, which is in turn impacted by 
the selected modulation strategy. The harmonic distortion factor 
(HDF) is a widely used and effective metric for comparing the 
harmonic distortion of various modulation strategies [8], [9], 
[13], [14], [16], [17]. The HDF gives insight to the level of THD 
that will be produced in the VSI phase currents under various 
modulation strategies as a higher HDF value indicates that the 
modulation strategy will have higher THD in output VSI 
current. The derivation of the HDF under each modulation 
method is derived using the harmonic voltage vectors described 
by the following relation (3), [8], [13]. 

𝜆 (𝑚 , 𝑉 , 𝜃) = 𝑉 − 𝑉 𝑑𝑡
( )

 (3)



where, 𝑚  is the modulation ratio, 𝑉  is the dc-link voltage, 
𝑉  is the VSI output voltage vector q is angle of 𝑉 ,  𝑉  is 
the reference vector, 𝑛  is the cycle number, and 𝑇  is the 
switching period. (3) is normalized (hn) by dividing by the 
product of dc-link voltage and switching period by . Finally, 
the HDF is given by integrating the square of the RMS value of 
the normalized harmonic flux voltage over a fundamental cycle 
as shown in (4) [8], [13]. 

𝐻𝐷𝐹 = 𝑓(𝑚 ) =
288

2𝜋
𝜆 𝑑𝜃 (4) 

    As shown experimentally in [16] and [17], when the 
modulation index is low, the CPWM methods have superior 
harmonic performance in comparison to all DPWM methods 
under the same average switching frequency. However, as the 
modulation index increased, the performance of DPWM 
methods become comparable to SVPWM, with DPWM3 
showing the lowest HDF of all DPWM methods. The 
experimental results of the HDF are used to compare the 
outcomes of the phase current THD under each PWM method 
in the simulation results to validate the accuracy of the 
developed model against previously discovered results. 

III. SIMULATION MODEL AND RESULTS OF THE ELECTRIC DRIVE

A. PMSM Electric Drive Simulation Model

PLECS is run through MATLAB/Simulink to model and
simulate the complete PMSM electric drive for EV applications 
in this study. A SiC-MOSFET VSI was modelled in PLECS 
including a thermal description of the device characteristics in a 
look-up-table (LUT) to determine the conduction and switching 
losses of each device based on the inverter operating conditions 
[21]. The VSI coolant temperature is specified as 25˚C with an 
8 L/min flow rate for the simulations. The PMSM under 
consideration is an 8-pole machine with a peak power rating of 
100 kW, maximum stator current of 550 A, and a base speed of 
3,000 rpm. The PMSM was modelled using a constant 
parameter model based on experimental data, thus this 
investigation will not consider the non-linearities of the machine 
and will focus on the performance of the VSI.  

The PMSM drive is operated in a current control loop in 
which the PMSM mechanical speed and load torque are given 
as inputs. The load torque is specified through dq-axis current 
commands. The dq-axis currents required to produce a given 
load torque are calculated using a maximum-torque-per-ampere 
(MTPA) and flux-weakening (FW) algorithms when below and 
above the base speed, respectively [22], [23]. Several operating 
points across the torque speed map of the PMSM are simulated 
under each modulation strategy to analyze the impacts on the 
VSI performance in terms of power losses and output current 
THD in various operating regions, under 300, 360, and 420 V of 
dc-link voltages, and 5, 10, and 15 kHz switching frequencies.
Fig. 3 illustrates the VSI switching losses under each considered
modulation strategy. Fig. 3(a) shows the impact of dc-link
voltage on the switching losses, and Fig. 3(b) highlights the
impact of the switching frequency on the losses. This switching
loss data corresponds to the PMSM drive being loaded with
several torque values at 1,500 rpm. As stated in the Section III-

A, the switching losses are directly proportional to both the 
switching frequency and dc-link voltage. The simulation results 
support this statement and show that the switching losses 
increase proportionally to the dc-link voltage as well as the 
switching frequency. This relationship introduces a degree of 
freedom in the design of a VSI-fed motor drive as the switching 
losses can be controlled by adjusting the configuration of dc-link 
voltage and inverter switching frequency. Thus, by reducing the 

(a) 

(b) 
Fig. 3.  Simulated VSI switching losses for various PMSM load torques at 1500 
rpm. (a) Varying switching frequency. (b) Varying dc-link voltage. 

(a) 

(b) 
Fig. 4.  Conduction losses of VSI under various levels of dc-link voltage. (a) 
MTPA region at 2,000 rpm. (b) FW region at 4,500 rpm.    
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Fig. 5.  VSI performance at 8,500 rpm with 57 Nm load torque. (a) Switching 
losses under SPWM. (b) current THD under SPWM. (c) switching losses under 
DPWM3. (d) Current THD under DPWM3. 

dc-link voltage while increasing the switching frequency,
theoretically the switching losses could be maintained while
improving current THD.

B. Simulation Results

This scenario is simulated above and below the base speed of
the PMSM to validate the proposed outcomes. When the PMSM 
drive is controlled using a switching frequency of 5 kHz and a 
420 V dc-link voltage, the switching losses corresponding to 
operation at 2,500 rpm (MTPA region) with 235 Nm of torque 
are equal to 173.07 W, and the THD of phase current is 2.57% 
under SVPWM. If the dc-link voltage is reduced by 40% to 300 
V, while the switching frequency is simultaneously increased by 
40% to 7 kHz, THD is reduced to 1.23% while the switching 
losses remained at 173.02 W. Reducing VSI output current THD 
by more than 50% while maintaining constant switching losses. 
With a 5 kHz switching frequency and 420 V dc-link voltage at 
4,500 rpm (FW region) with 214 Nm of torque, the VSI 
produced 181.85 W of switching losses and 2.35% current THD 
under SVPWM. Reducing the dc-link voltage to 300 V, and 
increasing the switching frequency to 7 kHz, the current THD is 
reduced to 0.97% while the switching losses increased to 211.08 
W. Decreasing the THD by 58.72% while only increasing the
switching losses by 16.07%. Conduction losses also increased
by 36.76% from 923.37 W to 1,262.82 W and efficiency
dropped from 98.99 % to 98.69%. Thus, the simulations show
that in the FW region, improving phase current THD through
simultaneous increase and reduction of switching frequency and

dc-link voltage respectively, comes at the cost of sacrificing VSI
efficiency. While in the MTPA region the current THD can be
enhanced without sacrificing additional power loss.

The reason for the difference in the MTPA and FW region is 
due to the influence of the dc-link voltage on the conduction 
losses when in the MTPA region versus the FW region. Fig. 4 
illustrates that in the MTPA region the conduction losses are 
independent of the dc-link voltage, while in the FW region, the 
conduction losses are inversely proportional to the dc-link 
voltage. This is due to the relations used to determine the dq-
axis currents under each algorithm. The equations used for the 
d-axis current command in each region are highlighted in (5) and 
(6), where PM, e, 𝐿 , 𝐿 , 𝑖 , and 𝑉  are the permanent 
magnet flux linkage, electrical speed, q-axis and d-axis 
inductance, maximum rated stator current, and maximum rated 
voltage respectively [22], [23]. From (5), MTPA has no 
dependence on dc-link voltage and thus the same load current is 
applied for a given operating point regardless of the dc-link 
voltage. However, (6) shows the FW algorithm is dependent on 
the voltage limit of the inverter which is in turn determined by 
the dc-link voltage. So, at each level of dc-link voltage, new 
current commands must be calculated for a given operating 
point. As the VSI dc-link voltage is reduced, an increasingly 
large negative d-axis current is required to reduce the magnetic 
airgap flux to satisfy the voltage limit of the inverter [16], 
resulting in a higher stator current for a given load point causing 
an increase in conduction losses. The independence of 
conduction losses to the selected dc-link voltage in the MTPA 
region is what allows the phase current THD to be reduced 
without sacrificing power losses as previously highlighted. 

Fig. 5 highlights the influence of the dc-link voltage and 
switching frequency on the switching losses and VSI output 
current THD of the VSI under SPWM and DPWM3. It can be 
noted that under both strategies the highest switching losses 
occur at the highest switching frequency and highest dc-link 
voltage. The highest value of losses under DPWM3 are much 
lower than SPWM, with peak values of 450.32 W and 601.08 
W, respectively. The switching losses can be reduced through 
the reduction of either the dc-link voltage or switching 
frequency with the minimal switching losses occurring at 5 kHz 
with 300 V dc-link voltage. The VSI output current THD also 
has a strong relation to both the switching frequency and dc-link 
voltage. The VSI output  current THD can be heavily reduced 
under each modulation strategy through the increase in 
switching frequency. More switching events allows for the 
PWM strategy to perform more accurate tracking of the 
reference voltage vector which allows for reduced harmonic 
distortion at the cost of increased switching losses. The VSI 
output current THD can also be reduced through the reduction 
of the VSI dc-link voltage. 
    An interesting takeaway from Fig. 5 is the reduction in phase 
current THD in DPWM3 compared to SPWM as the dc-link 
voltage is increased. The contour plot of DPWM3 has a steeper 
slope along the dc-link voltage axis than SPWM, indicating a 
stronger dependence on this parameter. This shows that the 
harmonic performance of the DPWM methods are capable of 
receiving greater benefit from reducing the dc-link voltage in  



Fig. 6.  Total VSI power losses for PMSM operation at 6,500 rpm under various 
levels of dc-link voltage in FW region.     

comparison to CPWM methods. At 15 kHz, varying the dc-link 
voltage from 420 V to 300 V, the VSI output current THD under 
SPWM is only reduced by 16.18% from 0.68% to 0.57%, while 
DPWM3 is reduced by 45.71% from 1.75% down to 0.95%.  

Since the switching losses are proportional to the dc-link 
voltage and switching frequency, the minimal switching losses 
occur when utilizing a low switching frequency and low dc-link 
voltage. In this PMSM drive application, the PWM method that 
provided the largest reduction in switching losses was DPWM2, 
which was able to provide a maximum reduction of 50% 
compared to CPWM methods. For a switching frequency of 15 
kHz and a 420 V dc-link voltage, the switching losses of the VSI 
at 1,500 rpm with 291 Nm of torque are 317.23 W under 
DPWM2 and 622.22 W under SVPWM. If the switching 
frequency is reduced to 5 kHz the losses drop to 113.05 W and 
207.53 W respectively. Further reduction occurs when the dc-
link is decreased to 300 V and the switching losses drop to 78.65 
W under DPWM2 and 148.1 W under SVPWM with the same 
operating conditions. Therefore, minimal switching losses occur 
when using DPWM2 with a reduced dc-link voltage and low 
switching frequency in this motor drive application. 
    Table I shows that as the switching frequency is increased, the 
VSI output current THD under each modulation method is 
reduced regardless of the dc-link voltage. Also, as the dc-link 
voltage is increased, the current THD of all PWM methods 
increases. However, the current THD does not change uniformly 
among each method. The simulation data shows SVPWM has 
the best harmonic performance across the vast majority of the 
PMSM operating range. The peak VSI output current THD 
under SVPWM at 420 V dc-link voltage is 1.86%. This value is 
reduced to 1.60% when the dc-link voltage is 300 V. While for 
DPWM2 and DPMW3, the peak values are reduced from 4.99% 
and 4.19%, to 3.23% and 2.86%, respectively. Showing a 
reduction of 35.37% in THD for DPWM2 and 31.74% for 
DPWM3 compared to only 10.17% for SVPWM, further 
indicating the opportunity to improve the harmonic performance 
of DPWM methods compared to CPWM methods by lowering 
the dc-link voltage as additionally shown in Fig. 5. 

Above the base speed of the PMSM, the increase of switching 
losses as the dc-link voltage is increased is offset by the 
reduction in conduction losses. The result is that the overall VSI 
power losses decrease with an increasing dc-link voltage as 

shown in Fig. 6. This indicates that the overall VSI efficiency 
can be enhanced by selecting a high dc-link voltage and low 
switching frequency in the FW region. This relation is inversed 
while operating below base speed in the MTPA region, as the 
conduction losses remain constant regardless of dc-link voltage 
as shown in Fig. 4. Therefore, by reducing the dc-link voltage 
the switching losses and the overall VSI losses are reduced, and 
efficiency is improved. In the MTPA region the highest 
efficiency was achieved in the low torque operating points while 
in the FW region efficiency improved at high load torque points. 
The highest VSI efficiency achieved was 99.74% at 3,000 rpm 
with 13.38 Nm of load torque under DPWM1 control.  

Fig. 7 illustrates the change in current THD as the PMSM 
drive load torque is increased in the FW region at distinct levels 
of dc-link voltage. Starting at the low loading condition of 35.68 
Nm, SVPWM generates 0.76% THD of current while DPWM3 
generates 2.14% at 420 V of dc-link voltage. As the load torque 
is increased the current THD increases for both strategies, at all 
levels of dc-link voltage. The harmonic performance of DPWM 
improves at high values of modulation ratio as shown in [22]. 
Thus, as the modulation ratio increases, with the reduction of dc-
link voltage, the VSI output current THD is improved as shown 
in Fig. 7. When the PMSM is operated with the highest load 
torque of 214.96 Nm with a 10 kHz switching frequency, the 
phase current THD of 0.7% under DPWM3 is comparable to the 
THD of 0.68% under SVPWM with a dc-link of 300 V.  

Fig. 7.  Phase current THD with SVPWM and DPWM3 at 4,500 rpm with 10 
kHz switching frequency. 

TABLE I. PHASE CURRENT THDS AT 8,500 RPM 

PWM Method 
Switching 
Frequency 300 V dc 420 V dc 

SPWM 
5 kHz 1.59% 1.77% 

15 kHz 0.51% 0.58% 

SVPWM 
5 kHz 1.60% 1.86% 
15 kHz 0.48% 0.57% 

DPWM0 
5 kHz 2.58% 4.51% 
15 kHz 1.10% 1.83% 

DPWM1 
5 kHz 2.86% 4.49% 
15 kHz 1.19% 1.79% 

DPWM2 
5 kHz 3.23% 4.99% 
15 kHz 1.20% 1.81% 

DPWM3 
5 kHz 2.86% 4.19% 
15 kHz 1.03% 1.65% 
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Furthermore, by increasing the VSI switching frequency the 
current THD of all methods at all levels of dc-link voltage 
decreases. Therefore, to achieve the best phase current THD 
performance in the VSI-fed PMSM drive, a high switching 
frequency should be utilized with a low dc-link voltage. 
Although there will be a limit on how high the switching 
frequency can go as well as on how low the dc-link voltage can 
go to maintain proper system operation depending on the system 
parameters and power ratings. This can lead into an optimization 
problem for determining the optimal configuration of dc-link 
voltage and switching frequency that will minimize the 
harmonic distortion of VSI output current and VSI switching 
losses simultaneously. 

IV. CONCLUSIONS

This paper provided a detailed investigation of inverter 
performance in an EV motor drive considering various inverter 
parameters. The key outcomes of the impact of modulation, dc-
link voltage and switching frequency on the motor drive 
performance from this study are highlighted as follows: 

1. VSI output current THD was reduced by 51.2% without
sacrificing any additional power losses by reducing the
dc-link voltage and increasing switching frequency each
by 40% respectively under SVPWM in the MTPA region.

2. Using MTPA control, the VSI efficiency was enhanced
for a given operating point through the reduction of dc-
link voltage due to reduced switching loss. While in the
FW region, the VSI efficiency improved by increasing the
dc-link voltage as the reduction in conduction losses
outweighed the increase in switching losses.

3. The reduction of current THD with dc-link voltage is more
significant under DPWM strategies compared to CPWM,
with the largest reduction of 68.12% in current THD with
a 28.57% reduction in dc-link voltage under DPWM3.

Future work to validate the outcomes of this investigation 
should compare experimental results from a PMSM drive under 
the same loading conditions and PWM strategies highlighted in 
this paper. Additional work may also consider the impact of 
modulation strategy and VSI parameters when different inverter 
topologies are used, or when supplying different types of 
electrical machines aside from a PMSM. Another identified area 
for future work involves the optimization of the dc-link voltage 
and switching frequency to limit the switching losses and current 
THD simultaneously for enhanced VSI performance. 
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Abstract—In this paper, an electromagnetic torque-based
model reference adaptive system (MRAS) is proposed for sensor-
less control of doubly-fed induction generator (DFIG) systems.
The proposed electromagnetic torque based MRAS estimator
aims at extracting the rotor speed in the synchronous reference
frame. The advantage of the proposed MRAS estimator is its
simplicity due to the fact that it requires only the three-phase
rotor current and the reference three-phase rotor voltage as
inputs. The small signal analysis is used to conduct stability study
of the proposed rotor speed estimator. The PI gains of the MRAS
estimator are determined using pole placement. The performance
of the proposed rotor speed estimator is validated under various
operating conditions of the DFIG using MATLAB/SIMULINK.

Index Terms—DFIG, sensor-less control, MRAS, electromag-
netic torque, vector control

I. INTRODUCTION

In the last few decades, there has been an increase in wind
power generation in South Africa in order to alleviate the
energy deficit as well as mitigate the carbon footprint. The
doubly-fed induction generator is one of the most popular
wind turbine generators in South Africa. The DFIG holds the
advantage of having its back-to-back converter rated at 30 %
of the generator rated power [1], [2]. Further, the DFIG has
high low voltage through capability as this is important for a
grid-connected wind turbine.

In off-shore areas the encoder of the DFIG-based wind
turbine has a high failure rate. In general, the DFIG control
consists of vector control which involves dq-transformation.
Therefore, it is essential to know the information of the
rotor speed/position. In addition, the measurement of the rotor
speed and position are essential for the implementation of the
maximum power point tracking (MPPT). The failure of the
encoder can lead to the failure of the whole DFIG-based wind
turbine systems. In this way, it is important to implement a
rotor/speed estimation technique as back-up to increase the
reliability of the whole DFIG-based wind energy conversion
system.

In the literature, there exists mainly two categories of rotor
speed/position estimation methods [3]. There are the saliency-
based estimation techniques and the model-based estimation
techniques.

The saliency-based techniques estimates the rotor
speed/position by either injecting high frequency signal
in the rotor or using the machine model at frequencies that
are higher than the fundamental frequency. In [4], a salient
autonomous high frequency (HF) signal injection method is
proposed for the sensor-less control of doubly-fed induction
machines (DFIMs). The proposed method use the concept of
synchro in order to estimate the rotor position information
from the rotor and stator currents at high frequency. A
sensor-less control of a DFIG system that is based on high-
frequency injection is discussed in [5]. The authors proposed
an estimation technique that is based on high frequency
injection in the rotor that induces a high frequency stator
voltage from which the rotor speed/position is estimated. The
proposed method has a drawback with regards to it its high
sensitivity to the grid impedance.

On the other hand, the model-based techniques estimate
the rotor speed at the fundamental frequency and uses the
mathematical model of the DFIG. The model-based techniques
can be mainly categorised as sliding mode observers (SMO),
model adaptive reference (MRAS), extended Kalman filter
(EKF) [6]–[20]. In [6]–[9], the sensor-less control algorithms
of rotor-tied DFIG systems based on the SMOs were proposed
with the rotor/speed position being extracted using the phase
locked loop. The advantage of the SMOs is that the estimation
performance is robust to dynamic disturbances and machine
parameter variation. Their main drawback is the noise in the
signal. Hence, the use of a filter which can increase the delay
in the signal. In [10], a sensor-less control of DFIG based on
the association of the SMO and EKF for the estimation of the
rotor speed estimation is presented. The main drawback here
is the high computational burden with the use of the Kalman
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filter.
The MRAS estimators are one of the most popular model-

based estimators due to their simplicity. The MRAS estimators
in the literature can be designed using various variables of
interest such as the stator flux, the stator current, the rotor
flux, the rotor current or the back-electromotive force. The
comparison between the different types of MRASs have been
presented in [13]. The electromagnetic torque-based MRAS
estimators implemented in the synchronous dq-reference frame
for DFIG sensor-less control has not been discussed in the
literature.

In this paper, an electromagnetic torque-based MRAS es-
timator for sensor-less control of DFIG systems is proposed.
The stability of the proposed MRAS estimator is also dis-
cussed using small signal analysis. The pole placement method
is used to determine the gains of the PI controller of the
adaptive mechanism. The proposed method is validated us-
ing MATLAB/SIMULINK. The remainder of the paper is
organised as follows; The DFIG modelling and control are
presented in Section II. In Section III, the sensor-less control
strategy is presented. In the proposed electromagnetic torque-
based MRAS together with the stability analysis are discussed
in Section IV. The simulation results of the proposed electro-
magnetic torque based MRAS estimator for the sensor-less
control of DFIG systems are discussed in Section V while the
conclusions drawn are discussed in section VI.

II. DFIG MODELLING AND CONTROL

A. System description

The typical DFIG system is shown in Fig. 1. It can be seen
that the stator of the DFIG is connected to the grid while
the rotor of the the DFIG is connected to the back-to-back
converters.

B. DFIG model

The dynamic behaviour of the DFIG using space vector
representation is given by,

v⃗s = Rs⃗is +
dλ⃗s
dt

v⃗r = Rr⃗ir +
dλ⃗r
dt

− jωrλ⃗r

, (1)

where i⃗s and i⃗r are the stator and rotor current space vectors,
respectively; v⃗s and v⃗r are the stator and rotor voltage space
vectors, respectively; Rr and Rs are the stator and rotor
resistances respectively; and, λ⃗r and λ⃗s are the stator and
rotor flux linkage space vectors, respectively. ωr = PΩm is
the electrical rotor angular speed. P and Ωm are the pole-pairs

DFIG

3S
1S

∼
− ∼

−

Grid

MSC GSC

Fig. 1: Typical DFIG systems

and the mechanical shaft speed. The expression of the rotor
speed is given by

ωs = ωg − ωr, (2)

where ωs and ωg are the slip angular speed and the syn-
chronous angular speed, respectively. The rotor angle/position
is described by

θr = ωrt, (3)

where θr is the rotor angle and t is the time. The mechanical
equation of the DFIG is given by

τe − τL =
J

P

dωr

dt
+Bωr, (4)

where τe and τL are the electromagnetic torque and the load
torque. J and B are the inertia and the friction coefficient.
P is the pole pairs. The expressions of the stator and rotor
flux-linkage space vectors are described by{

λ⃗s = Ls⃗is + Lmi⃗r

λ⃗r = Lr⃗ir + Lmi⃗s
, (5)

where Lm and Lr are the magnetizing and stator inductances
respectively; and, Lr is the rotor inductance. The expressions
of the active and reactive stator powers are given by{

Ps = 3ℜ
(
v⃗s⃗i

⋆
s

)
Qs = 3ℑ

(
v⃗s⃗i

⋆
s

) , (6)

where Ps and Qs are the active stator power and the reactive
stator power, respectively. Representing the expressions in (1)
to (6) into the synchronous dq-reference frame, yields

λsd = Lsisd + Lmird

λsq = Lsisq + Lmirq

λrd = Lrird + Lmisd

λrq = Lrirq + Lmisq

, (7)


vrd = Rrird +

dλrd
dt

− (ωg − ωr)λrq

vrq = Rrirq +
dλrq
dt

+ (ωg − ωr)λrd

, (8)

and {
Ps = 3(vsdisd + vsqisq)

Qs = 3(vsqisd − vsdisq)
, (9)

where vrd and vrq are the d-axis and the q-axis rotor voltages;
ird and irq are the d-axis and the q-axis rotor currents; isd and
isq are the d-axis and the q-axis stator currents; vsd and vsq
are the d-axis and q-axis stator voltages; λsd and λsq are the
d-axis and q-axis stator flux linkages; and, λrd and λrq are
the d-axis and q-axis rotor flux linkages.
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Fig. 2: Block diagram of the sensor-less control strategy.

III. SENSOR-LESS CONTROL STRATEGY

The proposed sensor-less vector control strategy is depicted
in Fig. 2. The field-oriented control (FOC) is used. The
proposed sensor-less control strategy consists of two control
loops. The outer loop is dedicated to the control of the active
and reactive stator powers while the inner control loop is
dedicated to the control of the d-axis and q-axis rotor currents
in the synchronous dq-reference frame. The rotor quantities are
transformed into the synchronous dq-reference frame using the
estimated θ̂r and θg using θ̂s = θg − θ̂r and ω̂r is used for the
compensation terms. Both θ̂r and ω̂r are estimated using the
proposed electromagnetic-based MRAS estimator explained in
the next section. Applying the FOC to (9), it yields

Ps = −3
Lm

Ls
vsdirq

Qs = 3
Lm

Ls
vsd

( vsd
ωgLs

− ird

) , (10)

The outer control loop is based on (10). Applying the FOC to
(8), it yields

vrd = Rrird + σLr
dird
dt

+ ω̂sirq

vrq = Rrirq + σLr
dirq
dt

− ω̂s

(
ird +

L2
m

Lrσ
ism

) . (11)

The expression in (11) is used for the design of the inner
current controller.

IV. ELECTROMAGNETIC TORQUE MRAS ESTIMATOR

The proposed MRAS estimator is depicted in Fig. 3. It is
designed in the synchronous dq-reference frame. The elec-
tromagnetic torque is used as a variable of interest. In this
section, the adjustable model, the reference model and the
adaptive mechanism are discussed and the stability study is
also conducted using small signal analysis.

A. Reference model

Using the FOC, the electromagnetic torque can be expressed
as shown below;

τe = −
(3vsdLm

2ωgLs

)(
P
)
(irq) (12)

The expression in (12) is the basis of the reference model for
the proposed electromagnetic torque-based MRAS estimator.

B. Adjustable model

The adjustable model is determined using (11), and is given
by

dîrd
dt

=
Rr

σLr
îrd +

1

σLr
vrd − ω̂sîrq

dîrq
dt

=
Rr

σLr
îrq +

1

σLr
vrq + ω̂s

(
îrd +

L2
m

Lrσ
ism

) , (13)

where ω̂s = ωg − ω̂r and σ = 1 − L2
m

LrLS
. The estimated

electromagnetic torque is given by

τ̂e = −
(3vsdLm

2ωgLs

)(
P
)
(̂irq) (14)

The rotor speed and electromagnetic torque are replaced by
their estimated values and expressed as

τ̂e − τL =
J

P

dω̂r

dt
+Bω̂r, (15)

Subtracting (13) from (6), yields the torque error given by

τ̂e − τe =
J

P

d(ω̂r − ωr)

dt
+B(ω̂r − ωr), (16)

The variation of the electromagnetic torque in terms of the
variation of the q-axis rotor current can be calculated by
subtracting (15) from ((13). It yields the electromagnetic
torque error as

∆τe = −
(3vsdLm

2ωgLs

)(
P
)
∆irq. (17)

The electromagnetic torque error, eτ shown in Fig. 3 is defined
by

eτ = τ̂e − τe = ∆τe (18)

(12)
irabc

v⋆rabc

Adj. model

Reference model

(13)
and
(14)

τe

τ̂e

eτ Adapt.
Mechan.

ω̂r

Fig. 3: Illustration of the proposed MRAS.



It is important to note that the electromagnetic torque error is
proportional to the variation or error of the q-axis rotor current
as it can be seen from (17). Additionally from (16), it can be
seen that the small variation of the the electromagnetic torque
error implies the variation of the rotor speed error. Hence, it
is important to look at the stability of the proposed MRAS
estimator.

C. Adaptive mechanism

The PI controller is chosen for the adaptive mechanism due
to its simplicity. Hence, the adaptive mechanism is described
by

ω̂r = K1

∫ t

0

eτdτ +K2eτ , (19)

where K1 and K2 are the integral and proportional gains
of a non-linear PI controller, respectively. ω̂r0 is the initial
estimated rotor speed. The PI gains are designed in such a way
that the proposed MRAS estimator is stable in the full range
of operating conditions using pole placement. The expression
of the estimated rotor angle is given by

θ̂r =

∫ t

0

ω̂rdt, (20)

where θ̂r is the estimated rotor angle.

D. Stability analysis

In order to validate the dynamic response of the proposed
electromagnetic torque-based MRAS estimator, the state space
representation of the DFIG dynamics in (11) is used. The q-
axis and d-axis rotor currents are the state variables. It yields

Ẋ = AX + BU + C(ωg − ωr), (21)

where X =

[
ird
irq

]
, A =

[
Rr

σLr
−(ωg − ωr)

(ωg − ωr)
Rr

σLr

]
, B =[ 1

σLr
0

0 1
σLr

]
, U =

[
vrd
vrq

]
, C =

[
0

L2
m

σLr
im

]
The adjustable model is then represented as

˙̂X = ÂX̂ + BU + C(ωg − ω̂r), (22)

where X̂ =

[
îrd
îrq

]
, Â =

[
Rr

σLr
−(ωg − ω̂r)

(ωg − ω̂r)
Rr

σLr

]
Using the small signal analysis to linearise the DFIG

model in (21) using d-axis and q-axis rotor currents for small
deviation around a stable point X0 and yields

∆Ẋ = A∆X +∆AX0, (23)

where ∆A =

[
0 1
−1 0

]
∆ωr, ∆X =

[
∆ird
∆irq

]
, X0 =

[
ird0
ird0

]
.

Applying the Laplace transformation to (23), yields[
sI − A

]
∆X = ∆AX0, (24)

it yields[
∆ird
∆ird

]
=
[
sI − A

]−1
[
0 1
−1 0

]
∆ωr

[
ird0
ird0

]
, (25)

TABLE I: DFIG parameters

Name of the quantity Symbol Value
Nominal power Ps 5.5 kW

Nominal line-to-line stator voltage Vs 390 V
Nominal line-to-line rotor voltage Vr 400 V

DC-link voltage Vdc 360 V
Rotor resistance Rs 2.1 Ω
Stator resistance Rr 1.85 Ω

Magnetizing inductance Lm 0.257 H
Rotor inductance Lr 0.2758 H
Stator inductance Ls 0.2758 H

Inertia J 0.0003215 Kgm2

pole-pairs P 2

TABLE II: Controller parameters

Gains Values
Outer PI Kp=0.25 and Ki=25
Inner PI Kp=37.5 and Ki=550

τe-MRAS gains K2=14 and K1=200
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Fig. 4: Steady state performance of the proposed MRAS Estimator
under synchronous operating conditions

From (25), the transfer functions can be deduced as

∆ird
∆ωr

=
−k12ird0 + k11irq0

|sI − A|
(26)

and
∆irq
∆ωr

=
−k22ird0 + k21irq0

|sI − A|
(27)

where

adj[sI − A] =

[
k11 k12
k21 k22

]
=

[
s+ Rr

σLr
−ωr

ωr s+ Rr

σLr

]
(28)

and

|sI − A| = (s+
Rr

σLr
)2 + ω2

r . (29)

Substituting (17) into (27), yields the expression of the
electromagnetic error with the change in speed is given by

∆τe
∆ωr

=
−
(

3vsdLmP
2ωgLs

)(
− k22ird0 + k21irq0

)
|sI − A|

= H(s).

(30)
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Fig. 5: Simulation results during change in rotor speed (a) From sub- to super synchronous operating conditions, and (b) From super- to
sub-synchronous operating conditions

From (30), the closed loop transfer function is given by

ω̂r

ωr
=

H(s)
(
K1 +

K2

s

)
1 +H(s)

(
K1 +

K2

s

) . (31)

Using pole placement, the PI gains of the adaptive mechanism
are determined as K1 = 200 and K2 = 14.

V. SIMULATION RESULTS

In order to validate the performance of the proposed elec-
tromagnetic torque-based MRAS estimator, simulation results
under various operating conditions for a 5.5 kW DFIG system
are presented in this section. The data of the DFIG system
used in the simulations are presented in Table I. The PI gains
for the proposed sensor-less control strategy are presented in
Table II.

The steady-state robustness of the proposed MRAS under
the synchronous operating conditions is depicted in Fig 4.
From top to bottom, the measured and the estimated rotor
speeds, the rotor speed error and the three-phase rotor current
are displayed. The estimated rotor speed, ω̂r converges to the
measured rotor speed. The rotor speed error is less than 5 rad/s
which demonstrated the effectiveness of the proposed MRAS
estimator under steady state operating conditions.

In Fig. 5, the performance of the proposed MRAS estimator
is presented under change of operating conditions with the
three-phase rotor current being kept constant. The stator active
power, Ps, is kept constant at -3.7 kW. The d-axis rotor
current, i⋆rd is forced to zero in order to guarantee unity power
factor at the stator side of the DFIG system.

In Fig. 5(a), from top to bottom, the rotor speed and the
estimated rotor speed, the rotor speed error and the three
phase rotor current are presented. The speed of the DFIG
changes from sub-synchronous operating conditions to super-
synchronous operating conditions with the rotor speed chang-
ing from 265.5 rad/s to 356 rad/s. It can be seen clearly that
the rotor speed and the estimated rotor speed converge.

Additionally, the rotor speed error converges to zero. The
change in the three-phase rotor current sequence can be
observed as well. Therefore the robustness of the proposed
MRAS estimator is validated under change in rotor speed is
satisfactory. In Fig. 5(b), The DFIG operates under change
in speed from super-synchronous operating conditions to sub-
synchronous operating conditions. A similar performance to
the one from the operating conditions presented in Fig. 5(a) is
observed.

VI. CONCLUSION

An electromagnetic torque based MRAS estimator for
sensor-less control of DFIG system was proposed in this
paper. The stability study was conducted using small signal
analysis to determine the dynamics of the proposed MRAS
estimator. The PI gains of the proposed MRAS estimator were
determined using the pole placement method. The performance
of the proposed MRAS estimator was validated under various
operating conditions. Under rotor speed change, the robustness
of the proposed MRAS estimator was also validated.
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Abstract— The paper is part of an ongoing research on a SiC 

inverter – induction machine power train system. It presents 

details on inverter execution and its important challenges and 

then introduces an improved indirect field-oriented control. 

IFOC, with proportional-integral (PI) and super-twisting 

sliding mode, STSM, speed and current controller is illustrated 

in digital simulations of typical vehicle acceleration profile, with 

validation in preliminary experiments. Phase voltage 

reconstruction was also proposed to consider the nonlinearity 

introduced by overmodulation in motor voltage. The phase 

voltage reconstruction was tested experimentally and then it was 

used in the digital simulations to consider the inverter 

nonlinearity. 

Keywords— SiC Inverter, automotive power train, IFOC 

I. INTRODUCTION

The pressure for lower carbon-dioxide emissions is 

constantly growing and the contribution of cars being 

significant, the studies that lead to the development of SiC 

based semiconductors are appreciated. Lower parasitic 

elements and faster switching capabilities determine lower 

losses and increased power density. In a traction inverter, 

where the power levels are in the range of tens of kW to 

hundreds of kW [1], each percent or half of percent of 

efficiency counts. Replacing the Si IGBT with the SiC 

MOSFET on the automotive power trains allows to reduce 

the converter losses with about 77% for US Environmental 

Protection Agency (EPA) City Cycle and up to 85% for EPA 

Highway Cycle [2]. Reducing the power losses and 

increasing the heat transfer capability of the optimal design 

water colling system [3] allows to increase the power 

converter density to an unprecedented value. The SiC inverter 

allows larger switching frequency and, consequently, a larger 

fundamental frequency that allows to increase the motor 

speed and reduce the motor weight. The motor size could be 

further reduced by increasing the number of motor poles [4].  
This paper, as main contributions, presents the SiC 

inverter, with its PWM over-modulation and voltage 
reconstruction, a modified/improved IFOC for a large power 
constant speed range power IM traction drive, an experimental 
setup and preliminary test results. 

The paper continues with the presentation of the realized 
SIC inverter in sections II, PWM overmodulation and voltage 

reconstruction in section III, modified indirect vector control 
of an induction machine IM with digital simulation results in 
section IV and preliminary experiments results in section V. 

II. THE SIC INVERTER

The hardware architecture is a standard three phase bridge 
for switching with dedicated drivers and auxiliary power 
supply, as presented in Fig. 1. The measurement block is 
composed by three isolated current sensors and one DC bus 
voltage monitor. The main specifications of the proposed SiC 
inverter are presented in Table I. 

Fig. 1. Hardware architecture of power converter 

TABLE I. TRACTION INVERTER SPECIFICATIONS 

Specifications Value Unit 

Input Bus Voltage 200-400 V 
Peak Power 100 kW 

Rated Power 50 kW 

Current per Phase 215 Arms 
Maximum Modulation Frequency 30 kHz 

The control is realized through a TMS320F28379D, DSP 
dedicated for power control that has also integrated hardware 
comparators that can provide direct signal to the PWM 
modules. 

III. PWM OVERMODULATION AND VOLTAGE

RECONSTRUCTION 

The space vector modulation (SVM) [5] was used to 
generate the gate PWM signals. The modulator voltages 
�′�,�should be between -1 and 1 and then the control voltages

��,� are normalized as in (1).

�′�,� =  ��,� ∙ 	


�∙�������

 (1)
The on-state durations of the inverter output vectors, �� and
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��, Fig. 2 have been calculated according to [5]. They should
respect the constraint �� � �� � ��/2 , where ��  is the
switching period. If the peak of the required voltage vector 
�′�,� is outside to the circle inscribed in the hexagon, Fig. 2,

 then  ��  and �� values will be reduced to keep the voltage
vector inside the hexagon. Thus, the PWM goes into over-
modulation [5-7] and the voltage applied does not depend 
linearly on prescribed voltage. 

Fig. 2. Switching state vectors in the complex plane 

The voltage applied to the motor is recalculated. The phase 

voltage �� is equal to the projection on the real axis of the sum

of the vectors used in a duty cycle. 

The phase voltages have been computed from VDC voltage and 

duty cycle control signals. Depending on the sub-sector where 

the input voltage is located, there will be a principal vector and 

a secondary vector for that section. The vectors corresponding 

to the sub-sector are projected on the real axis and their 

contribution(projection) is multiplied by their on-state 

duration. 

The ‘a’ phase voltage is computed as in (2) where principal 

voltage Vp and secondary voltage vectors, Vs are from (3) 

��$ =  %& ∙ �& � %� ∙ ��                                  (2)

�&,� =  ��,� ∙ 2'� ∙ 2
3 ∙ �)*                           (3)

where �� is the on-state duration of the principal vector and ��
is the on-state duration of secondary vector. 

The modulator input signal is being normalized between -1 
and 1. After the phase voltages are recomputed, they must be 
translated back to DC link voltage range. The phase voltage 
computation in matrix form (4) could be applied for all phases 
considering the phase ‘b’ respectively phase ‘c’ shift with 2 
respectively 4 sectors. Voltage drops on the inverter elements 
and dead-time effects on the output voltage are neglected 
here. 

��$ =  (%& %�) ∙ +��
��

, ∙ 2'� ∙ 2
3 �)*  (4)

The coefficients cp and cs are taken from table II according to 

the reference vector voltage respectively ta and tb from 

microcontroller PWM units after all constraints of minimum 

pulse width were applied. They also could be amended with 

the dead band time in order to consider the dead band effect in 

the output voltage. The phase b and c voltage are computed in 

the same way but the coefficient cp and cs are taken from Table 

II considering the phase shift with 1200 respectively 2400, that 

means changing the access index in the Table II with 4 

respectively 8 subsectors (considering Z12 ring algebra). 

TABLE II. COEFFICIENTS FOR COMPUTING ��

Sector Sub-sector ./ .0 1/ 10
1 0 1 0.5 V1 V6 

1 1 0.5 V1 V2 

2 0 0.5 1 V2 V1 

1 0.5 -0.5 V2 V3 

3 0 -0.5 0.5 V3 V2 

1 -0.5 -1 V3 V4 

4 0 -1 -0.5 V4 V3 

1 -1 -0.5 V4 V5 

5 0 -0.5 -1 V5 V4 

1 -0.5 0.5 V5 V6 

6 0 0.5 -0.5 V6 V5 

1 0.5 1 V6 V1 

The ��  and ��  voltages are computed from the �� , ��  and �2
voltages using the Clarke transform. The reference voltage, 

recomputed voltage and power converter output voltage 

(filtered) are compared considering, overmodulation Fig. 3, 

and advanced overmodulation, Fig. 4. An offset between 

signals was intentionally introduced to have visual distinct 

signals. 

The reference voltage and reconstructed voltage on axis 
alpha was sent to the Scope through the microcontroller 
digital to analog unit. 

Fig. 3. Oscilloscope signals (incepient overmodulation PWM mode); C1 – 

Prescribed �� , C2 – �� computed from Vdc voltage and duty cycle control

signals, C3 – measured ��

Fig. 4. Oscilloscope signals(advanced overmodulation PWM mode); C1 – 

Prescribed �� , C2 – �� computed from Vdc voltage and duty cycle control

signals, C3 – measured ��

The overmodulation is applied to increase the maximum 
output voltage at high speed from 0.907 to 0.952 in the first 
overmodulation mode and up to 1 in the second 
overmodulation mode [8], and consequently the maximum 
induction motor torque at high speed could be increased by 
about 10% by the first overmodulation mode and up to 20% 
by the second overmodulation mode. 

IV. MODIFIED INDIRECT VECTOR CONTROL OF INDUCTION 

MOTOR 

The indirect field-oriented control, IFOC of induction 
machine allows good performance with reduced 



implementation cost, allowing non-hesitant starting from 
zero speed under load. Considering the rotor flux reference 
and torque reference as inputs, the IFOC requires a 
decoupling network [9] and two current controllers (field 
current and torque current controller). The speed controller is 
required if the cruise control is implemented. Sliding mode 
speed controller was proposed to reduce the speed overshoot 
[10] for IFOC, respectively, for speed and current controllers
[11] for direct FOC. Second order super-twisting sliding mod
control [12] and recently a full order sliding mode controller
for direct FOC of induction machine [13] was proposed to
improve the dynamics performance and produce optimized
super-twisting with neuronal network for position control
[14].

Considering the large constant power speed range 
required for automotive powertrain application and a good 
immunity to the voltage harmonics introduced by 
overmodulation, a modified IFOC is proposed here as control 
strategy, Fig.5. 

The input signals are the rotor flux reference and the 
motor speed reference. 

Fig. 5. IFOC of IM – simulation block diagram 

The rotor flux reference passes the field weakening block 
that will reduce the flux reference above to the rated speed. 
The control scheme involves two current controllers (for 34
and 35)  and a speed controller. The output of the speed

controller is a reference torque �6
∗. The reference torque and

rotor flux are the main inputs in the decoupling network, that 
will translate inputs into currents references in the rotor flux 
reference frame. The standard decoupling network was 
changed by limiting the slip ungular frequency at its critical 
value, ω2L

* through a saturation block. Then the torque 
reference current is computed considering the rotor flux and 
rotor slip angular frequency. Despite the torque limitation in 
the speed controller and slip angular frequency limitation, the 
torque current could be too large in the moderate field 
weakening area and then a torque current limitation was 
added. The final value of the slip frequency, ω2

*, is computed 
from the rotor flux reference and torque current reference. 
This way the decoupling network remains consistent. Large 
constant power range from 3500rpm to 10000rpm is proved 
by simulation using PI or super-twisting sliding mode, 
(STSM) control, for speed and currents. The SVM block 
calculates the vector on-state duration and the voltage source 
inverter block (VSI) implements the voltage reconstruction 
described in the previous chapter. The measured stator 
currents in stator frame are translated in dq coordinates using 
a Clarke and Park transform. 

The proposed IFOC was validated by numerical 
simulations considering two key parameter variations: vehicle 
unloaded and full loaded weight and the rotor resistance 
increasing with the rotor temperature. 

The proposed IFOC can extract the maximum power from 
the induction motor under voltage and currents constraints. 
The settings time is increasing when the vehicle weight is 
increasing, Fig. 6, but the differences between PI controller 
and STSM are smaller because both controllers can put the 
motor under its limits. However, the speed overshoot by using 
STSM is a little smaller and the settling time is also a little 
smaller, Fig. 6.a. The overmodulation used above the base 
speed produces acceptable torque ripple, Fig. 6.b. 

The motor parameters are poles pairs p = 2, stator 
resistance Rs_m = 8.5 mΩ, rotor resistance Rr_m = 8.68 mΩ, 
coupling inductance, Lm_m = 1.63mH, short circuit inductance, 
Lsc_m = 0.1824mH, inertia moment J = 0.071 kg*m^2, 
estimated viscous friction coefficient B = 0.005 Nm/rad/s. The 
typical vehicle parameters, [15], are rolling friction coefficient 
0.015, vehicle weight 1500kg, drag coefficient 0.32, cross 
section area = 2.23 m2. In this simulation the vehicle base 
speed was considered 45km/h and it corresponding to the 
3500rpm of the electrical motor speed. The air density was 
considered 1.18 kg/m3. 

a) 

b) 

Fig. 6. Motor electrical angular speed (a) and motor torque (b) during 

vehicle acceleration at maximum speed versus time with vehicle 
weight as parameter  

The influence of rotor resistance on the motor torque speed 

and rotor flux was investigated considering four scenarios: 

cold resistance value in the control with hot resistance in the 

IM model, rcc - case, cold resistance in control with hot 

resistance in the IM model, rch, hot resistance in control and 

IM model, rhh, and finally hot resistance in the control with 

cold resistance in the IM model, rhc. The vehicle acceleration 

considering PI controllers respectively STMS controllers are 

presented in Fig. 7 respectively Fig. 8.



a) 

b) 

c) 

d) 

Fig. 7. Vehicle acceleration considering 20% rotor resistance variation and 

PI controller: a) acceleration time, b) torque, c) rotor flux, d) stator 

current magnitude. 

a) 

b) 

c) 

d) 

Fig. 8. Vehicle acceleration considering 20% rotor resistance variation and 

STSM controller: a) acceleration time, b) torque, c) rotor flux, d) stator 

current magnitude. 



The hot resistance was considered 20% larger than cold 
resistance. The torque of the machine under constant torque 
current depends on the rotor resistance and then a larger torque 
is produced when rotor resistance in the machine is larger than 
in the control, respectively, smaller value when the real 
resistance is smaller under base speed, Fig. 7.b, and Fig 7.b. 

The speed response Fig.7.a, and Fig. 8.b shows that the 

seting time is slightly smaller when the the real rotor 

resistance is larger than the control resistance and it is 

increased at high speed because the torque is slightly reduced 

when the speed is larger than base speed. Similar results in 

torque and speed response were obtained with the PI and 

STSM controler, but it could be noticed that a slightly better 

setting time and a little smaller overshot is obtained by STMS 

compared with PI controller. The rotor resistance is a key 

parameter for decoupling network and when the real value is 

different from the value used in the control, then the field and 

torque curent decoupling control works with some errors. The 

rotor flux is larger than reference value when the real value 

of the rotor resistance is larger than the value used in the 

control, Fig. 7.c and Fig. 8.c. At rotor speed smaller than base 

speed, the torque current controller is able to mentain the 

reference current but at high speed the reference current coud 

not be obtained, Fig. 7.d and Fig. 8.d, when the real rotor 

resistance is higher than value used in the control, due to a 

larger rotor flux and voltage limitation. A large torque current 

is possible when the rotor flux is smaller but the torque is not 

increasing much. A litle seting time decreasing is obtained 

with the price of larger losses in the motor. The system 

performance by using PI controller and STMS controlers, are 

quite similar because they are rather depndent on the plant 

limitation as maximum current at low speed respectively 

voltage limitation over base speed.The IFOC sensivity to the 

rotor resistance variation coud be compensated by online 

estimation of the rotor resistance from the machine model 

,when the rotor speed is measured. 

V. PRELIMINARY EXPERIMENTAL RESULTS

A. Experimental Setup

The inverter is using as communication protocol CAN bus,
which is common in automotive industry, Fig. 9. 

Fig. 9. Communication Setup 

For controlling and monitoring the status/calculation and 
diagnosis of the inverter a PC, with a dedicated interface 
which communicates via USB to CAN transceiver, provided 
by Vector, was used. 

The graphic user interface, Fig. 10, is implemented in 
CAPL language also common in automotive Vector 
ecosystem. The interface facilitates, besides setting of control 
parameters, provides the viewing of intermediary calculation 
results for debug purposes. The time propagation delay that 
appears due to communication, time critical calculations is 
monitored directly from the DSP through digital to analog 
converter channels in order to be monitored by oscilloscope. 

Several results can be visualized by the oscilloscope, the only 

constraint being the pinout and the DAC channels 

availability. In our setup two signals could be monitored by 

oscilloscope and they could be selected from the user 

interface as it is presented in Fig. 10. 

An overviev of the test setup is presented in Fig. 11, and 

the 3 phase induction motor specifications are mentioned in 

Table III. 

B. Preliminary tests

A preliminary test of SiC inverter fed IM proposed IFOC
drive with reduced voltage (60V instead of 300V) and reduced 
current was performed. The maximum speed was also reduced 
from the 10000rpm to 2200rpm. An acceleration and 
deacceleration no load test from 100rpm to 2200 rpm back to 
100rpm is shown in Fig. 12, with acceleration limits 
1000rpm/s2 on the first acceleration and 2000rpm/s2 on the 
second acceleration while the deacceleration was 200rpm/s2. 
The reference flux is set at 0.1Wb and the base speed is set 
1000rpm, so the field weakening start at 1000rpm. The PI 
controller is implemented and with previous settings, the 
space vector modulation run only in the linear mode. 

Fig. 10. The graphical interface with the available list of the calculation 
results that can be displayed 

Fig. 11. The test setup. 



TABLE III. MOTOR SPECIFICATIONS 

Technical data Value Unit 

Nominal Power 45 kW 

Nominal Torque 150/136 Nm 

Maximum Torque 300 Nm 
Nominal Current 215 Arms 

Nominal Speed 3500 rpm 

Maximum speed 10000 rpm 
Pole Pairs  2 

Fig.12. Experimental acceleration no load test at reduced voltage (60V dc). 

The experimental results shows that the proposed IFOC 
control allow a larger speed dynamic that it is required on the 
electrical vehicle applications. The proposed test bench is 
working, and it allows to further calibrate the controller’s 
parameters and noise filter. 

Experiments will continue towards full characterization of this 
drive including emulation of the vehicle behavior with the 
load induction machine. 

VI. CONCLUSION

The power converter based on silicon carbide semiconductors 

seems to be the most promising candidate for traction inverter 

applications due to lower losses, the size reduction of power 

modules and implicit cooling requirements and heat-sink 

dimensions reduction. 

The proposed IFOC strategy allows (at full dc voltage: 300V) 

large constant power range, between 3500 and 10000rpm, 

with low control implementation cost and without 

significative negative influence of the voltage harmonics 

introduced by overmodulation, required in the powertrain 

applications to better use of the available voltage (larger 

speed range). 

The proposed experimental setup allows, among other things, 

to calibrate the controller parameters and the debugging of 

the control code. Comprehensive testing is under way with 

results due soon. 

The paper presents the main steps of electric drives 

integration in automotive power train as drastically reduction 

of the power converter size by using water colling SIC 

converter, and respectively overmodulation technique and a 

modified IFOC to increase the constant power speed range. 

Each chapter seems to be dedicated to a different topic but 

only altogether ensure the success of electric traction on 

automobiles. 
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Abstract—A new virtual voltage space vector based direct 

torque control (DTC) scheme that can eliminate varying 

common mode voltages occurring in voltage source inverter fed 

induction motor (IM) drives is proposed in this paper. In this 

scheme, six virtual active voltage space vectors are employed to 

implement the direct torque control of the induction motor drive 

without generating varying common mode voltage. This scheme 

can be implemented using a conventional 2-level inverter and 

does not require any additional hardware. The proposed scheme 

is validated by simulation using Matlab-Simulink software and 

then experimentally validated on a laboratory prototype 

comprising of an induction motor drive fed by a two-level 

voltage source inverter and a digital signal processor 

TMS320F28069M for the implementation of the controller.   

     Index Terms– Direct torque control, common-mode voltage, 

induction motor 

I. INTRODUCTION

Induction motor drives are widely used in various 

industrial, commercial, and domestic variable speed drive 

applications due to their reliability, sturdy performance, and 

cost-effective nature. Several schemes exist in the literature 

for the control of induction motor drives. These are classified 

as scalar control and vector control techniques. Vector control 

schemes are used in applications that require a fast dynamic 

response of the drive. Two excellent vector control 

techniques widely used for achieving a fast dynamic response 

in induction motor drives are direct torque control (DTC) and 

field-oriented control (FOC) [1]-[2]. However, compared to 

the FOC, the direct torque control, first proposed by 

Takahashi and Noguchi [3], is simpler as it does not require 

transformation to rotating reference frames and inner current 

control loop [1]-[6]. Also, the DTC is less sensitive to motor 

parameter variations compared to the FOC.  

The common-mode voltage (CMV) generated by the 

pulse width modulated inverters affects the drive adversely. 

The high-frequency alternating common mode voltage causes 

a leakage current to flow through the motor bearings and 

ground cables due to the existence of parasitic capacitances 

in the motor [7][8]. The CMV has been shown to be one of 

the main causes of bearing deterioration, which accounts for 

more than half of all motor failures. Furthermore, it causes 

electromagnetic interference as well as electrical safety 

issues.  The high-frequency common mode leakage current, 

for example, may cause the relay to operate incorrectly. It 

may also interfere with the sensing circuit. One of the 

methods for mitigating the effect of common mode voltages 

is by using filters [9],[10]. However, this approach requires 

additional hardware. Another approach is to employ a special 

PWM scheme that eliminates common mode voltage [11], 

[12]. 

The DTC scheme proposed in this article is developed on 

the concept of virtual voltage space vectors [6], which are 

created by switching the actual voltage space vectors of the 

inverter. This DTC scheme uses six virtual voltage space 

vectors and it is identical to the traditional DTC in terms of 

the control structure. This scheme ensures that the varying 

common mode voltage is eliminated while implementing the 

DTC scheme.  

This paper is structured as follows: Section II briefly 

discusses the basic principle of the DTC. The basic concepts 

related to the common mode voltage are discussed in section 

III. The proposed DTC scheme based on virtual voltage

vectors that can eliminate common mode voltage in 3-phase

induction motor drives is presented in section IV. Simulation

results and experimental results are given in Section V.

Section VI concludes this article.

II. DIRECT TORQUE CONTROL

A. Basic Principles

In the direct torque control (DTC) scheme, to control

torque and flux, two hysteresis controllers are used. The 

output of the speed controller provides the torque reference, 

and the stator voltages and currents are used to estimate the 

actual torque. Similarly, using the stator voltages and 

currents, the actual flux is estimated, for comparison with the 

reference flux. 

From the dynamic model of a 3-phase induction motor, 

the electromagnetic torque can be expressed as 

 Te = 
��

�����
|��||�	|




�

�



���  (1) 

where P is the number of poles; ψs, ψr are the stator flux 

vector and rotor flux vector respectively; γ is the angle 

between ψs and ψr as shown in Fig. 1. Ls is the stator circuit 

inductance, Lr is the rotor circuit inductance, σ is the leakage 

factor and Lm is the magnetizing inductance. Thus, the torque 

Paper No- 244



developed can be controlled by controlling the angle γ (Fig. 

1) 

In DTC, the flux vector �  is related to stator voltage 

vector Vs as 

���

��
�  �� � ����  (2) 

�
�
(t) = ʃ( �� � ������� + �

�
(0) (3) 

Neglecting the small stator resistance Rs, the expression for 

stator flux can be written as : 

�
�
(t) =  ��  △ � + �

�
(0)  (4) 

Fig. 1: Stator and rotor flux vectors 

The angle and amplitude of stator flux ψs can be varied by 

selecting appropriate voltage vectors. Because of the high 

rotor time constant, changes in Vs have substantially less 

impact on ψr than on ψs. The torque and flux are controlled 

independently through hysteresis controllers. The 

instantaneous stator voltage and current values are used to 

calculate the actual torque. The flux reference is set to the 

reference value, and the actual flux is calculated using 

equation 3. The block diagram of the conventional DTC 

scheme is shown in Fig. 2 

Fig. 2: Block diagram of conventional DTC scheme for IM drives 

 The desired change in flux can be brought by switching 

the appropriate vector depending upon the outputs of the 

torque hysteresis comparator and the flux hysteresis 

comparator. In the three-level torque hysteresis controller, 

the actual torque Te is compared with the reference torque 

value Te* to get the error torque: Terror = Te*-Te. ΔTe  is the 

torque hysteresis band.The output of the torque hysteresis 

controller: dTe is then determined based on the following 

conditions: 

● If  Terror > ΔTe ⇒ dTe = +1;

If  0 < Terror < ΔTe  and dTe = +1 ⇒ dTe = +1

● If  Terror < -ΔTe  ⇒ dTe = -1;

If - ΔTe < Terror < 0  and dTe = -1 ⇒ dTe = -1

● If  0 < Terror < ΔTe and dTe = -1 ⇒  dTe = 0;

If  -ΔTe < Terror < 0  and dTe = +1 ⇒ dTe = 0

Here, +1 indicates the requirement of increment in 

torque; -1 indicates the requirement of decrement in torque 

and ‘0’ indicates the need to maintain the same torque. 

Similarly for the flux hysteresis controller, the output: dψs 

can be determined based on the level of  ψerror = ψ*-ψ, where 

ψ* is the reference flux and ψ is the actual flux. Δψ  is the 

flux hysteresis band. 

● If ψerror > Δψs  ⇒   dψs= 1;

If -Δψs < ψerror < Δψs  and dψs= 1 ⇒   dψs= 1

● If ψerror < -Δψs ⇒   dψs= 0;

If  -Δψs < ψerror < Δψs  and dψs= 0 ⇒   dψs= 0

Here, ‘1’ commands an increment in the stator flux and ‘0’ 

commands a decrement in the stator flux. The operations of 

the torque hysteresis controller and flux hysteresis controller 

are depicted in Fig.3. 

Fig. 3: Hysteresis comparators (a) Stator flux (b) Torque. 

   Selection of the voltage vector to be switched for different 

combinations of torque hysteresis comparator output and 

flux hysteresis comparator output when the stator flux vector 

is positioned in sector-1 are shown in Fig. 4. The component 

of the voltage vector aligned with the stator flux vector 

causes changes in the magnitude of the stator flux vector. In 

contrast, the component of the voltage vector perpendicular 

to the stator flux vector causes a change in the direction of 

the stator flux vector. The lookup table for the selection of 

the voltage vectors to be switched depending on the outputs 

of the flux comparator and the torque comparator when the 

stator flux vector resides in different sectors is given in Table 

I.



Fig. 4: Selection of voltage vectors depending on the outputs of flux 

and torque comparators when the stator flux vector is in sector-1. 

The inverter switching state corresponding to a vector is represented 

by a triplet in the order of the phases abc, ‘1’ indicates the inverter 

leg’s top switch is ON, while 0 indicates that it is OFF. 

TABLE I: LOOK-UP TABLE FOR SELECTION OF 
VOLTAGE VECTORS 

Fig. 5: Three-phase, two-level voltage source inverter 

III. COMMON MODE VOLTAGE

Fig. 6: Common mode voltage and stray capacitance 

The common mode voltage is defined as  

���  �  
� ! " �#! " �$!

3
 (5) 

Where Vao, Vbo, and Vco are the pole voltages of the 

inverter. When different voltage space vectors from V1 to V6 

are switched, the magnitude of Vcm is either +
&'(

)
 or  - 

&'(

)
For example, when vector V1 [1 0 0] is switched the pole 

voltages are: 
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Hence, the common mode voltage when voltage vector V1 is 

switched: 
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The common mode voltage generated for different voltage 

vectors (V0 to V7) are given in Table II. 

TABLE II: POLE VOLTAGES AND COMMON MODE 

VOLTAGE FOR DIFFERENT VOLTAGE VECTORS 

IV. PROPOSED VIRTUAL VOLTAGE VECTOR BASED DTC 

SCHEME WITH ELIMINATION OF COMMON MODE VOLTAGE 

 The conventional space vector structure of a 2-level VSI is 

as shown in Fig. 7. The proposed DTC scheme is based on a 

set of virtual vectors generated using actual voltage vectors 

having the same common mode voltage. For the vectors V1, 

V3, and V5 the magnitude of CMV, Vcm is �
��$

6
 and for the 

set of voltage vectors V2, V4, and V6 the common mode 

voltage, Vcm is "
��$

6
. The common mode leakage current 

flows only during the step change in the common mode 

voltage. So if the variation in common mode voltage is 

prevented, there will not be any common mode current 

flowing through the parasitic capacitance of the motor. Using 

this concept, either of the sets of active voltage vectors [V1, 

V3, V5] or [V2, V4, V6] can be used to generate a new virtual 

voltage vector structure as shown in Fig. 8. The generation of 

the virtual voltage vectors is explained as follows: 

If the active voltage vector V1 is switched for 
�1�

2
 and 

vector V3 for 
1�

2
 time intervals respectively, in a sampling 

period Ts, the resultant vector is closer to active vector V1  

with a magnitude of 0.6959 Vdc as shown in Fig. 9. This 

virtual voltage vector is denoted as ‘1’ in Fig. 8. Similarly, 

the other virtual voltage vectors (2 to 6 in Fig.8) can be 

generated in a similar way. Zero vectors can be generated by 

applying vectors V1, V3, and V5 each for a duration of 
1�

�
 in 

a sampling interval. The sector division in the virtual voltage 

space vector structure will be different from that of the 

conventional voltage space vector structure. Sector 1 varies 

from -30° to +30° and so on. A new look-up table is formed 

(TABLE III) for the selection of appropriate virtual voltage 

vectors based on the flux and torque comparator outputs when 



the stator flux vector resides in different sectors of the virtual 

voltage space vector structure, for implementing the DTC.  

Fig. 7: Conventional SVPWM hexagonal vector structure 

Fig. 8: Virtual voltage space vector structure 

Fig. 9: Virtual voltage vector generation using active voltage 

vectors V1 and V3 

TABLE III: LOOK-UP TABLE FOR SELECTION OF virtual 

VOLTAGE VECTORS 

dѱ dTe Sectors 

I II III IV V VI 

1 +1 1 2 3 4 5 6 

0 0 0 0 0 0 0 

-1 5 6 1 2 3 4 

0 +1 2 3 4 5 6 1 

0 0 0 0 0 0 0 

-1 4 5 6 1 2 3 

V. SIMULATION AND EXPERIMENTAL RESULTS

A. Simulation results for six virtual voltage vector based

DTC scheme

The proposed virtual voltage vector based DTC scheme 

with the elimination of the varying common mode voltage 

is validated by simulation using Matlab-Simulink software. 

Fig. 10 shows the transient performance of the drive when 

the motor is accelerated from 0 to 500 rpm and decelerated 

from 500 rpm to -500 rpm. It can be seen that the actual 

speed tracks the reference speed well during the speed 

reversal operation. Steady-state motor currents in three 

phases are shown in Fig.11. Fig. 12 shows the trajectory of 

stator flux α − β components and Fig.13 shows the 

common mode voltage. It can be seen that the common 

mode voltage variation is eliminated and the magnitude 

remains as computed in section IV i.e.
&'(

)
 . 

Fig. 10: Actual and reference speed when the motor is accelerated 

from 0 to 500 rpm and decelerated from 500 rpm to -500 rpm (Y-

axis 500 rpm/div), (X-axis 1s/div) 

Fig. 11: Stator Current (Y-axis 20A/div), (X-axis 0.02s/div) 



Fig. 12: Trajectory of stator flux α − β components (Y-axis 
0.5Wb/div), (X-axis 0.5Wb/div)

Fig. 13: Common mode voltage (Y-axis 10V /div), (X-axis 1s /div) 

B. Experimental results.

The proposed virtual voltage vector-based DTC scheme is 

implemented on a 1.1 KW, 415 V, 50 Hz, 1440 rpm induction 

motor using an IGBT-based two-level inverter. The DTC 

algorithm is implemented on a TMS320F28069M digital 

signal processor. A photograph of the experimental setup is 

shown in Fig.14. 

Fig. 14. Photograph of the experimental set-up 

Fig. 15: Experimental results at steady state: 1] Phase voltage (Y-
axis: 100 V/div); 2] Stator flux; 3] Sectors; 4] Stator current (Y-axis: 
5 A/div) 

Fig. 16: Transient response for motor speed reversal from 700 to -
700 rpm: 1] Reference speed; 2] Actual speed; 3] Stator voltage; 4] 
Stator current(Y axis: 2 A/div) 

The experimental results depicting motor phase voltage, flux, 

sectors changes, and motor current under steady state 

operation at a switching frequency of 10 kHz are shown in 

Fig. 15. The transient response of the drive for motor speed 

reversal from 700 rpm to -700 rpm is shown in Fig.16. It can 

be seen that the actual speed tracks the reference speed.  

VI. CONCLUSION

     A new virtual voltage vector-based DTC scheme with the 

elimination of varying common mode voltage for induction 

motor drives is proposed in this paper. The virtual voltage 

vectors are generated using a certain set of actual voltage 

vectors that does not cause variation in the common mode 

voltage. One of the attractive features of the proposed scheme 

is that it can be implemented using a conventional 2-level 

inverter and does not require any additional hardware. The 

scheme thus mitigates the problems due to common mode 

voltages that include premature mechanical failure of the 

drive. The proposed scheme is validated by simulation and 

then experimentally verified on a laboratory prototype. This 

scheme has the potential to be considered for industrial drive 

applications without incurring any additional cost for the 

hardware.  
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Abstract—Battery management systems are crucial for the
safety and efficiency of a battery pack. Equivalent circuit
modelling of a battery is widely used by battery management
systems to estimate the state of charge, state of health and
available power. However, equivalent circuit model parameter es-
timation is computationally intensive and can be suboptimal when
higher-order non-linear models are selected. Implementation of
advanced system identification techniques is nearly impossible in
many practical applications due to computational and power
constraints for battery management. Due to this, simplified,
reduced-order equivalent circuit models are widely adopted
in battery management systems. In this paper, we propose
an efficient approach to estimate the parameters of the R-int
reduced order equivalent circuit model. Theoretical performance
analysis is presented by deriving the Cramer-Rao lower bound on
the estimation error variance. Using this, detailed performance
analysis and insights into the R-int model approximation are
presented. It is noted that the R-int approximation yields a highly
accurate estimation of combined series resistance, in terms of the
normalized mean squares error, when the time constant is low.

Index Terms—Battery management system, battery equivalent
circuit model, Cramer-Rao lower bound, ECM parameter esti-
mation, performance analysis of ECM parameter estimation

I. INTRODUCTION

In order to ensure a reliable and safe operation, a battery
management system (BMS) needs to constantly monitor the
battery and perform specific control operations [10]. ECM
parameters are required for several functions in a BMS: (i)
voltage drop modelling (ii) state of charge (SOC) computation
(iii) temperature prediction (iv) monitoring and control. Thus,
many approaches to ECM parameter estimation have been
extensively studied. These approaches can be broadly divided
into time-domain and frequency-domain approaches.

Equivalent circuit model ECM estimation in the time do-
main using Thevenin models is the widely adopted approach
to ECM parameter estimation in batteries. This is primarily
due to the fact that higher-order models with several RC
components take longer processing times and increase the
complexity of estimation [11]. Although higher-order models
show better accuracy in defining a battery’s dynamic char-
acteristic [9], there is a gap in the literature in defining the
achievable accuracy with a practically and computationally
effective model such as the R-int model.

In addition to computational considerations, the modelling
of ECM in literature is dependent on the State of Charge
(SOC) and temperature of the operation of the battery [8].
Some strategies to estimate the SOC accurately are available
in literature intended for ECM parameter estimation. How-
ever, these strategies suffer from inapplicability to real-time
processing of the ECM parameter estimation. For instance,
In [3], an EKF-based SOC estimator is proposed where the
dependence on battery parameters is reduced at the cost of
modified transformation of these parameters. Additionally,
errors in ECM parameter estimation are also bound to occur
due to errors in SOC computation. These errors are increased
when pertinent information about the State of health (SOH) is
also neglected during battery modelling [4].

Many previous works focused on developing the theoretical
Cramer-Rao bound for performance analysis of SOC, ECM
parameter and capacity estimation by battery management sys-
tems. In [5], a 2RC model was used to simulate the behaviour
of the battery. Here, the CRLB for resistance estimation was
defined using the OCV and capacity of the battery. In another
work, a multi-sine wave was selected optimal for improved
accuracy using CRLB derivations for the Thevenin model to
[7]. However, these approaches are dependent on the SOC of
the battery and are practically complex for a BMS.

A. Contributions of the paper

Considering the research gap in SOC-independent ECM
parameter estimation, the following are some of the important
contributions of the paper:

• ECM parameter estimation is formulated for all ECM
models by eliminating the need for SOC.

• The ECM parameters are estimated using a computation-
ally inexpensive linear batch-based least square estima-
tion method.

• The theoretical performance bound CRLB is derived for
the R-int model independent of SOC.

• Development of an optimal excitation signal requirement
for maximizing estimation accuracy and minimizing er-
rors.

• Three performance assessment methods are implemented
for the proposed ECM parameter estimation approach:
(i) Effect of model mismatch, (ii) Effect of sampling
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frequency and (iii) Effect of time constant of the true
ECM parameters.

B. Organization of the paper

The remainder of the paper is structured as follows: In
Section II, the mathematical derivation of the new measure-
ment model that is based only on the measured voltage and
current through the battery is presented. Section II describes
the proposed parameter estimation method and Section III
contains the theoretical performance analysis of the proposed
method. Section IV summarizes the results of the testing
approaches for simulated and real data. Section V concludes
the paper.

II. SIGNAL MODEL OF A BATTERY

Figure 1 summarizes for possible equivalent circuit models
of a battery. Model 1 represents a short-circuited battery; a
detailed analysis of Model 1 parameter estimation can be
found in [1]. Model 2 represents the R-int model and is the
subject of this paper. Model 3 and Model 4 represent higher-
order and more accurate representations of a battery. Unlike
Models 1 and 2, the optimal linear approach to parameter
estimation is not feasible in Models 2 and 3. The remainder of
this section describes the scalar and vector observation model
for four ECM models shown in Figure 1.

A. Scalar Observation Model

The measured voltage of each of the four equivalent circuit
models shown in Figure 1 can be written in the following
form:

zv[k] = a[k]Tb+ nD[k] (1)

where

a[k]T =


aT1 [k] Model 1
aT2 [k] Model 2
aT3 [k] Model 3
aT4 [k] Model 4

b =


b1 Model 1
b2 Model 2
b3 Model 3
b4 Model 4

(2)

aT1 [k] = zi[k] aT2 [k] = [zi[k] 1]

aT3 [k] =
[
zv[k − 1] zi[k] − zi[k − 1] 1

]
aT4 [k] =

[
zv[k − 1] − zv[k − 2] zi[k] − zi[k − 1]

zi[k − 2] 1
]

(3)

b1 = R0 b2 = [R0 Vo]
T

b3 =
[
α1 R0 Ř1 Vo

]T
b4 =

[
α β R0 Ř1 Ř2 Vo

]T

R0

(a) Model 1 - A series resistance only

−
+

vo[k]

R0 i[k]

+

−

v[k]

(b) Model 2 - A series resistance and the EMF

−
+

vo[k]

R0 i1[k] R1

+−
C1

i[k]

+

−

v[k]

(c) Model 3 - A series resistance, the EMF and a single RC circuit

−
+

vo[k]

R0 i1[k] R1

+−
C1

i2[k] R2

+−
C2

i[k]

+

−

v[k]

(d) Model 4 - A series resistance, the EMF and two RC circuits

Fig. 1: Different ECM model orders.

B. Vector Observation Model

The measurements are grouped into batches of equal length
Lb. Using (1), the vector observation model is rewritten for a
particular batch of data of length Lb.

zv[κ] = H[κ]Tb+ nD[κ] (4)

where κ denotes the batch number,

zv[κ] =


zv[(κ− 1)Lb + 1]
zv[(κ− 1)Lb + 2]

...
zv[κLb]

 , nD[κ] =


nD[(κ− 1)Lb + 1]
nD[(κ− 1)Lb + 2]

...
nD[κLb]



H[κ] =


a[(κ− 1)Lb + 1]
a[(κ− 1)Lb + 2]

...
a[κLb]

 , a[k]T =


aT
1 [k] Model 1

aT
2 [k] Model 2

aT
3 [k] Model 3

aT
4 [k] Model 4



The correlation matrix of the noise vector nD[κ] is written
as

E
(
nD[κ]nD[κ]T

)
= RnD

[κ] (5)

where RnD
[κ] is a banded symmetric Toeplitz matrix which

is diagonal for Models 1 and Model 2, tridiagonal for Model 3
and pentadiagonal for Model 4. The diagonal entry of RnD

[κ]
is given by RnD

(1) and the first off-diagonal entry is given by
RnD

(1) and the second off-diagonal entry is given by RnD
(2).

All the other off-diagonal elements of RnD
[κ] are zero.

Given the κth batch of observations, the least square (LS)
estimate of b can be written as

x̂LS[κ] =
(
H[κ]TRnD

[κ]−1H[κ]
)−1

H[κ]TRnD
[κ]−1zv[κ]

(6)

It can be shown that the covariance of the LS estimation error
is

P [κ] =
(
H[κ]TRnD

[κ]−1H[κ]
)−1

(7)

When the parameter b needs to be estimated using more
data the batch length Lb increases resulting in significantly
high computational complexity. Rather than increasing Lb, a
recursive least square (RLS) algorithm can be employed to
achieve the same performance without significantly increasing
computational load. The input to this algorithm are the esti-
mate x̂[κ] and the error covariance P[κ] from the prior batch,
the new measurement z[κ+1] and the new measurement model
H[κ+ 1]. The outputs are the new estimate x̂[κ+ 1] and the
updated error covariance P[κ+ 1].

III. PERFORMANCE ANALYSIS

In this section, a theoretical performance analysis of the
proposed parameter estimation algorithm is developed. For
linear observation model (4) under Gaussian noise assumption,
the Cramer-Rao Lower Bound (CRLB) [2] serves as the lower
bound on the estimation error covariance. It can be shown that,
for the observation model (4), the CRLB is

CRLB =
(
H[κ]TΣ−1H[κ]

)−1
= σ2

(
H[κ]TH[κ]

)−1
(8)

i.e.,

E
(
(b̂− b)(b̂− b)T

)
≥ CRLB (9)

where b̂ denotes an estimate of b.
Now, let us focus on the CRLB corresponding to Model-2 in

Figure 1 for an in-depth analysis. For this model, H[κ]TH[κ]
can be expanded as follows

H[κ]TH[κ] =

[∑L
k=1 i(k)

2
∑L

k=1 i(k)∑L
k=1 i(k) L

]
(10)

where, it is assumed zi(k) = i(k) to simplify the analysis.
Now,

(
H[κ]TH[κ]

)−1
can be simplified as(

H[κ]TH[κ]
)−1

=(
1

|H[κ]TH[κ]|

)[
L −

∑L
k=1 i(k)

−
∑L

k=1 i(k)
∑L

k=1 i(k)
2

]
(11)

where

∣∣H[κ]TH[κ]
∣∣ = L

L∑
k=1

i(k)2 −

(
L∑

k=1

i(k)

)2

(12)

From the above, the CRLB of estimating R0 and Vo, the
first and second diagonal elements, respectively, of (8) can
be written as

CRLB(R0) =
σ2∑L

k=1 i(k)
2 − 1

L

(∑L
k=1 i(k)

)2 (13)

CRLB(Vo) =

(
σ2

L

) 1

1− 1
L

(
(
∑L

k=1 i(k))
2∑L

k=1 i(k)2

)
 (14)

In other words, one can write

E
(
(R̂0 −R0)

2
)
≥ CRLB(R0) (15)

E
(
(V̂o − Vo)

2
)
≥ CRLB(Vo) (16)

Let us first consider CRLB(R0) in (13). The estimation
accuracy depends on the following three factors:
(1) Measurement noise variance σ2. The lower the measure-

ment noise, the lower the CRLB.
(2) Number of observations L. Under the given assumptions,

that R0 remains a constant, more measurements will
decrease estimation error.

(3) Current profile i(k), k = 1, . . . , L. The current profile
should be selected in a way that the error bound in (13)
is minimized.

Out of the three factors influencing the estimation error of
R0, the first two are constants. The current profile i(k), k =
1, . . . , L should be selected in a way that the error can be
made as small as possible.

We need to find the current profile i(1), i(2), . . . , i(L) such
that the CRLB(R0) can be reduced. The problem can be
formally stated as follows:

For a given number of measurements L find
i(1), i(2), . . . , i(L) such that the following cost func-
tion is maximized:

JR0
(i(1), i(2), . . . , i(L)) =

L∑
k=1

i(k)2 − 1

L

(
L∑

k=1

i(k)

)2

(17)

under the constraint that

imin ≤ i(1), i(2), . . . , i(L) ≤ imax (18)

It can be shown that for given values of the current limits
imin and imax, a current profile that alternates between the two
extreme values will minimize CRLB(R0).

Minimization of CRLB(Vo), can be formulated as the
following problem:



For a given number of measurements L find
i(1), i(2), . . . , i(L) such that the following cost func-
tion is minimized:

JVo
(i(1), i(2), . . . , i(L)) =


(∑L

k=1 i(k)
)2

∑L
k=1 i(k)

2


(19)

under the constraint that

imin ≤ i(1), i(2), . . . , i(L) ≤ imax (20)

Selecting current limits such that imin = −imax and a
current profile that alternates between imin and imax will
minimize both CRLB(R0) and CRLB(Vo).

The performance analysis presented in this section shows
that the accuracy of the estimation depends on the excitation
signal. By carefully selecting the excitation signal, the accu-
racy of ECM parameter estimation can be improved. When
there is no control over the excitation signal, e.g., when using
battery usage data for ECM parameter estimation, the CRLB
provides the lower bound on the ECM parameter estimation
error.

IV. RESULTS

A. Battery Simulation

The data for the demonstration in this section were gen-
erated using a battery simulator. Figure 2 shows the battery
simulator in the form of a block diagram. The battery simu-
lator uses the equivalent circuit model shown in Figure 1 to
simulate the voltage and current measurements that resemble
real-time measurements from a battery. The OCV effect of
the battery, denoted by vo[k] in Figure 1, was generated
using the Combined+3 model [6] with the following model
parameters: k0 = −9.082, k1 = 103.087, k2 = −18.185,
k3 = 2.062, k4 = −0.102, k5 = −76.604, k6 = 141.199, and
k7 = −1.117. The voltage and current measurement noise
standard deviations were assumed to be equal in magnitude,
i.e., σv = σi = σ where σ was computed based on the
assumed signal-to-noise ratio of the measurement system,
defined as

SNR = 20 log

(
I

σ

)
(21)

where I = |i(k)|, k = 1, . . . , L is the amplitude of the
current signal that is assumed to be constant throughout the
entire simulation. The relaxation parameters of the ECM are
set at R0 = 0.2Ω, R1 = .3Ω, C1 = 50F, R2 = .3Ω, and
C2 = 500F. The EECM model in the battery simulator can
be changed in a way that the RC models can be selected, from
the set of {(R0), (R1, C1), (R2, C2)}.

B. Test Profiles

First, let us consider the current profile shown in Figure
3a. The current is sampled at 10Hz resulting in L = 1000
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model
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Profile
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parameters

OCV 
parameters

Battery 
Capacity

True SOC

Fig. 2: Battery simulator.

samples. The current profile i(1), i(2), . . . , i(L) also holds the
following property

L∑
i=1

i(k) = 0 (22)

where L = 1000.
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3.8165649 V.

Fig. 3: Simulated current and OCV.

Figure 3b shows a plot of OCV Vo(k) over time. It can
be seen that when the current i(k) is positive Vo(k) increases
and when i(k) is negative Vo(k) decreases. Since the average
current shown in Figure 3a is zero, the average OCV in Figure
3b is constant as well.

Figure 4a shows a plot of the true voltage across the
battery terminals, v(k) = Vo(k) + i(k)R0, over time. It
must be noted that even though Vo(k) changes with time,
the magnitude of the voltage drop i(k)R0 remains a constant.
Also that the magnitude of change in Vo(k) (see Figure 3b) is
relatively insignificant compared to the magnitude of i(k)R0.
Consequently, the magnitude of v(k) appears unchanged in
Figure 4a. Another explanation for this observation is that the
change in OCV is small within a duration of 5 seconds.

Figure 4b shows the voltage measurements from the battery
simulator. Here, the battery simulator is set to Model-2 ECM
(see Figure 1), i.e., only R0 = 0.2Ω had a non-zero value
and all other ECM parameters were set to zero. For now, it is
assumed that the current profile is perfectly known, as shown
in Figure 3a, i.e., it is assumed that the current measurement
noise is zero.

C. Performance Metrics

The least-square estimation algorithm (6) for Model-2 was
used to estimate the resistance R0 and Vo. Let us denote
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Fig. 4: Voltage measurements.

these estimated quantities as R̂0 and V̂o, respectively. The
normalized mean square error (NMSE) of these estimates is
defined as

Error(R0) = 100× 1

R2
0

M∑
m=1

(R0 − R̂0(m))2 (23)

Error(Vo) = 100× 1

V 2
o

M∑
m=1

(Vo − V̂o(m))2 (24)

where M denotes the number of Monte-Carlo runs.
In order to make the CRLB comparable to the NMSE

defined in (23) and (24), the following CRLB values in (13)
and (14) were computed for comparison during simulation
studies.

CRLB(R0) →
CRLB(R0)

R2
0

(25)

CRLB(Vo) →
CRLB(Vo)

V 2
o

(26)

Let us define a new type of NMSE as follows:

NMSE(Rtot) = 100× 1

R2
tot

M∑
m=1

(Rtot − R̂0(m))2 (27)

where

Rtot =

{
R0 +R1 Model 3
R0 +R1 +R2 Model 4

(28)

D. Performance Assessment Results

The following scenarios were considered for performance
evaluations:

1) Model matched case.: Here both the battery simulator
and the BMS assumes Model 2. The first row in Table I shows
the NMSE of R0 under the model-matched case for three
sampling rates. From these values, it can be observed that the
NMSE values reduce with an increase in the sampling rate.
The CRLB for R0 was calculated as 0.0025 using (25). It must
be noted that the CRLB derivations are done under the perfect
model assumptions. The value of NMSE is found to be close
to CRLB at 100Hz. Thus, under the model-matched case, a
higher sampling rate can help in better accuracy of R-int ECM
parameter estimation.

The first row in Table II shows the NMSE values for V̄ for
three sampling rates. Similar to NMSE of R0, the error in V̄

estimation reduces with an increase in sampling rate for the
model-matched case. Also, the NMSE value is approximately
zero at 100 Hz which points to an accurate V̄ estimation by
the BMS.

2) Reduced order scenario.: Consider a scenario where the
battery simulator assumes Model 3 and the BMS assumes a
reduced order model like Model 2. The BMS uses the voltage
and current data generated using the Model 3 simulator. Table
I shows the NMSE for R0 for different sampling rates and
time constants. There are several observations one can make
from these results:

• For the model-mismatched case, a lower time constant for
the battery simulator showed lower error values. In Table
I, the lowest NMSE values were therefore observed for
RC = 0.5 for both Model 3 and Model 4 assumption by
the BMS.

• With a lower time constant for the simulator, the NMSE
values were lowest at the highest sampling rate. This can
be observed in Table I where the BMS uses Model 2
and the voltage and current data is generated using the
Model 3 simulator. When RC = 0.5s, the NMSE values
are lower than the NMSE for RC = 5s. The lowest errors
were found for the maximum sample rate i.e., 100 Hz.
The same pattern can also be observed in Table I where
the data is generated using the Model 4 simulator. This
confirms with evidence that higher sampling rates can
lead to lower errors in ECM parameter estimation under
the condition that the time constant is lower.

• For the model-mismatched case with higher time con-
stants for the battery, it was found that the NMSE
values were also higher. Although the NMSE values are
reduced with a higher sampling rate in Table I, high error
percentages are reported for higher time constant values.

• Considering the estimation with higher-order models with
varying time constants, a new NMSE is derived under the
model mismatch case. The NMSE for Rtot is defined as
the NMSE value calculated using the true resistances of
the battery for a particular model using (28). From the
results in Table I and III, it can be seen that the NMSE
for Rtot is less than Rint. This is explained by the fact
that the ECM Model-3 has two resistor components, R0

and R1. When a lower order model, here Model-2, is
used to estimate the parameters the resulting estimate
of the resistance is observed to be closer to the sum
of the two resistor components of Model-3. Similarly,
for ECM Model-4 which has three resistor components,
R0, R1 and R2, the resulting estimate of the resistance
when the BMS is Model 2 is closer to the sum of the
three resistor components. It should be noted that even in
higher-order models with high RC, the resulting estimate
of the resistance is observed to be closer to the sum of
all the resistor components when the R-int approximation
model is used.

• Table II contains the NMSE values of V̄ for different
sampling frequencies. From the results, it can be seen that
the proposed method of parameter estimation is accurate



for V̄ estimation irrespective of sampling frequency and
model requirements. Also, with an increase in sampling
frequency up to 100Hz, the error reaches zero for most
cases as in the table.

3) Effect of sampling frequency.: Consider the battery sim-
ulator generates data for three sampling frequencies, 1 Hz, 10
Hz, and 100 Hz. Subsequently, the input voltage and current
measurements to the BMS also have highly sampled data.
From Tables I and II, it can be seen that the NMSE reduces
with an increase in sampling frequency i.e., the NMSE for 100
Hz is always less than NMSE for 1 Hz for all time constants.

4) Effect of time constants of the ECM parameters.: The
analysis of the effect of the time constant is done with three
values of RC = 0.5s, 5s and 50s under the model-mismatched
case. It is observed that the time constant affects the error in
ECM parameter estimation.

TABLE I: NMSE(R0)

Model R0 R1 R2 RC 1 Hz 10 Hz 100 Hz
Model 2 0.2 - - - 0.2444 0.0239 0.0024
Model 3 0.2 0.1 - 0.5 22.0125 17.074 16.2551
Model 4 0.2 0.1 0.1 0.5 88.7442 67.991 65.0938
Model 3 0.2 1 - 5 77.2136 22.9266 19.0607
Model 4 0.2 1 1 5 305.0416 91.2427 76.2678
Model 3 0.2 10 - 50 35.4684 2.218 1.011
Model 4 0.2 10 10 50 141.2147 8.5242 4.0348

TABLE II: NMSE(V◦)

Model R0 R1 R2 RC 1 Hz 10 Hz 100 Hz
Model 2 0.2 - - - 0.0028 0.0002 0
Model 3 0.2 0.1 - 0.5 0.0026 0.0002 0
Model 4 0.2 0.1 0.1 0.5 0.0026 0.0003 0
Model 3 0.2 1 - 5 0.0135 0.0134 0.0134
Model 4 0.2 1 1 5 0.0463 0.0527 0.0533
Model 3 0.2 10 - 50 1.1444 1.1641 1.1655
Model 4 0.2 10 10 50 4.5666 4.6547 4.6642

TABLE III: NMSE(Rtot)

Model R0 R1 R2 RC 1 Hz 10 Hz 100 Hz
Model 3 0.2 0.1 - 0.5 0.1648 0.3477 0.418
Model 4 0.2 0.1 0.1 0.5 0.1444 0.7765 0.9339
Model 3 0.2 1 - 5 47.2193 56.788 57.8474
Model 4 0.2 1 1 5 56.3080 67.6124 68.8402
Model 3 0.2 10 - 50 93.8492 95.56 95.7312
Model 4 0.2 10 10 50 95.7158 95.4589 97.6363

V. CONCLUSIONS

Estimation of ECM parameters is crucial in SOC estimation,
remaining mileage estimation, and state of health (SOH)
estimation in a battery management system (BMS). In this
paper, an alternating current excitation signal is theoretically
shown to improve the ECM parameter estimation accuracy.
Thus, in real-time applications, the proposed current profile
can be adopted to estimate the ECM parameters. The paper

also describes the Cramer-Rao Lower Bound (CRLB) for
the lowest estimation error variance of each ECM parameter
given this excitation signal. A summary of the performance
assessment methods is provided in Table IV.

TABLE IV: Performance Assessment Summary

Evaluated scenario Result
Higher sampling frequency Lower error in R0 estimation
Higher sampling frequency Minimal effect in V̄ estimation
Model mismatch (low RC) Lower error in R0 estimation
Model mismatch (high RC) Varied error in R0 estimation

Model mismatch Minimal effect in V̄ estimation

A possible explanation for the effect of the time constant
on ECM parameter estimation is as follows: an RC element
with a very high time constant will require very low-frequency
excitation signals. That is, it takes longer to estimate RC
elements with a long time constant. Similarly, the inductive
responses from a battery are observable only at very high
frequencies. Thus, future work on optimizing the effect of
the time constant along with the proposed approach can help
improve the estimation accuracy with the advantage of the
ease of practical applicability in a BMS.
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Abstract—This paper presents an approach to real-time bat-
tery capacity estimation by combining the advantages of the
opportunistic zero-current states in the dynamic current profile of
the battery and the knowledge of the open circuit voltage (OCV)-
state of charge (SOC) curve of the battery. With the knowledge
of OCV parameters, the SOC can be estimated through OCV
lookup using the OCV-SOC curve. The difference in SOC be-
tween two different points is the change in Coulombs normalized
by the battery capacity — this relationship is exploited to estimate
the battery capacity. In the capacity estimation using the OCV-
SOC curve, there are two existing approaches to OCV estimation.
In the first approach, the battery is completely rested and the
terminal voltage is measured; in a rested battery, the terminal
voltage is treated as the OCV. In the second approach, the voltage
drop is computed by estimating the equivalent circuit model
(ECM) parameters of the battery; the OCV is then computed
by subtracting the voltage drop from the measured terminal
voltage. Both of these approaches have limitations: it takes a
long time to fully rest a battery and ECM parameter estimation
problem suffers form non-linearities and sub-optimal solutions
as a result of that. In this paper, we propose an approach to
estimate the battery capacity without the wait for complete rest
of the battery or for the estimation of ECM parameters. Rather
than waiting for battery rests, it is proposed to make OCV
measurements whenever the current through the battery is zero.
It is hypothesized in this paper that, the resulting OCV error, due
to both the hysteresis and relaxation effect, can be considered
zero-mean when sufficient number of measurements are taken.
The proposed approach, when tested using real world battery
data, show significantly accurate estimation of battery capacity.
Further, it is observed that the amount of rest time before
taking the OCV measurement positively correlated with capacity
estimation accuracy. The standard deviation of the computed
capacities immediately after zero current and after one hour of
rest, relative to true capacity is 0.3Ah and 0.2Ah respectively.

Index Terms—Battery management system, OCV-SOC curve,
real-time capacity estimation, opportunistic measurements

I. INTRODUCTION

From the moment a battery is made, it starts to go through
a process known as the capacity fade. Capacity fade is
caused by ageing, fast charging, heavy usage, and extreme
environmental conditions [1]. A robust battery management
system (BMS) [2] needs accurate knowledge of the battery
capacity to estimate all critical states required for effective
battery management: state of charge [3], [4], state of health
[5], [6], time to empty, and remaining useful life [7]. Incorrect

knowledge of battery capacity may lead to consequential
decisions, such as overcharging.

Real-time estimation of capacity is a growing area of
research. Several methods are proposed in the literature for
determining the capacity of battery online. They can be
broadly categorised as the open circuit voltage (OCV) curve
based [8], [9], [10], [11], [12], [13], [14], incremental capacity
analysis (ICA) based [15], [16], differential thermal voltam-
metry (DTV) based [17], [18], and machine learning [19],
[20] based approaches. While the ICA and DTV are based
on complete discharge profile of the battery, which rarely is
the case in real-time scenarios, the OCV-SOC curve based
approach is more suitable in practical situations. The curve
based approach requires the knowledge of the OCV parameters
forehand, which are usually obtained from the battery OCV-
SOC characterization process. Most of the existing approaches
in the literature to estimate capacity based on the OCV curve
either have long rest times of the battery or require the
estimation of electrical equivalent circuit model parameters of
the battery.

This paper contributes an approach to estimate the battery
capacity in real-time based on the knowledge of open circuit
voltage - state of charge (i.e) OCV-SOC curve [21] of the
battery by eliminating the need for wait times of battery rest
or the estimation of ECM parameters. The objective is to treat
the voltage measurements during zero-current states, whenever
one is available, as a measure of OCV. Using this measure, the
corresponding SOC will be computed. It is understood that the
hysteresis and relaxation effects will be present whenever such
an OCV measure is taken. The difference in SOC between a
rest pair is proportional to the amount of Coulombs extracted
from the battery normalized by the battery capacity. For every
pair of rest-state encountered, a differential observation in
terms of the SOC difference and change of Coulombs can be
written, from which the capacity is estimated by least-squares
approach. It is hypothesized that the resulting SOC difference
error would be zero mean and that such error will reduce
with time if the current remains zero. This is demonstrated by
taking voltage measurements immediately after every zero-
current state and one hour of rest after that. The standard
deviation of estimation error from both cases will be used
to test this hypothesis. The proposed approach is validated on
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experimental data collected from a battery cell.
The rest of the paper is organised as follows - Section II

describes the basics of real-time battery capacity estimation by
exploiting the OCV-SOC curve. In Section III, battery capacity
estimation in the presence of noise is discussed. The solution
to estimate capacity by least-squares approach is shown in
IV. Experimental details and results are shown in Section V.
Section VI conlcudes the paper.

II. REAL-TIME BATTERY CAPACITY ESTIMATION

The open circuit voltage model of a battery can be exploited
to estimate the battery capacity in real-time. Consider the
scenario illustrated in Figure 1 where the battery measured
OCV = OCV1 at the start of the experiment. The battery is
then discharged by extracting C Coulombs (measured in Ah)
from it. At the end of this discharge, and after sufficiently
resting the battery, the battery measured OCV = OCV2.
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Fig. 1: OCV based capacity estimation.

Let us assume that the following combined+3 model [21] is
used to represent the OCV-SOC characterization of the battery

OCV = fOCV(s) =k0 +
k1
s

+
k2
s2

+
k3
s3

+
k4
s4

+ k5s+ k6 ln(s) + k7 ln(1− s) (1)

where s denotes the SOC. Assuming that the parameters
k0, . . . , k7 of the OCV-SOC model is known, the SOC can
be computed for a given OCV, i.e.,

s = f−1
OCV(OCV) (2)

Now, for the two OCV measurements in Figure 1, the
corresponding SOC values can be obtained as

SOC1 = f−1
OCV(OCV1) (3)

SOC2 = f−1
OCV(OCV2) (4)

The change in SOC is equal to the change in Coulombs
normalized by the battery capacity, i.e.,

dSOC = SOC2 − SOC1 =
C

Q
(5)

where C denotes the change in Coulombs and Q denotes
the battery capacity. Using the relationship (5), the battery
capacity can be estimated.

In real-world setting, the OCV measurements can be cor-
rupted by various sources of noise. The remainder of this paper
details an approach for the accurate real-time estimation of
battery capacity in the presence of noise.

III. CAPACITY ESTIMATION IN THE PRESENCE OF NOISE

A typical scenario involving noisy OCV measurement is
shown in Figure 2. The curve in blue shows the true OCV
curve and the dashed curve in green shows the envelop of
error. This error could be due to hysteresis and relaxation
effects within the battery. To illustrate this further, consider
the equivalent circuit model (ECM) of the battery, shown in
Figure 3. The relaxation effect of the battery is modelled as
a series of RC circuits; when the battery is fully at rest the
relaxation effect become zero, i.e., when there is no current
activity through the battery for sufficient time, the voltage
across the RC circuits becomes zero. “The hysteresis in Li-ion
batteries is generated due to the thermodynamic entropic ef-
fects, mechanical stress, and microscopic distortions within the
active electrode materials during Lithium insertion/extraction
[22]”. The hysteresis effect does not vanish even when the
battery is well-rested. When the battery is fully rested, the
relaxation error becomes zero. The measured voltage at time
‘t’ can be written as

zv[t] = V◦(s[t]) + h[t] (6)

where the hysteresis h[t] corrupts the measured OCV.
The OCV-SOC characteristic curve can be used to get a

measure of SOC whenever the battery is sufficiently rested.
The SOC of the battery for a given at-rest terminal voltage
(which is also the open circuit voltage) zv[t], written as

x̂s[t] = f−1
OCV(zv[t]) (7)

can be computed using the OCV-SOC characterization by
computing the inverse of (1). There are several methods
for computing the inverse of a non-linear function, such as
Newton’s method and binary search [23].

The SOC estimation error in (7) is modelled as follows

xs[t] = x̂s[t] + x̃s[t] (8)

where the OCV lookup error x̃s[t] is caused by the hysteresis
effect as illustrated in Figure 2. Figure 2 shows that when the
battery comes to rest at time t after a discharging process, the
OCV lookup error x̃s[t] will be negative. Similarly, when the
battery comes to rest at time t after a charging process, the
OCV lookup error x̃s[t] will always be positive. However, the
magnitude of the error will vary with the amount of hysteresis,
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Figure 7: EMF voltage of a battery as it is being discharged. In batteries,
the EMF voltage drops as the battery is discharged and vice versa.

4.2 Nominal capacity

Nominal capacity is the maximum amount of Coulombs that can be discharged
from a battery at any temperature. In other words, nominal capacity is the
maximum total capacity of the battery. The temperature at which the total
battery capacity is maximum is defined as the nominal temperature of the
battery, i.e.,

T̂nom = argmax
T

Qtot(T ) (1)

where Qtot(T ) describes the total capacity of the battery as a function of tem-
perature T. The nominal battery capacity is then

Qnom = Qtot(T̂nom) (2)

The total capacity Qtot increases with temperature up to the nominal temper-
ature. Beyond that, the total capacity starts to decline with increasing temper-
ature. It is also important to note that the nominal temperature may (slightly)
vary from battery to battery. It must be noted that the manufacturer specified
nominal temperature (and nominal capacity) are only approximate. However,
room temperature is generally considered to be an approximate value of the
nominal temperature.

Figure 9 shows measured total capacity values of three di↵erent battery
cells at di↵erent temperatures. These three di↵erent battery cells were identical,
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Fig. 2: Generic description of OCV lookup error. The solid
line in blue shows the true OCV-SOC characteristics. The
dashed lines in green describe the effect of hysteresis when
the battery comes to rest after charging (above the blue line)
or discharging (below the blue line).

which is a function of the magnitude of the current before rest,
SOC and time.

Let us assume that the SOC1 and SOC2 in (5) are measured
at rest-time ‘t1’ and ‘t2’ respectively. Let us denote these as

xs[t1] ≜ SOC1 (9)

xs[t2] ≜ SOC2 (10)

According to the model in (8), the above SOC estimates can
be written as

xs[t1] = x̂s[t1] + x̃s[t1] (11)
xs[t2] = x̂s[t2] + x̃s[t2] (12)

where x̂s[t1] and x̂s[t2] refer to the computed SOC according
to (7) and x̃s[t1], x̃s[t2] refer to the SOC estimation error due
to hysteresis.

By subtracting (11) from (12) and making use of the
relationship in (5) we can write

dks = Q−1dkc + w̃k
s (13)

where

dkc = C =
η
∫ t2
t1
Idt

3600
(14)

η denotes the Coulombic efficiency, I is the battery current
between zero-current states t1 and t2, and

dks = x̂s[t2]− x̂s[t1] (15)

w̃k
s = x̃s[t1]− x̃s[t2] (16)

It must be noted that, regardless of the fact that the sign
of OCV lookup error x̃s[t] is biased towards the battery
mode ∈ {charging,discharging}, the “differential error” w̃k

s

TABLE I: Possible rest pairs for OCV based capacity
estimation

First rest Second rest Measurement id (k)
t1 t2 k = 1
t1 t3 k = 2
t1 t4 k = 3
t2 t3 k = 4
t2 t4 k = 5
t3 t4 k = L = 6

(defined in (16)) can either be positive or negative. By con-
sidering a large number of differential errors, we assume w̃k

s

is approximately white.
Note that we are assuming dkc is noise free i.e., we are

assuming there is no noise in current measurement.
Consider that there are N rest states in a batch of measure-

ments — this will result in N(N−1)/2 measurements similar
to (13).

Remark 1. For example, for N = 4, let us assume the battery
is in rest state at time instances t1, t2, t3 and t4. Table I shows
the possible rest pairs for differential observations.

Let us assume that a κth batch of L measurements of (13)
are made. This can be represented as

dκ
s = Q−1dκ

c + w̃κ
s (17)

where

dκ
s =

[
d1s, d

2
s, . . . , d

L
s

]T
(18)

dκ
c =

[
d1c , d

2
c , . . . , d

L
c

]T
(19)

w̃κ
s =

[
w1

s , w
2
s , . . . , w

L
s

]T
(20)

In the practical usage of mobile devices, there will be many
time epochs of rest state within each cycle of usage. It must
be noted that the batch length L can be time varying.

IV. LEAST-SQUARES ESTIMATE

The closed form solution of the inverse battery capacity by
least-squares approach is given by

Q̂−1
LS =

(
(dκ

c )
T (Σw̃κ

s )
−1

dκ
c

)−1

(dκ
c )

T
(Σw̃κ

s )
−1

dκ
s (21)

where Σw̃κ
s is the noise covariance matrix of w̃κ

s (i.e)

Σw̃κ
s = E(w̃κ

s (w̃
κ
s )

T ) (22)

For independent and identically distributed noise,

Σw̃κ
s = σ2I (23)

where σ2 = E[(w̃k
s )

2] is the variance of the noise, w̃k
s . The

variance of the inverse capacity estimate is

RLS[κ] =
(
(dκ

c )
T (Σw̃κ

s )
−1

dκ
c

)−1

(24)

An approach to derive the capacity estimate and the esti-
mation error variance based on the inverse estimate and the
inverse estimation error variance is based on [8].
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Fig. 3: Hysteresis and relaxation effects in a battery. The relaxation effect can be determined after estimating the equivalent
circuit model parameters of the battery. Accurate hysteresis estimation remains a challenging problem.

TABLE II: Specifications of Li-ion battery

Specification Value(unit)
Nominal capacity 3000mAh
Max. continuous discharge current 35A
Nominal voltage 3.6V
Height 70mm
Diameter 21mm
Weight 70g
Internal resistance 15m Ω

V. EXPERIMENTAL RESULTS

A. Battery Tested & Testing Equipment

The proposed approach for estimating the capacity of a
battery is demonstrated using data collected from a com-
mercially available Li-ion battery. The model number of the
battery is Samsung-30T INR21700. The features of the cell
are summarized in Table II. The tested battery is labelled
‘C1212’ and will be referred using this label in the remainder
of this paper. The data from battery is collected using the
Arbin battery cycler (LBT21084, Arbin Instruments, USA). It
has 16 independently controlled channels, each with a voltage
range of 0-5V and a current range of ±10A. A single channel
was used to collect data from the battery at room temperature.

A low current slow discharge-charge cycle is pursued to
characterize the battery to model the open circuit voltage
(OCV) as a function of its state of charge (SOC)(V-B). The
true capacity of the battery determined from the OCV-SOC
test is taken as the reference capacity. The characterization
test is followed by a dynamic discharge-charge current profile
(V-C) during which the capacity of the battery is estimated
one hour after every rest state in the profile.

B. OCV-SOC characterization test

A constant current - constant voltage (CC-CV) charging
regime is followed to fully charge the battery before conduct-
ing an OCV-SOC test.

1) A constant current of 0.5A is supplied to the battery
until the terminal voltage reaches 4.2V.

2) The terminal voltage is maintained at 4.2V during con-
stant voltage charging until the current drops to 0.01A.

Fig. 4: Experimental setup for battery testing
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Fig. 5: V-I data in OCV test

3) The battery is rested for one hour.
4) A constant current of C/30 is supplied to slowly dis-

charge the battery for thirty hours until the SOC reaches
0%. A rest of 1 hour is provided after which the battery
is charged by C/30 again for thirty hours until the SOC
reaches 100%.

The terminal voltage and current recorded from the battery
during the OCV-SOC test is shown in Figure 5 . The data is
processed to obtain the typical OCV-SOC curve represented by
the combined+3 model in (25). The experimental setup used
for testing the batteries is shown in Figure 4.
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Fig. 6: OCV-SOC characterization

The combined+3 OCV-SOC model as given by (1) is,

V◦(s) =k0 +
k1
s

+
k2
s2

+
k3
s3

+
k4
s4

+ k5s+ k6 ln(s) + k7 ln(1− s) (25)

where, it is assumed that the OCV parameters k0, k1, . . . k7 are
obtained by linearly scaling s ∈ [0, 1] to lie between [ϵ, 1− ϵ]
[24].

The results of OCV-SOC modeling is shown in Fig.(6).
The true capacity of the battery is determined as the average

of the discharge and charge capacities. The discharge and
charge capacities are evaluated as the amount of Coulombs
drawn out of the battery during the full discharge cycle and
the amount of Coulombs supplied to the battery during the
full charge cycle respectively. The evaluated true capacity of
the battery ‘C1212’ is 2.9625Ah.

C. Dynamic discharge-charge profile

The battery is subjected to a dynamic discharge-charge
current profile as shown in Fig.(7). The profile mimics a
driving cycle with rest states interspersed in discharge-charge
cycles. The battery rest states are equivalent to when a vehicle
stops. At these rest states, the battery is neither charging nor
discharging (i.e) the battery current is zero. The proposed
approach takes advantage of these rest stops to determine the
capacity of the battery, immediately and one hour after every
rest.

In the experiment conducted, six rest states are identified
(i.e) states at which the battery current is close to zero.
One hour after every rest state is highlighted in black and
numbered. This is shown in Fig.(7). Fig. (8) shows battery
terminal voltage corresponding to the dynamic current profile
in Fig.(7).

D. Real-time capacity estimation

As seen in Sec.(III), for six rest states, N = 6, fifteen
rest pairs are possible. The fifteen possible rest pairs from the
experiment are identified using Table (I). With the identified
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Fig. 7: C1212 current profile

60 70 80 90 100 110
2.5

3

3.5

4

4.5

Fig. 8: C1212 voltage profile

rest pairs, a batch of fifteen differential measurements of the
form of (13) can be written, one each for immediately after
zero current and one hour after rest.

A linear least squares estimation method is pursued to
estimate the capacity of the battery considering noisy mea-
surements. The noise covariance matrix is of the form in (23)
with σ2 = 0.001.

Figure 9 shows the estimated capacities immediately at
zero current, C0 and one hour after rest, C60. The standard
deviation of the estimated capacities immediately at zero
current, σC0

and one hour after rest, σC60
is given by

σC0
=

√√√√ 1

N

N∑
m=1

(C0(m)− Ctrue)2 = 0.3Ah (26)

σC60
=

√√√√ 1

N

N∑
m=1

(C60(m)− Ctrue)2 = 0.2Ah (27)

where Ctrue = 2.9625 Ah is the true battery capacity,
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Fig. 9: Capacity estimates, C0 and C60

and N is the total number of estimates. This shows that
battery capacity can be estimated immediately after zero-
current state is encountered by measuring the OCV directly
with a satisfactory level of accuracy.

VI. CONCLUSION

In this paper, a real-time approach to estimate the total
capacity of the battery was presented. The advantage of this
approach is that it does not require completely discharging the
battery, resting the battery, or estimating the equivalent circuit
model parameters of the battery for capacity estimation. It
is proposed in this paper to treat the voltage measurements,
whenever the current is zero, as a surrogate to the open circuit
voltage (OCV) with the understanding that this assumption
comes with some errors. Using these measurements, the state
of charge (SOC) is computed by utilizing the knowledge of the
OCV-SOC characterization. Using two such measurements,
an observation model is constructed to estimate the battery
capacity based on the counted Coulombs between the two. It
is then suggested to combine several such observations through
the least squares method. The present work assumes that
the current measurements are noise free. Total least squares
approach can be utilized to relax this assumption.
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Abstract—The open circuit voltage (OCV) to state of charge
(SOC) representation of batteries characterizes the electrode
potential difference of the battery (i.e) the open circuit voltage
as a function of the amount of charge the battery can hold.
Traditionally, the OCV-SOC curve is represented by polynomial
functions. The battery management system (BMS) conventionally
stores the OCV-SOC curve in terms of coefficients of such poly-
nomial functions. These coefficients are used for real-time SOC
estimation based on measured or computed OCV. It is required
to store the OCV-SOC parameters up to several decimal digit
accuracy in order to precisely estimate the SOC. This demands
high computing and memory resources to adequately represent
the OCV-SOC curve. However, most practical BMS’s are limited
in terms of their memory, which means the parameters are often
rounded before stored. The perils of rounding the OCV-SOC
parameters are highlighted in this paper. Then, a systematic
solution is proposed to create an alternative solution in the
form of an OCV-SOC table, which can eliminate dependencies
on system requirements. The proposed tabular approach is also
robust to rounding compared to their parametric counterparts. A
formal validation metric is evaluated to compare the robustness
of the tabular model and the existing empirical model. It can be
concluded that the proposed OCV-SOC table outperforms the
traditional parametric models.

Index Terms—Battery management system, OCV-SOC char-
acterization, state of charge estimation, polynomial fitting, hard-
ware implementation of algorithms, memory constraints, sam-
pling of functions.

I. INTRODUCTION

Lithium-ion batteries have been used in various applica-
tions ranging from consumer electronics to the present day
electric vehicles (EV). Lithium market is expected to see a
significant growth in the coming decade and passenger electric
vehicles will continue to be the dominant use of the Li-ion
batteries. Battery packs in the electric vehicles need to be
constantly monitored in order to ensure their safe, reliable
and efficient operation. A battery management system (BMS)
[1], [2], [3] monitors the battery pack through instantaneous
voltage, current, and temperature measurements and performs
various control operations. The battery fuel gauage (BFG), an
important component of the BMS needs to accurately estimate
the state of charge (SOC) [4], [5]- one of the most crucial
diagnostic parameters of a battery pack.

Battery SOC estimation is the most important function of
a BFG and is an active area of research [6], [7]. The SOC

of a battery can be computed through Coulomb counting [8]
or though voltage-lookup [9], [10], [11], [12] based method.
Both of these methods have limitations: the Coulomb counting
approach suffers from initial SOC and current integration
errors, and uncertainty in the knowledge of battery capacity
[13], whereas the voltage based approach suffers from mod-
elling and measurement errors. Modern BFGs attempt SOC
estimation by combining both Coulomb counting and voltage-
lookup approaches by utilizing non-linear filtering techniques
[14], [15], [16]. The present paper is focused on voltage based
approach to SOC estimation.

The open circuit voltage (OCV) - state of charge (SOC)
curve of the battery is the essence of the voltage based SOC
estimation approach. By measuring the voltage across the
battery terminals, if the OCV-SOC relationship is already
known, the SOC can be computed — or ‘looked up’. The
nonlinear OCV-SOC curve is usually written as a combination
of linear, polynomial and logarithmic terms [17]. The curve
is generally represented by the parameters of the defined
empirical model. The parameters are estimated by the process
of OCV-SOC characterization which involves data collection
and processing.

In order to fit the parameters to the available space in
low cost systems, it is a common practice to round them.
Figure 1 shows the resulting OCV-SOC curve after rounding
the parameters to lower significant numbers for some of the
OCV-SOC models listed in Table I. It is evident from Figure
1 that the OCV-SOC parametric representation of a battery
may be significantly altered by rounding. This substantiates
that approximating the parameters have serious effects on the
resulting OCV-SOC curve for some models whereas certain
model parameters are robust to rounding. Table I and Figure
1 highlight the problems with existing OCV-SOC models in
low-cost environments:

(a) Existing OCV-SOC models require high-bit computing
resources for parameter storage and processing, and

(b) Existing model predictions are susceptible to significant
errors when the model parameters are rounded.
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TABLE I: Overview of exisitng models in the literature

Reference Model Parameters Lowest parameter
value

Highest parameter
value

System
requirement

(bits)

Combined [18] k0 +
k1
s

+ k2s + k3ln(s) +

k4ln(1 − s)

k0 = −1.041084, k1 = −0.809928, k2 =
7.128030, k3 = −4.534755, k4 =

0.318780

k3 =
−4.534755

k2 = 7.128030 25

Combined+3 [17] k0 +
k1
s

+
k2
s2

+
k3
s3

+
k4
s4

+

k5s + k6ln(s)

k0 = −9.081846, k1 = 103.087009, k2 =
−18.184590, k3 = 2.062476, k4 =

−0.101779, k5 = −76.603691, k6 =
141.199419, k7 = −1.116841

k5 =
−76.603691

k6 =
141.199419

30

Polynomial [19] p1+p2s+p3s2+p4s3+
p5
s

+
p6
s2

p1 = −3.882237, p2 = 15.883339, p3 =
−15.742669, p4 = 6.780481, p5 =

1.737813, p6 = −0.153465

p3 =
−15.742669

p2 =
15.883339

26

Sum of sine functions [20] a1sin(b1s + c1) + a2sin(b2s +
c2) + a3sin(b3s + c3)

a1 = 4.848, a2 = 7.715, a3 =
6.655, b1 = 1.512, b2 = 4.756, b3 =
4.928, c1 = 0.5841, c2 = 1.99, c3 =

5.038

a2 = 7.715 c1 = 0.5841 16

Double exponential &
quadratic [21], [20], [22] a1exp(b1s) + a2exp(b2s) + cs2

a1 = 3.679, a2 = −0.2528, b1 =
−0.1101, b2 = −6.829, c = 0.9386

b2 = −6.829 a1 = 3.679 17
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Fig. 1: Rounding effects on accuracy in parametric models

The objective of this paper is to present OCV-SOC tables as
an alternative to the model based OCV-SOC characterizations
summarized in Table I. Specifically, this paper presents the
following contributions:

1) For the first time, this paper relates the accuracy of SOC
estimation to the numerical stability of the estimated
OCV-SOC parameters due to a very common practice:
rounding.

2) The OCV-SOC table formulation is introduced as an
objectively defined optimization problem.

3) A cumulative approach presented to create OCV-SOC
tables based on hi-fidelity models.

4) An approach is presented to formally quantify the
performance of an OCV-SOC table: similarity metrics
between the tabular OCV model and a hi-fidelity model
is proposed as the performance metric of the tabular
OCV model.

5) The resulting table is evaluated based on the metrics
developed in this paper.

The rest of the paper is organised as follows - Section II
describes the problem of finding a non-uniform sampling of

the OCV-SOC curve such that the sampling error is minimised.
In section III, the cumulative approach to developing a tabular
OCV model is presented. Results are presented in section V.
Section VI concludes the paper.

II. PROBLEM DESCRIPTION

Consider a function f(x) that is defined in x ∈ [a, b]. The
goal is to represent this function at n discrete points, i.e.,

g(x) =

n∑
i=1

f(x)δ(x− xi) i = 1, . . . , n (1)

such that the sampling error is minimized. Let us define the
sampling error as the following

e(xi) =
∆i

2
(f(xi) + f(xi+1))−

∫ xi+1

xi

f(x)dx i = 2, . . . , n

(2)

where

∆i = xi+1 − xi (3)

Figure 2 shows an example of sampling error when ∆i =
xi+1 − xi = ∆, i.e., uniform sampling.

x1 x2 x3 x4 x5 x6 x7

f(x
)

x

Fig. 2: Uniform sampling. It can be seen that uniform
sampling error increases with the magnitude of the curvature.



The objective of this paper is to find a non-uniform sampling
of the function such that the sum of the squared sampling
errors in (2) is minimized. That is, for a given n

X̂ = argmin
X

n∑
i=1

e(xi)
2 (4)

where X = {x1, x2, ...xn}.

III. SOLUTION APPROACH

In this section, the combined + 3 from Table I is taken as the
reference OCV-SOC model to implement the proposed tabular
approach. The combined+3 OCV-SOC model is given by,

V◦(s) =k0 +
k1
s

+
k2
s2

+
k3
s3

+
k4
s4

+ k5s+ k6 ln(s) + k7 ln(1− s) (5)

where, it is assumed that the OCV parameters k0, k1, . . . k7
are obtained by linearly scaling s ∈ [0, 1] to lie between
[ϵ, 1 − ϵ] [23]. The implementation detailed below assumes
the combined+3 model shown in Figure 6.

The area under the OCV-SOC curve, shown in Figure 6, is
given by

If =

∫ 1−ϵ

ϵ

V◦(s)ds (6)

=

[
k0s+ k1 ln(s)−

k2
s

− k3
2s2

− k4
3s3

+ k5
s2

2

+ k6(s ln(s)− s)− k7((1− s) ln(1− s)− (1− s))

]1−ϵ

ϵ

= 2.5073 (7)

Let us assume that we need n support points for the table.
Out of the n available support points, x1 = ϵ and xn = 1− ϵ
are preassigned. The remaining L = n − 2 points are found
as follows. The first unknown support point x2 can be found
such that∫ x2

x1=ϵ

V◦(s)ds =

[
k0s+ k1 ln(s)−

k2
s

− k3
2s2

− k4
3s3

+ k5
s2

2

+ k6(s ln(s)− s)− k7((1− s) ln(1− s)− (1− s))

]x2

ϵ

=
2.5073

L+ 1

(8)

Similarly, the second unknown point x3 can be found such
that ∫ x3

x2

V◦(s)ds =
2.5073

L+ 1
(9)

By continuing in a similar fashion, the (n− 1)th point can be
found as ∫ xn−1

xn−2

V◦(s)ds =
2.5073

L+ 1
(10)

The nth point, xn = 1− ϵ, automatically satisifes,∫ 1−ϵ

xn−1

V◦(s)ds =
2.5073

L+ 1
(11)

A demonstration of this approach for different number of
support points n is presented in Section V. The proposed
cumulative approach can be extended to any other well-known
OCV-SOC empirical models by following the procedure that
was detailed in this section.

IV. EXPERIMENTAL DETAILS

The proposed approach is demonstrated using data collected
from four commercially available Li-ion batteries.

A. Batteries Tested

The model number of the battery is Samsung-30T
INR21700. One of the four identical cells is shown in Figure 3
and the features of the cell is summarized in Table II. The four
tested battery cells are labelled ‘C1202’, ‘C1203’, ‘C1204’,
and ‘C1205’ and will be referred using these labels in the
remainder of this paper.

Fig. 3: Samsung-30T INR21700 Li-ion battery

B. Testing Equipment

The data from batteries is collected using Arbin battery
cycler (LBT21084, Arbin Instruments, USA). It has 16 in-
dependently controlled channels, each with a voltage range
of 0-5V and a current range of ±10A. Four channels were
used to collect OCV-SOC data simultaneously from four cells
at room temperature. The experimental setup used for testing
the batteries is shown in Figure 4.

Fig. 4: Experimental setup for battery testing



TABLE II: Specifications of Li-ion battery

Specification Value(unit)
Nominal capacity 3000mAh
Max. continuous discharge current 35A
Nominal voltage 3.6V
Height 70mm
Diameter 21mm
Weight 70g
Internal resistance 15m Ω

C. OCV-SOC Characterization Test

A constant current - constant voltage (CC-CV) charging
regime is followed to fully charge the battery before conduct-
ing an OCV-SOC test. A low current slow discharge-charge
of the battery is pursued to perform the OCV-SOC test.

1) A constant current is supplied to the battery until the
terminal voltage reaches 4.2V.

2) The terminal voltage is maintained at 4.2V for constant
voltage charging until the current drops to 0.01A.

3) The battery is rested for one hour.
4) A constant current of C/30 is supplied to slowly dis-

charge the battery for thirty hours until the SOC reaches
0%. A rest of 1 hour follows, before the battery is
charged back again by C/30 for thirty hours until the
SOC reaches 100%

The battery terminal voltage and current data recorded by
Arbin cycler during the OCV experiment is shown in Figure
5. The data is then processed to obtain the typical OCV-SOC
curve represented by the combined+3 model in (5).
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Fig. 5: V-I data in OCV test

D. OCV Parameter Estimation

The OCV parameters of the combined+3 model are esti-
mated through the least squares approach as follows [17]

k̂ = argmin
k

∥vt − pTk∥ (12)

where vt is a batch of L measurements of the terminal voltage,
and pT is batch of L measurements of the following

p(s)T = [1
1

s

1

s2
1

s3
1

s4
s ln(s) ln(1− s) I]

where I is the battery current, s is the SOC, and

k =

[
k◦
R

]
k◦ = [κ0 κ1 κ2 κ3 κ4 κ5 κ6 κ7]

T

where k◦ is the OCV parameters of the combined+3 model,
and R is the internal resistance of the battery.

Once the OCV parameters, k◦, are determined, OCV-SOC
table can be created using the approach detailed in Section III.

V. RESULTS

In this section, results for the proposed tabular OCV mod-
elling approach, described in Section III, are illustrated using
data collected from C1202.

Figure 6 shows the plot of the OCV-SOC curve, correspond-
ing to the combined+3 model (5).
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Figure 7 shows the results of the proposed tabular model.
The solid red line shows the parameterized OCV-SOC curve
(the same curve as in Figure 6) and the ‘*’ markers denote
the tabular entries obtained using the proposed approach. The
left column of Figure 7 summarizes the results for n = 16
support points and the right column summarizes the results
for n = 32 support points. The first row of Figure 7 show the
true OCV-SOC curve and the resulting tabular approximations
using cumulative approach. The last row of Figure 7 shows
the SOC lookup error based on the resulting tabular OCV
model. Here, the SOC lookup error is computed for each
possible OCV within the given range by employing linear
interpolation to find SOC for a given OCV. The cumulative
approach produces less than 1% in SOC lookup error with just
32 points. Table III shows the obtained tabular OCV model
for the cumulative approach for n = 16 points, for all four
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Fig. 7: Tabular approximation error

TABLE III: Tabular OCV model

C1202 C1203 C1204 C1205
SOC OCV SOC OCV SOC OCV SOC OCV

0 2.6929 0 2.6902 0 2.7003 0 2.7296
0.0777 3.3751 0.0778 3.3745 0.0777 3.3740 0.0777 3.3772
0.1508 3.4536 0.1509 3.4527 0.1508 3.4520 0.1508 3.4552
0.2222 3.5308 0.2223 3.5299 0.2222 3.5294 0.2222 3.5300
0.2923 3.5851 0.2923 3.5848 0.2922 3.5842 0.2924 3.5847
0.3614 3.6291 0.3615 3.6293 0.3614 3.6285 0.3616 3.6300
0.4297 3.6773 0.4297 3.6777 0.4297 3.6765 0.4299 3.6791
0.4970 3.7352 0.4970 3.7353 0.4970 3.7338 0.4972 3.7371
0.5632 3.8004 0.5632 3.8003 0.5632 3.7984 0.5635 3.8023
0.6283 3.8677 0.6283 3.8673 0.6282 3.8653 0.6285 3.8702
0.6922 3.9314 0.6922 3.9310 0.6922 3.9290 0.6925 3.9356
0.7552 3.9876 0.7552 3.9874 0.7552 3.9856 0.7555 3.9944
0.8174 4.0349 0.8174 4.0350 0.8174 4.0336 0.8176 4.0446
0.8789 4.0753 0.8789 4.0756 0.8789 4.0748 0.8790 4.0867
0.9398 4.1158 0.9398 4.1158 0.9398 4.1155 0.9398 4.1245
1.0000 4.1710 1.0000 4.1693 1.0000 4.1696 1.0000 4.1676

batteries. It can be noticed that the variance in the values are
less compared to the model parameters of combined+3 model
shown in Table I.

Figure 8 shows the tabular approximation error defined in
(2) for the cumulative approach for different number of support
points, n. Here, it can be seen that the approach results in
reduced error with increasing number of points.

Figure 9 shows the results of rounding the digits of the
tabular approach. This figure must be viewed in comparison
to Figure 1 which shows how rounding in parametric models
resulted in significantly altered OCV-SOC curves.

The following two metrics are used to quantify the distortion
of an OCV curve in relation to the original, high-precision
model in (5).

KL divergence =
n∑

i=1

OCV0(si) log

(
OCV0(si)

OCV1(si)

)
(13)
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Fig. 8: Tabular approximation error vs number of points.
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Fig. 9: Effect of rounding in tabular model.

Cosine distance = 1−
∑n

i=1 OCV0(si)OCV1(si)√∑n
i=1 OCV2

0(si)
√∑n

j=1 OCV2
1(si)

(14)

where s1, s2, . . . , sn span the entire SOC range [0,1]. Using
the above two metrics, the combined+3 parametric and the
cumulative tabular models with rounding are compared to the
true combined+3 model without any rounding. The results of
such a comparison are tabulated in Table IV.

Thus, the rounding effects seen visually in the parametric
and tabular models in Figure 1 and Figure 9 respectively, are
also formally validated through the KL divergence and cosine
distance metrics in Table IV. It can be seen that with the
rounding, the parametric model is more divergent from the true
observation as compared to the tabular model with rounding.
This clearly concludes how even with rounding, the tabular
approach outperforms the parametric model.



TABLE IV: KL divergence and cosine distance

Parametric
combined + 3

model

Tabular
Cumulative

model
Rounded to

1 digit
Rounded to

2 digits
Rounded to

3 digits
Without
rounding

Rounded to
1 digit

Rounded to
2 digits

Rounded to
3 digits

KL
divergence 0.044608 0.002606 0.000167 4.01E-05 8.93E-05 3.82E-05 3.96E-05

Cosine
distance 0.058112 0.00275 0.000147 3.61E-05 8.12E-05 3.44E-05 3.57E-05

VI. CONCLUSION AND DISCUSSIONS

In this paper, a tabular approach is proposed as an alter-
native to the traditional parametric models in open circuit
voltage modelling of rechargeable batteries. Non-uniform table
support points are identified cumulatively such that the error
in approximation between the true parametric model and the
proposed tabular model is minimized. It was shown that a 32-
point table is sufficient to maintain maximum SOC estimation
error to be less than 1%. The presented tabular approach
has the following advantages over the empirical models: (i)
it can work competently in low-bit computing environments,
where memory resources are generally limited; (ii) it is not
susceptible to significant errors from rounding the support
points; and (ii) it enables a means of robust estimation of
battery SOC. The highlighted advantages make the tabular
approach a better choice than the parametric models to be
used in low-bit electronics with a satisfactory performance.

ACKNOWLEDGEMENT

B. Balasingam would like to acknowledge Natural Sciences
and Engineering Research Council of Canada (NSERC) for
financial support under the Discovery Grants (DG) program
[funding reference number RGPIN-2018-04557] and the Al-
liance Program [funding reference number ALLRP 561015].

REFERENCES

[1] M. K. Hasan, M. Mahmud, A. Ahasan Habib, S. Motakabber, and
S. Islam, “Review of electric vehicle energy storage and management
system: Standards, issues, and challenges,” Journal of Energy Storage,
vol. 41, p. 102940, 2021.

[2] B. Balasingam, M. Ahmed, and K. Pattipati, “Battery management
systems—challenges and some solutions,” Energies, vol. 13, no. 11,
2020.

[3] M. A. Hannan, M. M. Hoque, A. Hussain, Y. Yusof, and P. J. Ker,
“State-of-the-art and energy management system of lithium-ion batteries
in electric vehicle applications: Issues and recommendations,” IEEE
Access, vol. 6, pp. 19362–19378, 2018.

[4] H. Movahedi, N. Tian, H. Fang, and R. Rajamani, “Hysteresis com-
pensation and nonlinear observer design for state-of-charge estimation
using a nonlinear double-capacitor li-ion battery model,” IEEE/ASME
Transactions on Mechatronics, 2021.

[5] Z. Ni and Y. Yang, “A combined data-model method for state-of-charge
estimation of lithium-ion batteries,” IEEE Transactions on Instrumenta-
tion and Measurement, vol. 71, pp. 1–11, 2021.

[6] W. Zhou, Y. Zheng, Z. Pan, and Q. Lu, “Review on the battery model
and soc estimation method,” Processes, vol. 9, no. 9, 2021.

[7] D. N. T. How, M. A. Hannan, M. S. Hossain Lipu, and P. J. Ker, “State of
charge estimation for lithium-ion batteries using model-based and data-
driven methods: A review,” IEEE Access, vol. 7, pp. 136116–136136,
2019.

[8] K. Movassagh, A. Raihan, B. Balasingam, and K. Pattipati, “A critical
look at coulomb counting approach for state of charge estimation in
batteries,” Energies, vol. 14, no. 14, p. 4074, 2021.

[9] X. Dang, L. Yan, K. Xu, X. Wu, H. Jiang, and H. Sun, “Open-circuit
voltage-based state of charge estimation of lithium-ion battery using dual
neural network fusion battery model,” Electrochimica Acta, vol. 188,
pp. 356–366, 2016.

[10] L.-L. Li, Z.-F. Liu, and C.-H. Wang, “The open-circuit voltage charac-
teristic and state of charge estimation for lithium-ion batteries based on
an improved estimation algorithm,” Journal of Testing and Evaluation,
vol. 48, no. 2, pp. 1712–1730, 2018.

[11] Q. Wang and W. Qi, “New soc estimation method under multi-
temperature conditions based on parametric-estimation ocv,” Journal of
Power Electronics, vol. 20, no. 2, pp. 614–623, 2020.

[12] U. N. Jibhkate and U. B. Mujumdar, “Development of low complexity
open circuit voltage model for state of charge estimation with novel
curve modification technique,” Electrochimica Acta, p. 140944, 2022.

[13] K. Movassagh, S. A. Raihan, B. Balasingam, and K. Pattipati, “A critical
look at coulomb counting approach for state of charge estimation in
batteries,” Energies, vol. 14, p. 4074, 07 2021.

[14] X. Xu, D. Wu, L. Yang, H. Zhang, and G. Liu, “State estimation of
lithium batteries for energy storage based on dual extended kalman
filter,” Mathematical Problems in Engineering, vol. 2020, 2020.

[15] A. Gismero, E. Schaltz, and D.-I. Stroe, “Recursive state of charge
and state of health estimation method for lithium-ion batteries based
on coulomb counting and open circuit voltage,” Energies, vol. 13, no. 7,
p. 1811, 2020.

[16] L. K. Amifia, M. Riansyah, B. I. A. Muttaqin, A. P. Ratri, F. A. Rifan-
syah, B. W. Prakoso, et al., “Optimization of battery management system
with soc estimation by comparing two methods,” in Proceedings of the
2nd International Conference on Electronics, Biomedical Engineering,
and Health Informatics, pp. 445–457, Springer, 2022.

[17] B. Pattipati, B. Balasingam, G. Avvari, K. Pattipati, and Y. Bar-Shalom,
“Open circuit voltage characterization of lithium-ion batteries,” Journal
of Power Sources, vol. 269, pp. 317–333, 2014.

[18] G. L. Plett, “Extended kalman filtering for battery management systems
of lipb-based hev battery packs: Part 2. modeling and identification,”
Journal of Power Sources, vol. 134, no. 2, pp. 262–276, 2004.

[19] Q.-Q. Yu, R. Xiong, L.-Y. Wang, and C. Lin, “A comparative study on
open circuit voltage models for lithium-ion batteries,” Chinese Journal
of Mechanical Engineering, vol. 31, no. 1, pp. 1–8, 2018.

[20] R. Zhang, B. Xia, B. Li, L. Cao, Y. Lai, W. Zheng, H. Wang, W. Wang,
and M. Wang, “A study on the open circuit voltage and state of charge
characterization of high capacity lithium-ion battery under different
temperature,” Energies, vol. 11, p. 2408, Sep 2018.

[21] I. Baccouche, S. Jemmali, B. Manai, N. Omar, and N. Essoukri
Ben Amara, “Improved ocv model of a li-ion nmc battery for online soc
estimation using the extended kalman filter,” Energies, vol. 10, no. 6,
p. 764, 2017.

[22] M. B. Lazreg, S. Jemmali, I. Baccouche, B. Manai, and M. Hamouda,
“Lithium-ion battery pack modeling using accurate ocv model: Appli-
cation for soc and soh estimation,” in 2020 IEEE 4th International
Conference on Intelligent Energy and Power Systems (IEPS), pp. 175–
179, IEEE, 2020.

[23] M. S. Ahmed, S. A. Raihan, and B. Balasingam, “A scaling approach
for improved state of charge representation in rechargeable batteries,”
Applied Energy, vol. 267, p. 114880, 2020.



State-of-charge estimation of batteries using the
extended Kalman filter: insights into performance

analysis and filter tuning
Sooraj Sunil, and Balakumar Balasingam

Department of Electrical and Computer Engineering
University of Windsor
Windsor ON, Canada

{sunil11,singam}@uwindsor.ca

Krishna R. Pattipati
Department of Electrical and Computer Engineering

University of Connecticut
Storrs, CT, USA

krishna.pattipati@uconn.edu

Abstract—Accurate state-of-charge (SOC) estimation is an
essential part of management systems in rechargeable batteries.
Traditionally, the SOC is estimated based on sensory measure-
ments of current, voltage, or both. The current and voltage-based
approaches are, in general, susceptible to several uncertainties
as well as practical limitations. Meanwhile, the fusion of both
approaches using nonlinear filters like the extended Kalman filter
(EKF) tends to preserve the respective benefits and results in
accurate SOC estimation. Existing research on SOC algorithms
mainly concentrates on estimation accuracy and computational
complexities. Very few formalize the theoretical limitations of
the achievable estimation accuracy. This paper presents the
derivations to quantify the exact theoretical estimation errors
of the traditional SOC estimation approaches in the presence
of measurement uncertainties. Through simulation analysis, we
show the following: cumulative error characteristics of the
current-based SOC, functional error dependence of the voltage-
based SOC, and suppression of the cumulative and function-
dependent errors by the fusion-based SOC. It also provides
a comparative analysis of the EKF against the best possible
performance that can be achieved for a given system model and
set of parameters.

Index Terms—state-of-charge estimation, coulomb counting,
open-circuit voltage, extended Kalman filter, performance bounds

I. INTRODUCTION

The battery management system (BMS) of rechargeable
batteries is a vital electronic component that ensures its
performance, safety, and longevity. One of the fundamental
tasks of BMS is to estimate the battery state-of-charge (SOC)
[1], which is a requisite in calibrating other battery-related
quantities such as state-of-health, state-of-energy, state-of-
power, etc. Further, accurate knowledge of SOC is crucial for
critical battery management operations such as cell balancing
[2] and charge control [3]. Despite its practical importance,
SOC estimation is challenging as it is not directly measurable.
Instead, one has to rely on the available measurements of
current, voltage, and temperature to determine the SOC.

Based on the utilized measurement system, approaches
to SOC estimation can be categorized into current-based,
voltage-based, and fusion-based. The current-based method
(also referred to as coulomb counting) calculates the SOC by

integrating the battery current over time [4]. The voltage-based
method uses the monotonous relationship between the open-
circuit voltage (OCV) and SOC to perform OCV-SOC lookup
to estimate the SOC [5]. In general, both coulomb counting
and OCV-SOC lookup approaches are susceptible to several
uncertainties as well as practical limitations. Meanwhile, the
fusion of current and voltage measurements tends to preserve
the benefits of both approaches and results in more accurate
SOC estimation. Such fusion is made possible through the
applications of Bayesian filtering theory [6]. In the literature,
different nonlinear filters such as the extended Kalman Filter
(EKF) [1], unscented Kalman filter [7], or the particle filter
[8] were used as the fusion strategy.

Existing literature on SOC estimation primarily focuses
on improving the estimation accuracy and reducing the on-
chip resource complexities. Very few formalize the theoretical
limitations of the achievable estimation accuracy. Such theory-
based analysis is crucial for developing robust estimation
algorithms. For example, one can model the related uncer-
tainties during the coulomb counting for predicting estimation
error statistics [4]. Such predictions are extremely useful in
algorithm calibration and error compensation.

Our interest is to demonstrate uncertainty modeling for the
traditional SOC estimation approaches to obtain the theoretical
error statistics (mean and variance of the SOC estimation
errors). To be exact, we extend the methods presented in [4]
to model measurement uncertainties to the voltage and fusion-
based approaches. In particular, for fusion using nonlinear
filters, we obtain a lower bound for error covariance in
the form of posterior Cramér-Rao bounds (PCRLB) – best
possible performance that can be achieved for a given model
and set of parameters [6], [9].

Using simulations, we conduct a comparative analysis of the
different SOC estimation approaches. The results highlight the
following: cumulative error characteristics of the current-based
SOC, functional error dependence of the voltage-based SOC,
and almost steady-state error characteristics of the fusion-
based SOC. Further, the experiments show that for comparable
measurement uncertainties, the standard estimation error of the
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coulomb counting increase in a way that it falls behind EKF’s
error over time. Most importantly, it points out the instance of
out-performance, which is desirable to describe the practical
limitations during algorithm design.

The rest of the paper is organized as follows: Section II
reviews the traditional SOC estimation approaches, Section
III provides the derivation of theoretical error statistics for
different SOC estimation approaches, Section IV examines the
derived error variances through simulation analysis, and lastly
conclusions are drawn in Section V.

II. REVIEW OF SOC ESTIMATION APPROACHES

Physically, the SOC quantifies the charge added or removed
from a cell to its total charge capacity, i.e.,

s(t) = s(0) + η

∫ t

0
i(t)dt

Qc
(1)

where s(t) ∈ [0, 1] is the SOC at continuous-time t in seconds,
s(0) is the initial SOC at time (t = 0), i(t) is the instantaneous
current flow in A (ampere), Qc is the cell total capacity in As
(ampere second), and η is the coulomb counting efficiency.

In the rest of the section, we review the following traditional
approaches that are used in SOC estimation: coulomb counting
in Subsection II-A, OCV-SOC lookup in Subsection II-B, and
EKF in Subsection II-C.

A. Coulomb Counting

The conventional coulomb counting approach directly uti-
lize the physical definition in (1) to update the SOC in discrete
time as

ŝ(n) = ŝ(n− 1) +
η

Qc

∫ t(n)

t(n−1)

i(τ)dτ (2)

where ŝ(n) denotes the SOC estimate at discrete-time instant n
and i(τ) is the current flow in the interval τ ∈ [t(n−1), t(n)].

For smaller intervals of τ , the rectangular integration can
well approximate the integral in (2), i.e.,∫ t(n)

t(n−1)

i(τ)dτ , ∆i[t(n)] = ∆i(n) (3)

where ∆ is the sampling period.
Now, we can rewrite (2) using the approximation given in

(3) as

ŝ(n) = ŝ(n− 1) +
η∆

Qc
i(n) (4)

alternatively, one can also write (4) in terms of accumulation
of current up to time instant k as

ŝ(k) = ŝ(0) +
η∆

Qc

k∑
n=0

i(n) (5)

Although very intuitive and simple, the SOC update using
coulomb counting (4) and (5) becomes unreliable due to
several uncertainty sources such as the approximation errors
introduced by (2) and (3), parameter uncertainties in the values
of initial SOC, cell total capacity, and coulombic efficiency,
and measurement errors associated with the current sensor.

B. OCV-SOC Lookup

An alternative approach to SOC estimation is through using
the measurements of OCV and previously characterized OCV-
SOC function [5].

In general, the terminal voltage at time instant k can be
written as

v(k) = vo(k)︸ ︷︷ ︸
h[s(k)]

+vd(k) (6)

where v(k), vo(k) ∈ [min(vo),max(vo)], vd(k) are the battery
terminal voltage, OCV, and voltage drop respectively at time
k, and h(.) denotes the OCV-SOC functional relationship.

There exist several functional approximation to the OCV-
SOC relationship in (6). In this paper, we adopt the ‘com-
bined+3’ model from [5], which describes the OCV-SOC
relationship as

h[s(k)] = c0 +
c1
s(k)

+
c2

s(k)2
+

c3
s(k)3

+
c4

s(k)4
+ c5s(k)

+ c6 ln[s(k)] + c7 ln[1− s(k)] (7)

where c0:7 are the OCV parameters that are usually character-
ized offline using linear parameter estimation techniques [5].

It can be noticed that when using the OCV-SOC model in
(7), numerical instability arises as s(k) → 0 and s(k) → 1.
To tackle this problem, a linear scaling was proposed in [10]
to map the SOC as [0, 1]→ [ε, 1− ε] through

s(k) = s(k)(1− 2ε) + ε (8)

where 0 < ε < 0.5 is the scale factor and s(k) is the scaled
SOC. An optimal value for the scale factor was reported to be
ε = 0.175 [10].

The voltage drop in (6) can also take several model approx-
imations. For e.g., one can use the equivalent circuit models to
approximate the battery characteristics. Here, we use a simple
approximation known as the internal resistance which models
the battery as a voltage source in series with a resistance (see
Fig. 1) as

vd(k) = R0i(k) (9)

where R0 is the internal resistance that is usually estimated
through parameter estimation methods.

−
+

vo(k)

R0 i(k)

+

−

v(k)

Fig. 1: ECM of a battery using internal resistance.



Based on the models described in (7) and (9), we can obtain
a lookup estimate for SOC using the terminal voltage (6) as

ŝ(k) = h−1 [v(k)−R0i(k)] (10)

where ŝ(k) is the scaled SOC estimate and h−1(.) denotes the
inverse function of h(.).

The primary challenge in the OCV-SOC lookup approach
is to obtain precise OCV measurements since all measure-
ment systems, in general, are noisy. Additionally, there is
a considerable concern related to appropriate modeling and
selection of models for describing the OCV-SOC and voltage
drop relationships, respectively.

C. Extended Kalman Filter

Both current and voltage-based SOC estimation have their
respective limitations. However, fusion of the current and
voltage measurements using filtering techniques can retain the
advantages of the individual approaches and also take account
of the system noises.

To apply filtering theory, one requires a model that describes
the state evolution through time (process model) and a model
that relates the state to the latest measurement (measurement
model), along with their noise statistics. A generic discrete-
time process and measurement models for additive system
noises case can be described as follows:

x(k) = f [x(k − 1)] + u(k) + v(k)

z(k) = h [x(k)] + g(k) + w(k)
(11)

where x ∈ <nx is the state vector at discrete time index k ∈ N,
z ∈ <nz is the measurement vector, f ,h are possibly time-
varying nonlinear vector-valued system functions, u ∈ <nu ,
and g ∈ <ng are the vector-valued input functions, v ∈ <nv ,
and w ∈ <nw are the process and measurement noise vectors
with covariance matrices:

Q(k) = E
[
v(k)v(k)T

]
R(k) = E

[
w(k)w(k)T

] (12)

Having defined the process and measurement models in
(11), the problem of filtering approach can be formally stated
as follows: given the latest measurement vector z(k), initial
estimate of state vector x̂(0), and error covariance matrix
P̂(0), compute the updated (latest) estimates of state and error
covariance x̂(k) and P̂(k) in a recursive manner. For the case
of SOC estimation, we require a nonlinear filter since the
OCV-SOC functional relationship in (7).

In this paper, we use the EKF as the nonlinear filter
to perform SOC estimation. The first-order EKF works by
approximating the nonlinear dynamics in (7) through series
expansion as

F(k) ,
∂f [x(k)]

∂x

∣∣∣∣
x=x̂(k−1)

H(k) ,
∂h[x(k)]

∂x

∣∣∣∣
x=x̄(k)

(13)

where F(k) and H(k) are the linearized transition and mea-
surement matrix evaluated at the previous estimate x̂(k − 1)
and predicted state x̄(k) respectively.

Algorithm 1 summarizes the recursion equations of the first-
order EKF. The filter works by taking the previous values
of state estimate x̂(k), covariance estimate P̂(k − 1), control
u(k − 1), and latest values of measurement z(k) and control
g(k) as inputs. The outputs are the updated state x̂(k) and
covariance estimate P̂(k). In the process, it calculates the state
prediction x̄(k), state prediction covariance P̄(k), innovation
ν(k), the innovation covariance S(k), and filter gain W(k).

Algorithm 1 (Extended Kalman Filter)
[x̂(k), P̂(k)] = EKF[x̂(k − 1), P̂(k − 1), z(k),u(k),g(k)]

1: State prediction:
x̄(k) = f [x̂(k − 1)] + u(k)

2: State covariance prediction:
P̄(k) = F(k − 1)P̂(k − 1)F(k − 1)T + Q(k)

3: Measurement innovation/residual:
ν(k) = z(k)− {h[x̄(k)] + g(k)}

4: Innovation covariance:
S(k) = R(k) + H(k)P̄(k)H(k)T

5: Filter gain:
W(k) = P̄(k)H(k)TS(k)−1

6: State update:
x̂(k) = x̄(k − 1) + W(k)ν(k)

7: State covariance update:
P̂(k) = P̄(k − 1)−W(k)S(k)W(k)T

1) Posterior Cramer-Rao Lower Bound: The lower bound
on the minimum achievable covariance of a nonlinear filter
can be given by the (posterior) CRLB. According to which
the estimated covariance martix P(k) has a lower bound as

P̂(k) ≥ J(k)−1 (14)

where J(k) is the Fisher information matrix (FIM), which
obeys the following recursion [9]:

J(k) = D22(k − 1)−D21(k)

× [J(k − 1) + D11(k − 1)]
−1

D12(k − 1)
(15)

where the sub-matrices are defined as follows:

D11(k − 1) = E
[
F̃(k − 1)

T
Q(k)−1F̃(k − 1)

]
D12(k − 1) = −E

[
F̃T (k − 1)

]
Q(k)−1

= D21(k − 1)T

D22(k) = Q(k)−1 + E
[
H̃(k)

T
R(k)−1H̃(k)

] (16)

where F̃(k−1) and H̃(k) are the Jacobian matrices evaluated
at the true values of x(k − 1) and x(k).

III. MEASUREMENT UNCERTAINTY MODELING

In this section, we model the current and voltage sensor
noises into respective SOC estimation approaches. Further,
we derive the theoretical error variances of each estimation
approach in Subsections III-A, III-B, and III-C.



A. Coulomb Counting Estimation Error

The coulomb counting approach described in subsection
II-A requires the current i(k) which is usually available in the
form of noisy measurements recorded by the current sensor.
The measured current zi obtained at time instance k can be
modeled as

zi(k) = i(k) + ni(k) (17)

where ni(k) is the current measurement noise which is as-
sumed to be independent and identically distributed zero-
mean Gaussian random variables with variance σ2

i (k), that
is, σi(k) ∼ N (0, σ2

i ).
Substituting the noise model introduced in (17) into the

coulomb counting equation in (5), we obtain

ŝ(k) = ŝ(0) +
η∆

Qc

k∑
n=0

zi(n)−η∆

Qc

k∑
n=0

ni(n)︸ ︷︷ ︸
v(k)

(18)

where v(k) is the error associated with the SOC estimation
while using the coulomb counting for additive current mea-
surement noise case in (17). The mean and variance of SOC
estimation error can be calculated as follows:

E[v(k)] = 0 and E[v(k)2] =
kη2∆2σ2

i

Q2
c

(19)

It can be noticed that the estimation error of coulomb
counting derived in (19) is cumulative, that is, the error
increases with time k. Therefore, proper measures has to be
taken while using the coulomb counting approach.

B. OCV-SOC Lookup Estimation Error

The OCV-SOC lookup table approach described in II-B
requires the sensor measurements of voltage zv and current zi

when the voltage drop vd 6= 0, or only voltage measurements
if vd = 0. The measured voltage zv(k) can be modeled as

zv(k) = v(k) + nv(k) (20)

where nv(k) is the voltage measurement noise which is
assumed to be independent and identically distributed zero-
mean Gaussian random variables with variance σ2

v(k), that is,
σv(k) ∼ N (0, σ2

v).
In addition to the voltage measurement noise in (20), we

need to account for the current measurement error in (17) as
the voltage drop in (9) is a function of current. We use similar
noise model introduced in (17) for the current measurement
noise. Substituting (17) and (20) into the OCV-SOC equation
in (6), we have

zv(k) = vo(k) +R0 [zi(k)− ni(k)] + nv(k) (21)

where the estimate for SOC ŝ(k) can be obtained as

ŝ(k) = h−1 [zv(k)−R0zi(k)− nv(k) +R0ni(k)] (22)

The estimation error w(k) of OCV-SOC lookup (22) can be
shown to have the following mean and variance (using first-
order terms of Taylor series expansion):

E[w(k)] , 0

E[w(k)2] ,

{
∂h−1[vo(k)]

∂vo(k)

}2

(σ2
v +R2

0σ
2
i )

(23)

which can be further simplified using inverse function theo-
rems as

E[w(k)2] =
σ2

v +R2
0σ

2
i{

∂h[s(k)]
∂s

}2 (24)

The SOC estimation error of OCV lookup approach derived
in (24) directly depends on the characterization of the OCV-
SOC curve. Fig. 2 shows an exemplar dependence of the
standard error on the OCV-SOC curve while charging a cell.

C. Posterior Cramér-Rao Bounds For SOC Estimation

For applying EKF (or any nonlinear filter) to the SOC
estimation problem, one can use the derived equations of
coulomb counting (18) and voltage (22) using the scaled soc
from (8) as the process and measurement model:

s(k) = s(k − 1) +
η∆(1− 2ε)

Qc
zi(k)− η∆(1− 2ε)

Qc
ni(k)

zv(k) = h[s(k)] +R0zi(k) + nv(k)−R0ni(k) (25)

Comparing with the generic model in (11), we can establish
the following scalar relationship for noise variances of process
and measurement:

Q(k) =
η2∆2(1− 2ε)2σ2

i

C2

R(k) = σ2
v +R2

0σ
2
i

(26)

We intend to calculate the PCRLB recursion given in (15).
Therefore, substituting the system noise variances of SOC
from (26), linearized OCV-SOC function of (7) using (13)
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Fig. 2: Standard error deviation dependence on OCV-SOC
curve characteristics. The measurement noise deviations of
current and voltage signals were assumed to be 10−3 A and
10−3 V, respectively.



(note that, F̃ (k) = 1) into the PCRLB recursion (15), we
obtain the following:

J(k) = Q(k)−1 + E
[
H̃(k)

T
R(k)−1H̃(k)

]
+Q(k)−1

[
J(k − 1) +Q(k)−1

]−1
Q(k)−1 (27)

where H̃(k) is the Jacobian of the measurement function
evaluated at the true value of s(k). i.e.,

H̃(k) =
∂h[s(k)]

∂s

∣∣∣∣
s=s(k)

(28)

IV. NUMERICAL ANALYSIS

The objective of the section is to check the consistency of
error variances derived in Section III through simulation analy-
sis. To be precise, we conduct MATLAB-based experiments to
examine the ‘simulation vs. theoretical errors’ of the coulomb
counting, OCV-SOC lookup, and EKF estimation approaches
through Monte Carlo simulations.

As an indicator of performance measure, we use the stan-
dard deviation (standard error) of the mean squared error
(MSE), which is defined for N independent runs as

σ =

√√√√ 1

N

N∑
i=1

[s(k)− ŝ(k)]2 (29)

where s(k) and ŝ(k) are the true and estimated values of
SOC. The ground truth for SOC is obtained using the coulomb
counting (4) without any uncertainties.

Two independent experiments are conducted to evaluate the
SOC estimation errors. For a fair analysis, we assume the
following for the experiments:

• The only uncertainty in the estimation process is due to
the current and voltage measurements.

• The initial estimate of SOC, cell total capacity, coulomb
counting efficiency, and equivalent circuit parameters are
known.

• Statistics of process and measurement noises are known.
The motive of the first trial is to compare the SOC es-

timation errors of individual approaches over a typical con-
stant charge-discharge scenario. Fig. 3a shows the simulated
(true) current signal, OCV, and the respective SOC. For this
experiment, we use the computed MSE and the derived SOC
estimation errors of the coulomb counting and OCV lookup
approaches from (19) and (24). Whereas for the case of
EKF, we use the computed MSE and the EKF estimated
error variance P̂ (k). Fig. 3b illustrates the standard errors of
the estimation approaches from 100 runs. It is evident from
the Fig. 3b that all theoretical errors are consistent with its
respective simulation errors. In terms of performance, the OCV
lookup approach has the worst error as it depends on the OCV-
SOC curve characteristics, measurement noises of current as
well as voltage. Even though the coulomb counting approach
has minimal error at the start, it accumulates errors over time

due to the current noise. On the other hand, estimates of EKF
accounts for the nonlinearity, as well as the noises in the
system to achieve almost steady-state error characteristics over
time.
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Fig. 3: Standard SOC estimation error of coulomb count-
ing, OCV lookup, and EKF computed from 100 runs. The
measurement noise deviations of current and voltage signals
were assumed to be 10−3 A and 10−3 V, respectively.

The second trial demonstrates the ‘closeness’ of EKF esti-
mation error to the PCRLB curve for different measurement
noise deviations. Such analysis is important to understand the
divergence characteristics of the EKF estimation error, or in
fact for any nonlinear filter. For this experiment, we use the
same battery profile as before (Fig. 3a). The results in terms
of standard errors are plotted in Fig. 4 for different current
and voltage measurement noises. For both cases, the initial



values of FIM J(0) was set to P̂ (0)−1 which is the inverse
of the initial variance estimate provided to the EKF. It is
observed from the Fig. 4 that the EKF estimation errors are
consistent with the PCRLB to a great extent. Therefore, one
can reasonably use the PCRLB as an indicator of practical
estimation error while using the EKF. But, not to mention
that the EKF’s consistency with the PCRLB curve is specific
only to the system model and parameter set considered in this
paper. Therefore, for different models the results might vary.

V. CONCLUSION AND DISCUSSION

This paper presented some initial work on the quantifying
the theoretical errors of different SOC estimation approaches
– coulomb counting, OCV lookup, and nonlinear filters. In
summary, we reviewed the traditional estimation approaches,
appropriately modeled the measurement uncertainties into the
estimation process, obtained respective theoretical expressions
for the SOC estimation errors (PCRLB for the case of nonlin-
ear filters), and provided a comparative performance analysis.

Through simulations, we demonstrated the consistency of
the derived theoretical errors. In particular, the results high-
lighted the cumulative error characteristics of the coulomb
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Fig. 4: Investigation of EKF standard errors against the
PCRLB for different measurement noise deviations.

counting approach and the OCV-SOC functional error depen-
dence of the OCV lookup approach. Meanwhile, the EKF
exhibited the best error characteristics when compared to both
approaches.

It must be emphasized that, the discussions presented in
this paper are subjected to several assumptions. Firstly, it was
assumed that the knowledge about the cell total capacity is
perfect. In practical situations, the capacity fades over time
which introduces some uncertainties. Previous work [4] that
modeled the effect of battery capacity uncertainty can be
incorporated to generalize the derivation of SOC estimation
error. Secondly, the ECM model parameters were assumed to
be known. In general, the ECM parameters are estimated, and
thus corrupted by parameter estimation uncertainties. These
parameter uncertainties is required to be integrated into the
estimation process for more accurate SOC estimation. Despite
the assumptions, the presented results are highly relevant
to SOC algorithm design, especially for the fusion-based
approaches that employ nonlinear filers like EKF to perform
SOC estimation.
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Abstract—Depleting fossil fuel reserves, concerns over air pol-
lution and global warming position electric vehicles as compelling
alternatives to conventional vehicles with internal combustion
engines. A large portion of the commercially available electric
vehicles today are of the battery-electric type, which use batteries
to store energy. Accurate computation of the battery state
of charge is critical to ensure that a reasonable estimate of
the vehicle range is available before the batteries need to be
recharged. Conventional approaches to estimate battery state of
charge rely on the battery equivalent circuit models and state
observers. However, the non-linearity of the battery properties
combined with their dependence on temperature and driving
cycle render these approaches inaccurate, necessitating the devel-
opment of robust techniques that can overcome these drawbacks
and accurately estimate the state of charge. This paper first
reviews the conventional techniques to estimate the battery state
of charge and identifies their limitations. Next, a machine learning
technique is developed to accurately estimate the battery state of
charge and it’s performance is evaluated over drive cycle data
that was experimentally collected from a commercial electric
vehicle under different test conditions. The results show the
suitability of the developed technique to accurately estimate the
battery state of charge with RMS errors less than 3% under
most operating conditions and standard driving cycles.

Index Terms—Machine learning, deep learning, battery state
of charge estimation, electric vehicles, artificial neural network,
multi-layer perceptron, batteries, electric vehicles.

I. INTRODUCTION

Growing concerns over air pollution, depleting fossil fuel
resources, and global warming is increasingly making electric
vehicles a compelling alternative to conventional vehicles that
use combustion engines. Electrification of vehicles is of active
commercial and research interest over several application
domains such as aviation, e.g.: [1], on-road vehicles, e.g.: [2],
and off-highway vehicles, e.g.: [3], [4]. These vehicles can
use different electrification architectures but require an energy
storage medium such as a battery or fuel cell. Of the different
energy storage media, battery variants of lithium batteries are
the most popular, and adopted in a large majority of electrified
transportation. The range of these vehicles is determined by
the battery state of charge (SoC), which is defined as the ratio
of available stored energy in the battery to the total capacity
of the battery. One of the concerns with the use of lithium
batteries is their limited energy density. The energy density
of batteries is two orders of magnitude (approx. 100 times)
lower than the energy density of liquid fuels fuels used in
conventional vehicles [5]. This limits the range of battery
electric vehicles when compared to conventional vehicles
with internal combustion engines and makes it necessary to

accurately determine the battery SoC to ensure that the EV
user can recharge the battery before the SoC reduces to zero.

The battery SoC is related to the terminal voltage of
the battery. Conventional techniques to estimate the battery
SoC rely on modeling the battery with equivalent electrical
components, battery voltage measurement and the use of state
estimators such as Kalman filter and extended Kalman filters.
The different battery equivalent circuit modeling techniques
have been surveyed in [6], [7]. However, since the battery
characteristics are non-linear and depend on parameters such
as the temperature and the driving cycle, these conventional
approaches to estimate the state of charge are not accurate
over a wide range of operating conditions. This necessitates
the development of techniques that can accurately estimate
battery SoC over a wide range of driving cycles and operating
temparatures.

This paper develops a machine learning technique to accu-
rately estimate the battery state of charge. Among the different
machine learning models available, the technique developed
in this paper uses a multi-layer perceptron, which is a fully
connected class of feedforward artificial neural network that
has been used in applications such as atmospheric sciences,
biomedical engineering, and finance, e.g. [8], [9]. Although
multi-layer perceptron (MLP) has been considered for battery
SoC estimation in [10], that study was limited to evaluating
different optimizers for MLP and comparing it with long-short
term memory (LSTM) and did not implement and evaluate
an MLP based SoC estimation algorithm on practical battery
test data. In this work an MLP based battery SoC estimator
is developed and evaluated on practical battery data across
different operating conditions. The key contributions of this
paper are, i) a brief review of conventional battery SoC
estimation techniques, ii) development of a machine learning
technique based on the multi-layer perceptron to estimate
battery SoC, iii) experimental evaluation of the developed
technique on data obtained from practical measurements under
different operating conditions, temperatures, and driving cycles
to demonstrate the usefulness and robustness of this technique.

II. A REVIEW OF BATTERY STATE OF CHARGE
ESTIMATION TECHNIQUES

Several techniques have been proposed in literature to esti-
mate the state of charge for Lithium batteries used in electrified
vehicles. For a comprehensive review, the reader is referred
to [11], [12]. From an electrical engineering perspective,
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Fig. 1. Two-order RC battery equivalent circuit

these techniques can be broadly categorized as i) physics-
based techniques that use equivalent circuit models of the
battery and ii) data-driven techniques that apply techniques
such as artificial neural networks and other machine learning
techniques to battery performance data. These techniques are
reviewed and compared in this section.

A. Physics-based Techniques

Nearly all physics-based techniques to estimate the battery
state-of-charge require modeling the battery in terms of a
voltage source and passive electrical components. Among
the different equivalent circuit battery models proposed in
literature, the two-order RC model (2RC) shown in Fig. 1
has been demonstrated to be more accurate compared to other
models in [13]–[15] and is found suitable for electric vehicle
applications.

In this model (refer Fig. 1), the resistor Ro represents the
ohmic drop, the parallel combination of R1 and C1 represent
the diffusion of lithium (Li+) ions across the concentration
gradient, the mass transportation effects, dynamic voltage and
the charge behavior (accumulation and dissipation) in the
electrical double layer, the parallel combination of R2 and C2
represents the diffusion resistance and diffusion capacitance
respectively [16]. The terminal voltage Vo is the measurable
voltage at the battery terminals, while the voltage Eo is
the internal voltage of the battery which is related to the
battery state of charge. The current i is the battery charging /
discharging current. In the convention indicated in Fig. 1, the
current i is assumed positive when the battery is charging and
negative when the battery is discharging.

The popular techniques adopted in practical electric vehicles
estimate the battery SoC using the battery equivalent circuit
such as the one in Fig. 1 and measuring the terminal voltage.
From the circuit it can be seen that the terminal voltage Vo
is equal to the internal voltage Eo when there is no current
flow, i.e, when i = 0. Since the battery state of charge S is a
function of the internal voltage Eo, measuring the terminal
voltage when i = 0, can inform the battery SoC S. This
requires obtaining the state of charge as a function of Eo, i.e,
S = f(Eo). Once this function is obtained, under conditions
where i ≠ 0, using the principles of electric circuit theory, the
battery SoC can be obtained as S = f(i, Vo). However, such an
approximation would be inaccurate since it neglects the varia-
tion of the equivalent circuit parameters on conditions such as
load, temperature, humidity etc. A realistic model to estimate
the battery SoC would be S = f(i, Vo,Ro,R1,R2,C1,C2).

Once this function to compute the SoC in terms of the
battery equivalent circuit is determined, techniques such as
state estimation can be used to compute the battery state of
charge over a drive cycle. More details can be found in [17].

1) Coulomb counting: In this technique, the battery current
i is measured and integrated over time to compute the battery
state of charge. The SoC S(t) at time t can be computed using
the battery capacity Ah in ampere-hours and the initial SoC
S(0) using (1) [17].

S(t) = S(0) − 1

3600Ah
∫

t

0
i(τ)dτ (1)

However, using (1) to compute the battery SoC requires the
knowledge of the initial SoC S(0), which may not always be
known. Since this method relies on current measurements, any
sensing errors can affect the accuracy of the SoC estimates.
Furthermore, the hall effect sensors needed to sense the typical
battery currents of electric vehicles (> 100A) are expensive,
thereby adding to the system cost. It was shown by Chen
et al. in [17] that the relationship between the SoC and
the battery voltage is highly non-linear and several practical
batteries have approximately a constant voltage over a large
range of SoC. In addition, even a small measurement error
of voltage and currents can cause a large discrepancy of
calculated SoC. Finally, since the SoC at a given time instant
is based on the SoC at the previous instance, the error in
SoC estimation accumulates over time. Therefore, although
simple in theory, the coulomb counting method is rarely used
in practical electric vehicles.

2) Advanced methods: To overcome the drawback of the
coulomb counting method, advanced methods that use ob-
servers and state estimators have been developed, e.g. [11],
[17]–[19]. Chen et al. developed an extended Kalman filter
(EKF) based battery SoC estimator in [17] to mitigate the
effect of measurement errors on battery SoC estimation. This
method eliminates the errors due to the process noise, reduces
the SoC estimation sensitivity to battery parameter variation,
and eliminates the need to accurately know the initial SoC
S(0) (required by the coulomb counting method). However
the model developed in [17] does not consider the sensitivity
of the battery parameters to temperature and ageing. Adding
these effects can quickly increase the complexity of the SoC
estimator. Other techniques include the use of H∞ filter,
particle filter etc. A detailed review of these techniques can
be found in [11].

B. Data-driven Techniques
Data-driven techniques utilize artificial neural networks

(ANN), e.g.: [20], [21], other machine learning (ML) methods,
e.g.: [10], [12], fuzzy-logic, e.g.: [22], [23] and related con-
cepts to estimate the battery SoC. These techniques rely on the
availability of a training data which can be used to train the
models to estimate SoC. These techniques are independent of
the battery equivalent circuit assumed, and therefore, based
on the training data used, these methods can be robust to
parameter variation, temperature, ageing effects etc and can
accurately estimate SoC over driving cycles.



TABLE I
COMPARISON OF BATTERY SOC ESTIMATION TECHNIQUES

Methods Advantages Disadvantages
Low overall Dependent on

computation cost initial SoC
Parameter sensitivity

Physics-based Sensor cost
Requires accurate
equivalent circuit

High accuracy Large data requirement
Insensitive to Computational requirement

Data-driven parameter variation
Offline training

Independent of initial SoC

However, one must note that the accuracy of these tech-
niques depends upon the models adopted. In addition access
to a large amount of battery charge-discharge data across
different operating conditions and temperatures is required
to get reasonably good accuracy. In addition, depending on
the level of complexity, training ML models requires access
to significant computational resources. However, in case of
computational limitations for online training, these models can
be trained offline on high performance computing clusters and
then deployed on the vehicle battery management systems.

C. Comparison of Techniques

The physics-based and data-driven techniques to estimate
battery SoC are now compared in the context of battery-
electric road vehicles. Foremost, the physics-based methods
require a robust and accurate battery model and reasonably
accurate sensors to provide accurate SoC estimates. While
accurate battery models are difficult to obtain / create, accurate
sensors increase the system cost. Furthermore, since battery
characteristics can change in a non-linear manner depending
upon the operating condition, temperature, humidity and other
factors, it is challenging to adapt a given battery model across
different environments and operating conditions without losing
accuracy. Finally, implementing complex physics based meth-
ods can present demanding computational requirements for the
embedded processors typically used in battery management
systems (BMS) of electric vehicles.

The data-driven methods do not require any battery models
and predominantly rely on battery data to train ANN / ML
models that can estimate battery SoC. The accuracy of these
techniques depends upon the training data used. If data across
every conceivable environment and operating condition is
available, the accuracy obtained from these techniques is very
high. However, one of the concerns for online implementation
of these techniques is the limited computational power of the
embedded processors used BMS. However, these models can
be trained offline on high performance computing hardware
and the trained model (which requires minimal computation)
can be deployed on the BMS processors. The results from this
comparison are listed in Table I.

Input layer

Hidden layer

Output layer

Fig. 2. An example MLP with one hidden layer

III. PROPOSED TECHNIQUE

The previous section highlighted the advantages of the data-
driven techniques to estimate battery SoC in electric vehicles.
In this section the proposed technique based on the multi-
layer perceptron (MLP) is described. This technique can be
classified as a data-driven technique. First the MLP is briefly
introduced and the developed SoC estimation technique is
described in detail.

The Multi-layer perceptron is a fully connected multi-layer
neural network. Any MLP consists of at least 3 layers of nodes,
i.e, input and output layers along with a hidden layer. MLPs
typically have non-linear activation functions and are trained
using the back propagation supervised learning technique. An
example MLP with 1 hidden layer with five nodes is shown
in Fig. 2.

A. Model architecture

A block diagram of the developed SoC estimation technique
is shown in Fig. 3. An MLP with two hidden layers is used
in our implementation. Outputs from each layer are passed to
a rectified linear unit (ReLU) activation function before going
to the next layer. The input to the MLP model is a feature
vector of size F and the model output is the battery SoC. To
estimate the battery SoC at time t, the developed algorithm
uses features extracted from the current i, voltage v and
temperature T measurements from time max (t0, t − (W − 1))
to t, where t0 is the starting time instant and W is a constant
denoting the window size. For example, assuming sampling at
every second, if a window size of W = 100 is used and the
starting time instant is t0 = 1s, the SoC estimate at time t = 5s
is computed using the measured using the i, v, T values in the
interval between t = 1s to t = 5 seconds, while at time t = 500s,
the SoC computation uses the measured data in the interval
between t = 401s, and t = 500s (a total of 100 samples).

B. Feature extraction

This model expects the inputs (i, v, T ) as a time series. For
simplicity, a sampling time of 1s is assumed (data sampled
every second). To get the SoC estimates at every time step
for a given driving cycle, a sliding window of size K,
K ∈ {1,2, ...,W} is created over the multi-variate time series
inputs. If X denotes the data contained in the window, since
we use three time-series data, the size of X is 3 × K. The
features F extracted from the input time series X are now
described.
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1) Quantiles: Five quantiles are extracted from
each of the three series. These quantiles correspond
to the following five cumulative probabilities:
[5/100,25/100,50/100,75/100,95/100]. This results in
a total of 15 features.

2) Other features: The mean, standard deviation, and root
mean square (rms) values of each of the three time series are
computed. This results in a total of 9 features.

A total of 24 features (15 quantiles + 9 other features) are
extracted from the input array X . The actual SoC value at
the right edge of the sliding window is denoted as Y . These
(X,Y ) pairs form the labelled data from which the MLP
model parameters are learnt.

C. Data normalization

Since the current i, voltage v, and the temperature T can
have widely different range, the data needs to be normalized
before feeding in any feature vector X to the MLP model.
The normalization is performed per (2), where fmax and fmin
are vectors of size F (here F = 24), containing the minimum
and maximum values respectively of each feature within the
training data Xtrain (described later in Sec. IV-A).

X̂ = X − fmin

fmax − fmin
(2)

D. Learning algorithm

The parameters of MLP model are learnt by optimizing
them to minimize the training loss. Mini-batch gradient de-
scent with “Adam” optimizer is used to optimize the model
parameters. The half mean squared error within each minibatch
is used to compute the training loss. A constant learning rate
is used. To prevent the model from over-fitting to the training
data, early stopping of the training is done based on validation
loss. Validation loss is computed at the end of each epoch and
the training is stopped if the validation loss did not improve
over the past P epochs (called validation patience).

IV. EXPERIMENTAL EVALUATION

The MLP model is trained using experimentally collected
battery data. Data from Tesla Model 3 EV batteries collected
at different temperatures have been used. Details about the
battery data collection and testing has been published in [24],
[25]. For the SoC estimation task in this paper, the MLP hidden
layers have 20 nodes in the first layer and 10 nodes in the
second layer.

TABLE II
MLP TRAINING OPTIONS

Mini batch size 128
Max. epochs 100
Learning rate 0.01

Validation patience 50
Optimizer Adam

A. Training, Validation and Testing

The set of all drive cycles from any payload and temperature
combination is split into three disjoint subsets i.e, training,
validation, and test, and the data from all payloads and
temperatures is used by the algorithm to learn the parameters
of MLP model. From each drive cycle, pairs of (X,Y )
(X denotes feature vector and Y denotes SoC value) are
extracted. Data corresponding to the train, validation, and
test drive cycles are denoted as (Xtrain, Ytrain), (Xval, Yval),and
(Xtest, Ytest) respectively.

A window size of W = 500 was used for this implemen-
tation. The training options are listed in Table II. The trained
model is evaluated using the blind testing tool under the 12 test
cases described in [25]. These test cases are listed in Table III
and include conditions that emulate different driving cycles
such as UDDS, HWFET, LA92, US06, payloads, temperatures
from −20oC to 40oC, current sensor offsets, initial SoC errors
and noise added to current and voltage measurements. It
should be noted that the test data was not partially or fully
used in training the model.

B. Evaluation results

The evaluation results of the algorithm developed in this
paper using the blinded testing data developed in [25] is
presented in this section under select test conditions from
Table III. Figure 4 shows the RMS error for test cases 1 to
8 listed in Table III. It can be seen that the maximum RMS
error is less than 4% and occurs under the non-standard driving
cycles. The SoC estimation error for test case 9 is shown in
Fig. 5. It can be seen that the SoC estimation error does not
change more than 1% under temperature variations from -20oC
to 40oC.

Fig. 4. RMS error for test cases 1 to 8 defined in Table III.



TABLE III
TEST CASES FOR MODEL EVALUATION [25]

Test Case Description Data
1 All cells All drive cycles
2 Blinded cell Blinded cell, all drive cycles
3 Non-blinded cell Non-blinded cells, all cycles
4 Charging Charging data
5 Range of vehicle masses Compare different cell

test cases over all drive cycles
6 HVAC On/Off Same cells

under HVAC ON and OFF
7 Standard drive cycles UDDS, HWFET, LA92, US06

drive cycles.
8 Non-standard drive cycles HWCUST, HWGRADE.
9 Temperature range T = { -20, -10, 0, 25, 40}oC.

10 Initial SoC error Start with SoC ≠ 100%
11 Current sensor offset Add offest to i measurement.
12 Robustness Gain, offset, noise added to

v, i, T .

Fig. 5. SoC estimation error at different temperatures (Test 9).

The SoC estimation error computed under the UDDS drive
cycle at three different temperatures and 80kg payload (m80)
is plotted in Fig. 6, while the error computed for the LA-92
driving cycle and US06 driving cycles are plotted in Fig 7 and
Fig. 8 respectively. These results show that even under varying
drive cycles, temperature, and charge/discharge conditions, the
SoC estimation error is under 3%. This is considered to be
very accurate and demonstrates the suitability of the developed
method to accurately estimate battery SoC.

V. CONCLUSION

This paper developed a machine learning based battery
state of charge estimator. First, the different physics-based
and data-driven battery SoC estimation techniques were briefly
reviewed and compared. This comparison showed the lim-
itations of the physics-based methods and the necessity to
use data-driven techniques to accurately estimate the battery
state of charge. Next, a multi-layer perceptron based battery
SoC was developed and tested under different driving cy-
cles, temperatures, and payloads. The results show that the
developed technique accurately captures the battery behavior
and has SoC estimation errors lower than 3% under most
test conditions. Furthermore, since the developed model can
be trained offline, it has minimal computational requirements
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Fig. 6. SoC estimation and RMS error for test case 9 defined in Table III.
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Fig. 7. SoC estimation and RMS error for blinded and non-blinded data under
LA-92 driving cycle.
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Fig. 8. SoC estimation and RMS error under charge and discharge conditions.



when deployed in a vehicle battery management system.
These results motivate further investigation of the developed
technique to improve its accuracy. Future work will consider
testing this algorithm over more drive cycles and operating
conditions where conventional methods show poor accuracy.
In addition, transfer learning techniques will be developed to
enable developing SoC estimators that are not battery specific
and can accurately predict SoC even when tested on batteries
that it was not trained on.
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Abstract—The demand of light-weight rail is ever increasing
for daily transportation of passengers, mostly in urban areas.
In the recent years, this demand has drawn particular attention
specially in Berlin because the existing infrastructure is already
running to the limits. The Berlin S-Bahn dc network is currently
operating at 750 V dc traction voltage. To increase the capacity, it
is being planned to be operated at 1500 V dc, which needs special
attention in design of rectifier stations as well. Traditional rectifier
stations are equipped with so-called mechanical circuit breakers,
which are prone to wear and need considerable service during
their lifetime. A power electronics based hybrid switching module
(SSM) has been developed for the same purpose. The SSM
operates fast, arc-free, requires remarkably less maintenance
compared to their mechanical counterparts and has a much
longer lifetime. This paper presents the first operational data
of the new SSM for 1500 V dc traction voltage. The simulated
and measured results are provided for comparison.

Index Terms—SSM, arc extinguishing, dc traction, dc circuit
breaker, switching, simulation, power electronics

I. INTRODUCTION

The dc traction system in near-distance railway application

is preferred to ac system due to its technical and economic

prospects [1, 2]. Rectifier stations are the base for energy con-

version and feeding of the dc traction system. One of the major

components of the dc traction network is switching elements

in the rectifier stations. The SSM and its functional principle

were first described in [3]. It is a dc circuit breaker for traction

application, which operates based on the principle of power

electronics. In Fig. 1, a sketch of the main power components

are provided. Power rectifier functions as the source of energy.

Unlike traditional dc circuit breakers where the reverse voltage

for arc extinguishing is generated by elongating the arc in

arcing chambers, a forced zero-crossing is generated in SSM

using a reverse voltage mechanism [4]. A reverse current is

provided from an energy storage device, in this case, a power

capacitor. The necessary reverse votlage for arc extinguishing

is created this way. The switching processes take place in a

vacuum chamber, which paves the way to eliminate the arcing

chambers in conventional mechanical circuit breakers. Thus,

the SSM is compact in volume.

II. OPERATION OF SSM

Main power components of the SSM are shown in Fig. 1.

The characteristic data are listed in Table I. The two-pole dis-

connector (DT) provides the visible galvanic isolation between

the source of energy and the module itself, thus increasing the

Fig. 1: The power components of the SSM.

safety of operation. Under fault-free conditions, the disconnec-

tor and the contacts of the vacuum interrupter (VI) are closed

and the load current flows through the VI. When the SSM has

to be switched-off due to a short circuit or a user command,

the extinguishing unit (EU) comes into operation. The EU has

a capacitor of 5 mF (prechared to 1 kV, opposite polarity to

operational traction voltage), two anti-parallel thyristors (T1

and T2) and an oscillating inductance L1 of 8 μH. One of the

thyristors is fired in such a way that the extinguishing current

flows opposite the main current. During this process, both

TABLE I: Characteristic data of SSM and dc traction line

Parameter Unit Value
Rated voltage kV [dc] 1.5
Rated current kA [dc] 4
Rated short circuit making capacity kA 100
Rated short circuit breaking capacity kA 80
Rated overload capacity [forward] kA 12
Rated overload capacity [reverse] kA 8
Network inductance (Ln), OHL mH/km 0.1
Network resistance (Rn), OHL [Cu] mΩ/km 15
Oscillating inductance (L1) μH 8
Extinguishing capacitance (C1) mF 5
Chopper resistance mΩ 500
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TABLE II: Main power components used

Component Model Manufacturer
Vacuum interrupter (VI) VG6 ABB
Extinguishing thyristors (T1,T2) 5STP 27N8500 ABB
Extinguishing capacitor (C1) PVAJP 7348-2 ZEZ SILKO
IGCT 5SHY 55L4500 ABB
Free-wheeling diode (FWD) 5SDD38H5000 ABB

currents flow through the VI. Once the extinguishing current

is equal to the main current, the zero-crossing is reached

and the arc is extinguished after the commutation. After the

commutation, the capacitor C1 takes over the current and the

current through the VI is zero. Depending on the length of the

overhead line (OHL) and the position of rectifier stations, the

line inductance can be high. The stored energy will also flow

through the capacitor C1 which might overcharge it, leading

to a dangerously high voltage. For this reason, a chopper (CH)

is introduced parallelly for its protection. The CH consists of

a power electronic switch. The switch must have a turn-off

capability to switch itself off at desired operating point upon

command [5]. A gate turn-off thyristor (IGCT) is chosen and

a dissipative chopper resistor is used in series with the switch.

When the capacitor voltage reaches 3 kV, the IGCT is turned

on and the capactitor discharges through the CH and when the

capacitor voltage reaches 2 kV, the IGCT is turned on. This

process repeats itself until the stored energy in the network

feeder is completely dissipated. Finally, the load side energy

is dissipated with the help of a free-wheeling diode FWD. The

SSM can switch both forward and reverse currents. A detailed

description of the main components of SSM and operation of

each of them are provided in the previous study of SSM for

750 V traction voltage [6, 7]. The main power components

used for this SSM are listed in Table II.

A. Control strategy of the SSM

The SSM is turned-on with the help of a drive unit

consisting of a capacitor as energy storage, a coil and a

thyristor. Before turning-on, a self-test is run to check if the

extinguishing capacitors are capable of blocking, if there is any

short circuit in the line and if there is any isolation failure. If

the result is positive, the SSM is turned-on. In case of any

short circuit or overload or a manual turn-off, the VI contacts

are opened using the similar concept as the turn-off. In this

case, a higher value of the capacity is used since the turn-off

process requires relatively more energy than turn-on process.

A central control unit monitors the operation of the SSM and

switches it off in case of failure, overload etc.

III. TEST SETUP

To test the functionality of the SSM under different loading,

overloading and faulty conditions, the test arrangement is

shown in Fig. 2, where E = power supply, S = making switch,

Rn = test circuit resistance, Ln = test circuit inductance,

Rl = load resistance, Ll = load inductance, U = transient

voltage measurement, I = current measurement, numbers are

Fig. 2: Test setup circuit of the SSM .
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Fig. 3: Calibration for different loading and over-current cases.

represented as 1 = total current, 2 = switching voltage, 3 =

capacitor voltage, 4 = IGCT voltage, 5 = FWD current and 6

= VI current. The functional prototype of the SSM was tested

at IPH (Institut Prüffeld für elektrische Hochleistungstechnik
GmbH, Berlin, Germany) for 1500 V dc voltage. Each case of

the test was simulated beforehand for estimations and sizing of

the elements. The calculation of different network parameters

like inductance, resistance of the traction system depending on

the operational modes was elaborated in [6]. A characteristic

study of short circuit currents in dc traction power supply

system is discussed in [8].

IV. RESULTS

The results for new operating points are presented from

measurements and simulations. Some of the main observations

are discussed. The notations used in the following figures are

Usw = switching voltage, Uc = extinguishing capacitor voltage,



0 25 50 75 100 125 150
-1

0

1

2

3

4
measured
simulated

C
ur

re
nt

(k
A

)

0 25 50 75 100 125 150

-3

-2

-1

0
measured
simulated

time (ms)

0 25 50 75 100 125 150

-1

0

1

2
measured
simulated

time (ms)

0 25 50 75 100 125 150
-3

-2

-1

0

1
measured
simulated

(a) forward switching curves

0 25 50 75 100 125 150

0

1

2

3
measured
simulated

C
ur

re
nt

(k
A

)

0 25 50 75 100 125 150

0

1

2

3

measured
simulated

time (ms)

0 25 50 75 100 125 150

-3

-2

-1

0

1
measured
simulated

time (ms)

0 25 50 75 100 125 150
-1

0

1

2

3

4
measured
simulated

Oscilloscope
overrange

(b) reverse switching curves

Fig. 4: Comparison of test (IPH) vs. simulation results for 4 kA switching.
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Fig. 5: Comparison of test (IPH) vs. simulation results for 8 kA switching.

UIGCT = chopper switch voltage, Ifw = current in the free-

wheeling circuit.

A. Calibration of test currents

To run the test, the feeder network was calibrated for 4 kA,

8 kA, 12 kA and 40 kA, both for forward and reverse cases.

The corresponding curves are provided in Fig. 3. For each

calibrated current, both the forward and reverse connections

were manually established after each individual test. As can be

seen from the Fig. 3, the currents are not exact as mentioned

calibration values. It is due to the difficulties in the setup.

Adjusting the real inductance and resistance gives some toler-

ances as well.

B. Results of switching processes

The switching processes of the SSM under 4 kA loading are

provided in Fig. 4. The Fig. 4a shows the curves for forward

currents and Fig. 4b the reverse ones. For the forward case,

the main current flows between ca. 15 s and 110 s during

which the contacts of the VI are closed. Hence, there is zero

voltage drop across them (switching voltage is zero). After

the switch-off command at ca. 105 s, the oppositely pre-

charged extinguishing capacitor starts to discharge over the VI

(one of the thyristors is fired at the right instant). When the

forced zero crossing is generated, the arc is extinguished, after

which the recovered voltage of the source (6-pulse rectifier,

B6U) appears across the VI contacts. For the reverse case, the



(a) left side view (C1, connection to control etc.) (b) right side view (IGCT, connection to load etc.)

Fig. 6: Test setup of the SSM inside the cubicle in IPH, Berlin.
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Fig. 7: Results for over-current (40 kA) scenarios.

switching process is little different. The EU has to be ready

to quench arc for reverse current. That is why, one of the

two anti-parallel thyristors is fired so that the capacitor C1

can change polarity first. During this time, both the main and

capacitor current flow in the same direction. After changing

polarity, the capacitor is now employed to discharge against

the main current by firing the other thyristor. Fig. 4b shows

that after voltage reversal, the capacitor voltage is slightly less

than 1000 V because of the losses (caused by ESR of capacitor

etc.) during the reversal process. Since the capacitor voltage

is charged beyond 3 kV after taking over the network energy

(commutation), the chopper circuit is switched twice to take

extra energy from the capacitor C1 for its protection. Once the

extinguishing is completed, the rest of the energy stored on

the load side due to inductance is dissipated through the free-

wheeling circuit. Similar switching processes are observed in

case of other currents like 8 kA as provided in Fig. 5. One

over-current situation (40 kA) is also tested, which might

appear e.g. due to a short circuit. In these cases, the SSM

detects that short circuit after 12 kA and the corresponding

turn-off algorithm is run. That is why, the current never reaches

the actual fault peak value, paving the way to a safer operation.

The switching curves for this case are given in Fig. 7 for both

forward and reverse cases. The switching of 12 kA overload

is only for the forward operation. It is a special application

of SSM when it is used as a coupling switch. This type of

modules are used to interconnect two or more rectifier stations.

Testing this case completes the full spectrum of operating

points. The characteristic switching curves are given in Fig. 8.

V. CONCLUSION

Meeting the constantly increasing demand of dc traction

power can only be met with higher power rating. Since the

current infrastructure is already functioning to the full swing,
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Fig. 8: Overload (12 kA) test results (forward operation only).

it is high time the newer version of the dc railway network sys-

tem was thought. For hundreds of thousand of daily commuters

in Berlin, an update in light-weight dc railway infrastructure

with double the existing capacity is being considered. From

this point of view, the heart of such system, the rectifier

stations must also be equipped with corresponding elements

like dc switching modules, which feed the overhead lines or

the third rails and protect the system in case of abnormal

operating situations like short circuits and overloads. The

SSM has already proved its reliable operation for about 20

years in Germany (750 V dc traction voltage). In this paper,

results of the first functionality test of a hybrid switching

module (SSM) for 1500 V rectifier stations are presented.

The switching processes are explained and the capability of

the switching module under different loading and over-current

cases are tested. Due to the omission of arcing chambers as in

the conventional dc traction circuit breakers, the mechanical

volume is remarkably reduced. Besides, it has the same size as

its 750 V variant but with double the power. This simplifies

its handling manifolds like using more compact cubicle in

rectifier stations and easier operation etc.. From the presented

results, it is clear that the SSM switches the load, overload and

the short circuit currents successfully. As of next, the type test

will be carried out including the mechanical life cycle test and

isolation test etc., exactly according to the standards.
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Abstract—The performance of a battery pack is greatly 
affected by an imbalance between the cells. Cell balancing is a 
very important criterion for Battery Management System 
(BMS) to operate properly. This paper presents the various cell 
balancing topologies which have been presented by various 
researchers in the past years. A novel topology has also been 
discussed, which improves the overall efficiency of the 
components being used. Various comparison parameters such 
as Control, Speed, Efficiency, Power Effects, Manufacturability, 
Size, and Cost have been considered. 

Keywords—Active, Capacitor, Cell Balancing, Inductor, 
Passive. 

I. INTRODUCTION

With rising levels of pollution and greenhouse gases, the 
world is rapidly transitioning towards renewable sources of 
energy production. This change can also be seen in the 
transportation sector [1]. As the world shifts to using more 
electric vehicles (EV) and combined with the fact that Earth 
has a limited supply of rare earth metals, maximizing the 
usage of every lithium cell will be important in the future [2]. 
Currently, EV batteries reach its end of useable life cycle after 
dropping below 60-80% of overall returnable charge within 
about 6-8 years; generally, at this stage, the batteries would be 
at its end of life (EoL) and no longer usable in its EV life cycle 
[3]. Typically, these cells would then be directly discarded or 
recycled after its primary life. A better environmental and 
financial solution may be to sustain the health of the battery 
during the initial usage and repackage it for other applications 
in a second life, thereby extending the life cycle of a single 
battery and creating a viable solution for midterm battery 
disposal from the EV industry [4].  

The cost of current batteries is becoming cheaper through 
each generation as manufacturing becomes cheaper and more 
efficient. The cost of a Li-ion battery pack has decreased by 
nearly 89% from $1200/kWh in 2010 to $132/kWh in 2021, 
and this trend still seems to be dropping in the future [5]. This 
price makes it competitive with other current energy storage 
techniques as well as compared to internal combustion 
engines [6]. This will make the bar to entry for electric 
vehicles more affordable to the regular consumer, but this will 
also increase electronic waste generated by the industry. If a 
battery replacement is needed, approximately every eight 
years or 160,000 km and costs $13000 or about $2 per cell for 
replacement with a global consumer base of 4.8 million, it 
could leave $5 trillion worth of batteries non-usable after its  

EV life cycle [7]. It would be financially and environmentally 
irresponsible to ignore this upcoming issue. 

To help preserve the batteries, an ongoing qualitative 
measurement of a battery’s capacity compared to the datasheet 
helps determine the battery’s life cycles as well as how it may 
perform at any given time, which is the standard definition of 
State of Health (SoH) of the battery [8]. Generally, for 
Lithium-ion batteries, the end of life with respect to 
automotive purposes is approximately when the cell losses 70-
80% of its maximum capacity, at which the SOH would be 
0%. To accurately measure SoH directly is quite difficult as a 
qualitative index, so most methods measure related 
characteristics such as voltage, temperature or current or 
create a model using previous backlogged data for predictions. 
The methods are generally categorized into two major 
categories; Experimental based analysis and model-based, 
where either will break down into further subcategories as 
shown in Fig. 1. [9] 

Fig. 1. SOH Estimation Methods. 

This paper is organized as follows. Section II highlights 
the need for cell balancing and its types. Section III presents 
the comparison between the various cell balancing 
topologies. Finally, the conclusion is presented in Section IV. 

II. CELL BALANCING AND ITS TYPES

Utility-wise, within a system, a single cell will have a low 
nominal voltage. To increase the usable voltage, various cells 
are lined up in series and parallel to form a battery module, 
which is then assembled into either an accumulator or battery 
pack [10]. It is common to have cell imbalance in these packs 
due to various reasons such as differences in manufacturing, 
surrounding operating temperature variation, self-discharge 
rate, and internal impedance [11]–[14]. Also, State of Charge 
(SoC) imbalance is a reason for charging and discharging the 
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cells in an unequal number of cycles. Another concern 
resulting from cell imbalance is energy wastage. 

Cell balancing eliminates the stress faced by cells during 
charging and discharging cycles. It ensures that all the cells 
get charged/discharged at an equal rate. Fig. 2 shows the cells 
when charged/discharged with and without using a cell 
balancer. It can be seen that the cells present in Fig. 2(a) have 
unequal charges between them due to the absence of cell 
balancers. Fig. 2(b) shows the cells with an active cell 
balancer. Fig. 2(c) shows the cells with a passive cell balancer. 
It is seen that the cells using a passive cell balancer have less 
charge as compared to an active cell balancer. 

         (a)                                    (b)                                (c) 
Fig. 2. Cells (a) without Cell Balancing, (b) with active cell balancing, 

(c) with passive cell balancing. 

Cell balancing is divided into active and passive, as shown 
in Fig. 3. Passive cell balancing is directly derived from 
resistor-based cell balancing and active cell balancing is 
further categorized as capacitor based equalizers, inductor 
based equalizers and converter based equalizers. 

Fig. 3. Types of Cell Balancing. 

A. Passive Cell Balancing
In passive cell balancing (PCB), the charge of the cell is

balanced by energy dissipation through the bleeding resistors, 
thereby maintaining the same charge through the battery pack 
[15]. 

1) Resistor-Based Cell Balancing:
The resistive equalizer is the most basic and cheap method

to implement power balancing. It functions by comparing 
adjacent cells and releasing energy through the resistor as 
heat. The benefit of this is that the control system is the 
simplest to implement and requires the least number of parts 
to make this function. Each cell is monitored, and 
charging/discharging current is passed to maintain the overall 
balance in charge [15]–[17]. This allows the cells to charge up 
to full voltage evenly and thus prevents the stronger cell from 
getting over-charged. However, there are many drawbacks of 
this type of cell balancing. The equalizer is completely 
inefficient as it does not recover any charge and just releases 

the energy as heat. This, in turn, requires the balancer to have 
a heat management system[18]. This heat also adds to the 
overall temperature of the battery system, which is not ideal 
for continual usage [19]. Also, since the only component is a 
resistor, it does not innately come with its own filter, which 
may result in some higher ripples compared to the other 
equalizers. Resistive cell balancing techniques are of the 
following types, namely: fixed shunt resistor cell balancing 
(FSRCB) and switched shunt resistor cell balancing (SSRCB). 
Typical diagrams of FSRCB and SSRCB are shown in Fig. 4 
and Fig. 5, respectively. FSRCB balances the complete cell 
chain gradually. SSRCB has switches which allow controlled 
cell balancing.  

Fig. 4. Fixed Shunt Resistor Cell Balancer. 

Fig. 5. Switched Shunt Resistor Cell Balancer. 

B. Active Cell Balancing
Unlike PCB, active cell balancing (ACB) uses a charge

transfer method from one cell to another to retain a similar 
charge in all the connected cells by using capacitors, 
inductors, transformers or converters [20], [21]. Unlike PCB, 
active balancing of cells saves energy from being dissipated 
thermally and reduces the discharging/charging time [22], 
[23]. As a result, its speed of operation and efficiency is 
increased, but at the same time, making them highly complex 
and expensive [24], [25]. ACB can be categorized into 
capacitor-based, inductor-based and convertor-based. 

1) Capacitor-Based Cell Balancing:
Capacitor-based cell balancing (CBCB) uses capacitors to

balance the charge between the cells. These are of the 
following types, namely single capacitor, switched capacitor 
and double-tiered switched capacitor [26], [27]. As shown in 
Fig. 6, in a single CBCB, a single capacitor is used to store 
and transfer the charge from the higher-capacity cell to the 
lower-capacity cell. Two criteria, namely capacitor capacity 
and switching frequency are considered when designing them. 
A lower-capacity capacitor can be used if the frequency is 
high [28]. Fig. 7 shows the typical diagram of switched 
capacitor cell balancing. In switched CBCB, the charge from 
a higher cell gets transferred to the adjacent cell, and the 
energy gets transferred to the next adjacent cell, gradually 
balancing all the cells present in the entire pack [29]. Fig. 8 
shows the double-tiered switched capacitor. In double-tiered 
switched CBCB, a parallel layer of capacitor is added to the 
switched CBCB. Here the charge transfer is possible between 
various cells, making it possible to skip one cell in between 



two cells. This makes its operation much faster than single and 
switched CBCB [26], [30]. Baughman et al. [30] showed that 
the equalization time needed for a double-tiered switched 
capacitor was cut by 75% as compared to the single capacitor 
cell balancing. 

Fig. 6. Single Capacitor Cell Balancer. 

Fig. 7. Switched Shunt Capacitor Cell Balancer. 

Fig. 8. Double-tiered Switched Capacitor Cell Balancer. 

2) Inductor-Based Cell Balancing:
In terms of equalization time, inductor-based cell

balancing (IBCB) is quicker than CBCB [31][32].  In single 
inductor-based cell balancing (IBCB), a single inductor is 
used to transfer charge from a higher potential cell to a lower 
one [33]. Since only one inductor is used, this method is very 
simple to use. It is also called the direct-cell-to-cell method. 
In this method, the charge gets transferred between any two 
cells in the pack [22], [34]. The disadvantage of this method 

is the high setup cost compared to capacitor balancing [35]. A 
typical diagram of switched inductor cell balancing is depicted 
in Fig. 9. In switched IBCB, the transfer of charge is possible 
between neighbouring cells, gradually balancing all the cells 
present in the pack. The disadvantage of this method is that 
the time taken for balancing is directly proportional to the 
number of batteries in the overall chain [20], [34], [36]. 

Fig. 9. Switched Inductor Cell Balancer. 

3) Transformer-Based Cell Balancing:
The last conventional option is transformer-based

equalizers, which have differences from other power-
electronics-based equalizer that bring a different set of 
benefits and drawbacks. This type of system uses specialized 
transformers with a multi-primary single secondary setup 
where energy is redistributed between the cells using the 
transformer [10]. This system brings in isolation as a benefit 
and is comparatively simpler, but the drawbacks such as 
increased cost, weight and low scalability make it an 
uneconomical option [37]. A typical diagram of Transformer-
based cell balancing is shown in Fig. 10. 

Fig. 10. Transformer-Based Cell Balancer. 

4) DC-DC Converter:
Stepping into DC/DC converter-based equalizers, the

higher complexity of the circuits result in a more robust 
system that can handle more problems [38]. With the inclusion 
of both capacitors and inductors, it can mitigate the effect of 
inrush current as well as reduce the chance of overvoltages. 
Other benefits are its low-efficiency loss, higher accuracy, 
allowance for voltage differences, bi-directionality and low 
ripple. All of this is traded for a higher component cost and 
increased complexity for the control system as duty cycles as 
well as more processing power needed [39], [40]. 

There are many types of DC-DC converters. Buck-Boost 
is a type of DC-DC converter which uses the principle of 
buck-boost to balance the cells. Voltage differences between 
the adjacent cells are measured, and then the switches are 
operated using complex control methods [22], [29], [41]. 
Buck-boost converters don’t use capacitors. These are 
expensive due to a complex control method and greater 
number of inductors used [42]. Fig. 11 shows a typical 
diagram of the Buck-Boost Converter. 



Fig. 11. Buck-Boost Converter Cell Balancer. 

A further extension of a DC-DC based converter is a Cuk 
Converter which can be operated bidirectionally. It has non-
dissipative currents and high efficiency [43], [44]. A typical 
diagram of the Cuk Converter is shown in Fig. 12. 

Fig. 12. Cuk Converter Cell Balancer. 

5) Active and Passive Based Hybrid Topology:
Ekanayake et al. [45] proposed a novel active and passive

hybrid cell balancing topology, as shown in Fig. 13. Here, the 
authors combined the principle of conventional switched 
capacitors and switched resistors to achieve optimum 
balancing in between the cells. It can be operated in 2 modes. 
The first mode being purely resistive cell balancing and the 
other being hybrid mode. This Hybrid topology improves the 
cell balancing speed to twice the conventional switched 
capacitor cell balancing under different initial voltage of cells 
and different numbers of cells. Also, the balancing speed is 
independent of the initial cell voltage variation.  

Fig. 13. Active and Passive Hybrid Topology Cell Balancer [45]. 

III. COMPARISON BETWEEN TOPOLOGIES

The various cell balancing topologies have been compared 
in Table 1 [11-45]. 

Starting with control, which estimates how difficult the 
system is to set up and maintain through processing power 
used from the electronic control unit (ECU). In this case, the 
base set point is at 9 since the resistive control system is 
extremely easy to implement but cannot handle complex 
issues compared to the others. The other topologies fall in 
between due to the slightly more complex implementation due 
to duty cycles and factoring capacitances of the components, 
but all can handle complex issues. With each grade degrading 
as the topologies become more complex. The novel topology 
being a hybrid between resistive and capacitive balancing 
provides a comparatively easier control strategy. 

Looking at the next set of parameters; speed, efficiency, 
and power effects, the trend is that the more complex systems 
are slightly slower compared to the more basic topologies but 
trade that for better efficiency due to lower losses in current or 
voltage due to ripples or distribution losses, as well as better 
power effects. The resistive system has the worst efficiency 
since the charge inequality is only dissipated compared to 
inductive or capacitive but can handle power effects such as 
inrush current slightly better. 

The last set of parameters tends to be the characteristics 
the current system monitors and highly values for commercial 
purposes; Manufacturability, size and finally cost. Once again, 
the trend is that the more complex systems with more parts 
slightly decrease manufacturability, increase size and increase 
cost. Transformer-based equalizers are the worst in this 
category since the physical material properties of having a 
transformer greatly affects all of these in a negative manner, 
since the specialized transformer would be heavy, large, and 
cost significantly more due to its specialized nature. 

Overall, the simpler solutions have good speed, easy 
control scheme and industrial properties, while the power 
electronics-based equalizers have moderate properties but can 
handle more effects and situations with relatively little taken 
compared to the basic systems. The transformer has good 
system characteristics but very bad industrial considerations 
making them unviable for wide-scale implementation. 

Keeping in mind the use for battery longevity and 
balancing with actual implementations, topologies with the 
most polarizing options should not be utilized, which would 
drop the basic resistive and transformer-based equalizer. Since 
purely inductive or capacitive are limited in use and do not 
have handling for some power effects such as ripples or proper 
differential distribution, these systems would not be ideal. The 
power electronics DC-DC converter-based topologies are 
suitable options with middle of pack characteristics but with 
far more capability than the alternatives. 

Another aspect to consider is the thermal properties of the 
equalizer but was not included in the table. Resistive 
equalizers actively add heat to the system’s temperature by the 
manner of power dissipation, this aspect is extremely negative 
as heat is a key factor in the degradation of cell and also would 
potentially increase inaccuracies to temperature values used to 
monitor the cell. The other systems do not greatly generate 
heat to the extent of resistive equalizers and would relatively 
be close for comparison 



IV. CONCLUSION

This paper shows the comparison between various 
topologies used for cell balancing. Mainly it is divided into 
two broad categories namely, passive and active cell 
balancing. Passive cell balancing proves to be less efficient as 
the battery energy is wasted as heat while balancing the cells. 
In active balancing, inductor-based cell balancing proves to be 
faster than capacitor-based cell balancing but the negative 
attributes such as weight and footprint hold the system behind. 
Power electronic equalizers have a lot of potential to relieve 
all the major drawbacks of either passive component-based 
topology but are less desirable due to complex control 
implementation. Transformer-based equalizers are efficient, 
but the weight and cost are far too large of an issue for 
practical purposes. Hybrid systems are being proposed in 
combination with various efficiencies and maybe able to 
reduce the operational load of each individual component and 
operate in a more flexible manner.  
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Abstract—The recent advances in distributed generation and
in power electronics interfaced loads have been challenging the
stability of the traditional distribution grid. In this framework,
micro-grids are seen as a promising paradigm to augment the
overall intelligence of the electrical grid, allowing for better power
quality and for an increased penetration of distributed genera-
tion. To address the stability of such systems, the impedance
modeling constitutes a widely adopted solution, thanks to its
ease of application. This paper overviews the derivation and
verification of the impedance model for a solid-state transformer
interfaced grid. Simulations show excellent agreement with the
theoretical analysis.

Index Terms—impedance analysis, micro-grid, active rectifier

I. INTRODUCTION

Recently, the electrical power distribution grids have under-
gone massive transformation due to the development of power
electronics technologies and renewable energy sources [1].
Among the main changes that this transition has caused is the
overall reduced inertia of the power system due to distributed
generation [2], presence of resonance due to the widespread
adoption of higher-order filters, and power quality issues [3].
In order to tackle these issues, engineers in industry and
academia have been researching on control and stabilization
techniques to ensure the proper operation of power electronics
dominated power grids. Among these solution, the power
electronics transformer, or smart transformer [4], has been
proposed to interface medium- and low-voltage grids via a
fully controllable power electronics interface. In the same
way, the transformations have interested the on-board grids
for transportation applications, e.g., shipboard or aircraft [5],
showing how the interest towards such kinds of grid represent
a hot topic in the scientific panorama.

Several modeling and analysis techniques can be employed
for the analysis of such grids [6]. Among them, the impedance
modeling allows for an easy application of Middlebrook’s
criterion [7], gives an intuitive explanation of the component
behavior and it can be easily extended to larger grids. With
the impedance-based stability criteria, a large amount of liter-
ature has revealed the impedance model of power electronics
converters and their stability analysis for different application
scenario in both DC and AC micro-grids, such as [8]–[10].
This paper shows the derivation of the impedance of an active
front-end rectifier which is fed by a low-voltage grid. The

system instability is predicted based on the derived impedance
model.

II. IMPEDANCE ANALYSIS

Fig. 1 shows an example structure that an AFE is connected
to a grid-forming converter (GFC), where Lg, Rg and Cg are
the inductance, resistance and capacitance of LC filter for the
output of GFC. As for the AFE, Vla, Vlb and Vlc are the input
voltage, Ila, Ilb and Ilc are the output current, Cdc is the
output DC link capacitor and Rload is the resistive load. In
this case, the GFC is supposed to emulate the 230 Vac 50 Hz
voltage source for utility grid with determined duty cycle. The
AFE is equipped with inner current control loop and outer
DC link voltage control loop. By setting Iq

∗ equal to zero,
the AFE maximizes the real power. By controlling the DC
link voltage with fixed reference, the AFE operates as CPL.
The phase-locked loop (PLL) is used to capture the phase
angle θ at the point of common coupling (PCC). Therefore,
the system can be divided into source subsystem and load
subsystem by viewing from the PCC, and their AC impedance
can be expressed in d-q frame, given as

ZS =

[
ZS,dd ZS,dq

ZS,qd ZS,qq

]
Y L =

[
YL,dd YL,dq
YL,qd YL,qq

] (1)

In the above matrices, the diagonal elements are the self
impedance/admittance of d and q channel while the off-
diagonal elements are the coupling impedance/admittance of
d and q channel to each other.

As the GFC is expected to emulate the utility grid, the AC
impedance of it can be estimated to be equal to the output LC
filter. Therefore, the source impedance is given as

ZS = [ZlgY cg + I]
−1

Zlg (2)

Where

Zlg =

[
Rg + sLg −ωgLg

ωgLg Rg + sLg

]
is the impedance of

filter inductor.
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Fig. 1. An example structure that an AFE is connected to the GFC

Fig. 2. The small signal model of AFE in d-q domain

Y cg =

[
sCg −ωgCg

ωgCg sCg

]
is the admittance of filter

capacitor.
As for the AFE, the dynamics introduced by the cascaded

control loop and PLL needs to be considered. The small signal
model of AFE is given in Fig. 2 using sinusoidal pulse width
modulation (SPWM). By applying KCL and KVL again, it
exists 

V̂ l = Zlf Îf +
Vdc

2 D̂f +
Df

2 V̂dc

V̂dc =
3
4Zload

[
If

T D̂f +Df
T Îf

] (3)

Where

V̂ l =

[
V̂ld
V̂lq

]
is the input voltage.

D̂f =

[
D̂fd

D̂fq

]
is the duty cycle.

Îf =

[
Îfd
Îfq

]
is the boost inductor current.

Zlf =

[
Rf + sLf −ωgLf

ωgLf Rf + sLf

]
is the impedance of the

boost inductor.

Zload = Rload

sCdcRload+1 is the parallel impedance of the
output DC link capacitor and resistive load. By making
the inputs D̂f and V̂ l to be zero separately, the transfer
matrices among inputs and outputs can be figured out. It
has been shown in [11] that the PLL dynamics influence
the AC impedance. In addition, a more accurate model of

Fig. 3. The transfer function block scheme of AFE



Y L =
Îf

V̂ l

=
[
I−Gif−df [I−GcGvdc−df ]

−1
[Gc −Gdec]

]−1

·
[
Gif−df [I−GcGvdc−df ]

−1
[GcGvGvdc−vl + [Gc −Gdec]Gipll +Gdpll] +Gif−vl

] (10)

PLL dynamics for when large phase transients happen was
developed in [12]. Moreover, the impedance coupling effect
among converters have been revealed in [13], [14]. In this
paper, only the small phase transients are considered so
that the general small signal model of PLL is used, and
the impedance coupling effect among converters is ignored.
Considering the current control loop and the DC link voltage
control loop, the transfer matrix block scheme of AFE is
shown as Fig. 3.

The Gif−vl, Gif−df , Gvdc−vl and Gvdc−df are the open
loop transfer matrices among inputs and outputs, which can
be obtained from (3). Moreover, Gv is the transfer matrix
of voltage controller, Gc is the transfer matrix of current
controller, Gdec is the transfer matrix of decoupling elements
for current control, Gipll and Gdpll are the transfer matrices
of PLL dynamics spreading to the inductor current and duty
cycle for control in d-q domain [11]. Their expressions are
given as

Gv =

[
kpv +

kiv

s 0
0 0

]
(4)

Gc =
1

Vdc

[
kpc +

kic

s 0

0 kpc +
kic

s

]
(5)

Gdec =
1

Vdc

[
0 −ωgLf

ωgLf 0

]
(6)

Gipll =

[
0 IfqGclpll

0 −IfdGclpll

]
(7)

Gdpll =

[
0 −DfqGclpll

0 DfdGclpll

]
(8)

Gclpll =
Gpll

s+ VldGpll
, where Gpll = kppll +

kipll
s

(9)

Hence, the AC impedance of AFE can be derived as (10).

III. STABILITY ANALYSIS

Before analyzing the stability, a feasible set of parameters
are given for simulation, shown in Table I and Table II. Unlike
the validation of DC side impedance, the validation of AC
impedance in d-q domain requires perturbation in d and q axis
separately. The equivalence between the perturbation in phase
domain and d-q domain was presented in [15]. Moreover, an
algorithm was proposed in [16] for calculating both the source
impedance and load impedance in a system concurrently,
by utilizing the measured voltage and current at the AC
terminal where the perturbation is injected. In this paper, the
shunt current perturbation method is used to measure the AC
impedance of subsystems. Besides, it is also noted that the
PLL dynamics can influence the measured d-q components at
the AC terminal during Clarke-Park transformation, resulting

Fig. 4. Source impedance: Matlab plot and PLECS measurements

Fig. 5. Load impedance: Matlab plot and PLECS measurements

in the error between measured impedance and real impedance.
To reduce the influence of PLL dynamics, the bandwidth of
PLL needs to be set much lower than the measured frequency
span of impedance. Fig. 4 and Fig. 5 shows the impedance
model plotted by Matlab with simulation measurements by
PLECS. It is seen that the impedance model is well matched
with the measurements. To analyze the system stability, the
Generalized Nyquist Criterion is used which claims that the



TABLE I
PARAMETERS OF GFC

Symbol Definition Value

Rg Resistance of output filter inductance 0.2 Ω

Lg Output filter inductance 2 mH
Cg Output filter capcitance 50 µF
fsw Switching frequency 10 kHz
ωg Emulated grid frequency 314.16 rad/s
Vg Emulated grid voltage 325.27 V

TABLE II
SIMULATION PARAMETERS OF AFE

Symbol Definition Value

Rf Boost resistance 0.2 Ω

Lf Boost inductance 2 mH
Cdc DC link capacitor 1 mF
Vdc DC link voltage 800 V
Gc Current controller kpc = 7.54, kic = 753.98

Gv DC link voltage controller kpv = 1.95, kiv = 736.92

Gpll Controller of PLL kppll = 0.154, kipll = 5.58

Rload Load resistance 30 Ω
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Fig. 6. Characteristic loci of minor loop gain in Bode plot

system will be unstable if the characteristic loci of minor loop
gain encircle (-1, 0) in Nyquist plot. To better observing the
oscillating frequency during instability, the characteristic loci
is plotted in Bode diagram, shown as Fig. 6. The waveform
for the DC-link voltage of AFE is captured in Fig. 7. It can be
seen that the DC-link voltage starts oscillating once the load
resistance reaches 30 Ω with frequency of 145 Hz, showing a
good match with the prediction by Fig. 6.

Fig. 7. Simulation waveform

IV. CONCLUSION

This paper overviews the derivation of the impedance for
a active front-end rectifier which is fed by a GFC emulated
low-voltage AC source grid. Computer-aided simulation based
on switching models are used to verify the results of the
analysis, showing excellent agreement. This confirms that the
impedance-based analysis can be effectively used as a tool for
the stability investigation of low-voltage AC micro-grids with
high penetration of power electronics converters.
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Abstract—Bifacial photovoltaic (PV) modules are seen as a
promising way to increase the power density and output of solar
PV systems. Since a relatively new technology, there is little
knowledge on the electrical model of bifacial modules and its
dependence on operating conditions. This paper looks into the
bifaciality factors of such a module by means of several ex-
perimental measurements in controlled environment. It is found
that, contrary to the common assumption of constant values, the
bifaciality factors in fact vary with the solar irradiance. This
irradiance effect is approximated via a linear model and a newly
introduced irradiance coefficient. A comparative assessment to
the bifaciality factors provided in the datasheet shows that the
proposed model more accurately provides these values both at
STC and other conditions.

Index Terms—Bifacial modules, bifaciality factors, Photo-
voltaic (PV) systems

NOMENCLATURE

bPV Bifacial Photovoltaics
STC Standard Testing Condition
RMSE Root Mean Square Error
MAX Maximum Error
MPP Maximum Power Point
Isc Short Circuit Current
Voc Open Circuit Voltage
Pmp Maximum Power at MPP
Imp Current at MPP
Vmp Voltage at MPP
ϕ Bifaciality factor
ϕIsc Bifaciality factor for Isc
ϕV oc Bifaciality factor for Voc
ϕPmp Bifaciality factor for Pmp

ϕImp Bifaciality factor for Imp

ϕVmp Bifaciality factor for Vmp

I. INTRODUCTION

THE photovoltaic (PV) industry is primarily focused on
increasing efficiency, scaling up manufacturing volumes,

and developing low-cost materials for solar cells and modules
in order to lower the cost of solar power generation. By
transforming solar energy from both sides of the PV module
into electrical, bifacial modules can generate more energy.
Bifacial PV (bPV) modules are an effective way to lower
the price of PV electricity since they can convert light from

both sides of the module into electricity. The power density
(power per unit area on the front surface) of the bifacial
modules can be increased, which lowers the cost of area-
related expenses like land, cabling, installation structure, etc.
[1]. Several studies [2], [3] have examined the energy gain of
bPV modules in comparison to monofacial modules in various
installation configurations and climatic situations. Results and
studies have shown that bifacial modules can produce addi-
tional power between 10 � 20% over monofacial panels. If
conditions are optimized and single axis trackers adopted, the
additional power can be as high as 30� 40% [4].

An open issue with regards to bPV modules at the moment
is how to accurately model them and quantify the energy gain
over their monofacial counterparts, which in turn complicates
the cost-benefit analysis when comparing the two module
types. Most bPV module manufacturers provide the front side
monofacial electrical parameters under STC in the absence
of standards and norms, while they tabulate the power with
a linear addition of the front and rear side efficiencies for
specific rear side irradiation conditions [5]–[7].

The only relevant standard is the technical specification
(TS) IEC TS 60904-1-2 [8] issued by the International Elec-
trotechnical Commission (IEC) in 2019. This standard outlines
recommended practices in measuring and characterizing bPV
modules, but goes as far as introducing the bifacial factors
for short circuit current Isc, open circuit voltage Voc and
maximum power Pmp at STC. No discussion on whether these
parameters, referred to simply as bifacialities hereinafter, vary
with the operating conditions takes place in that standard.

Research on experimental evaluation of the bifacial PV
systems can be found in [9]–[13]. In [9] an equivalent single-
side illumination method is proposed to measure the bPV
Module, which aims essentially at modeling Isc, Voc, and Pmp.
Penalty-based differential evaluation is employed to further
extract the one-diode model circuit parameters of bifacial
single cells. [12] identifies a relation between rear and front
sides’ Isc and Voc. The former feature relates linearly in the
two sides, whereas the latter in a logarithmic manner. This
analysis shows that the relevant state of the art explores some
electrical features of bPV modules, but not the bifacialities
and their dependence on operating conditions.

To shed some light into this open issue, this paper focuses on
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the irradiance effect of bifaciality factors. The study presents
and processes a series of experimental measurements taken
on a bPV module in a controlled environment over a wide
range of irradiance from 600 to 1000 W {m2. In addition to
the three bifaciality factors established in IEC TS 60904-1-
2, we introduce the bifaciality factors for MPP current Imp

and MPP voltage Vmp as well. The findings indicate that
the five bifacialities are not constants and in fact depend
on the operating irradiance in a seemingly linear manner.
This relationship is subsequently modeled via a simple linear
equation that employs the nominal bifacialities at STC and
the newly introduced irradiance coefficients. The comparative
assessment that follows concludes that the irradiance effect on
bifacialities is not substantial but also not negligible, and that
the bifaciality values provided in the datasheet may deviate by
more than 10% from the actual values.

The specifications of bifacial PV modules, how they are
described in the datasheet, and an overview of bifacialities
are discussed in Section II of the study. In Section III,
the indoor conceptualization and bifaciality calculations are
covered. Section IV then offers a summary of the entire
investigation.

II. BIFACIAL PHOTOVOLTAIC MODULE PARAMETERS

All bPV module datasheets provide the following electrical
parameters for the front side:

 Maximum Power
 Short circuit current
 Open circuit voltage
 Maximum system voltage and current
 Current bifaciality
 Voltage or Power bifaciality
These front side parameters are given almost always at STC,

i.e. cell temperature 25oC and irradiance 1000 W {m2 at a
solar spectral content of 1.5 air mass. The combined bifacial
parameters are given based on the percentage of ground albedo
[14].

A. Bifaciality Determination

A bPV device’s bifaciality is an intrinsic attribute that
expresses the ratio between the key features on its front and
rear sides at the same illumination. IEC TS 60904-1-2 [8]
introduces the three bifacialities:

 Short-circuit current bifaciality ϕIsc
 Open-circuit voltage bifaciality ϕV oc

 Maximum power bifaciality ϕPmp

ϕIsc is denoted as the ratio of short-circuit current generated
solely by the rear side Iscr (with the front side covered) to
the one generated exclusively by the front side Iscf (with the
rear side covered):

ϕIsc �
Iscr
Iscf

(1)

The bifaciality factor is usually expressed as a percentage
(%). Fig. 1 illustrates the characterization process.

Front-side
characterization

Irradiance

Rear-side
characterization

Irradiance

Fig. 1: Front and rear side characterization for bifacialities.

The remaining four bifacialities studied in this paper involve
ϕV oc and ϕPmp as specified in IEC TS 60904-1-2, and the
relevant extensions to the MPP current and voltage, ϕImp and
ϕVmp:

ϕV oc �
Vocr
Vocf

(2)

ϕPmp �
Pmpr

Pmpf
(3)

ϕImp �
Impr

Impf
(4)

ϕVmp �
Vmpr

Vmpf
(5)

where the subscripts “r” and “f” indicate feature referring
solely to the rear and front side respectively. ϕImp and
ϕVmp introduced in this paper for the first time allows better
understanding on how the current and voltage at different
operating points differs in the two module sides.

The bifacialities are dimensionless numbers always lower
than 1, depending on the feature they refer to and the tech-
nology. This is due to the rear side performing worse than the
front side, because of less effective light conversion capacity as
well as inferior optical characteristics, worse glass and coating
features (e.g. no AR coating, higher IAM losses), and the
junction box casting shadow to part of the rear side. Datasheets
specify usually ϕIsc around 70�5% [6], [14], [15] and ϕPmp

in the range of 70�80�5% [5], [7], [16], [17]. ϕV oc is more
rarely provided and it gets values slightly less than 100%,
while ϕImp and ϕVmp are not available at any commercial
datasheet.



Fig. 2: Indoor Solar Simulator Lab.

TABLE I: Technical specification of bifacial PV module

Electrical Parameters Front Bifacial
Pmp 380 Wp 416 Wp

Vmp 39.5 V 41.6 V
Imp 9.64 A 10.02 A
Voc 47.77 V 48.14 V
Isc 10.11 A 11.02 A
ϕIsc 0 0.7
ϕV oc 0 0.99
ϕPmp 0 0.665
αIsc 0.065 %{oC 0.065 %{oC
βV oc �0.31%{oC �0.31%{oC
γPmp �0.40%{oC �0.40%{oC

III. INDOOR MEASUREMENT OF BIFACIAL PV MODULES

Fig. 2 depicts the setup used in this paper, comprising a
standard monofacial indoors solar simulator able to emulate
different illumination conditions and record the respective
I � V curve. The study-case bPV module is Adani HIP-
195DA3 [14], which has 72 monocrystalline P-type PERC
solar cells connected in series with the primary electrical
parameters given in Table I.

The experiment measured the aforementioned module’s
front and rear sides independently to perform characterization
of the two sides separately and infer the bifaciality factors.
First, the front side was subject to 20 different irradiance
levels in the range 650 to 950 W {m2 while the rear side
was in the dark (no illumination) and the respective I � V
curves were captured. Subsequently, the process was repeated
with the rear side under illumination at 14 different levels in
the same range, while keeping the front side in the dark. An
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Fig. 3: I�V curve from the two sides at irradiance level 751
W {m2 at solar simulator lab

example set of I � V curves from the two sides at the same
irradiance 751 W {m2 is shown in Fig. 3. As expected, the
rear side I � V curve is inferior in terms of current, voltage
and power. Please note that the setup did not have temperature
control, and therefore the temperature was not kept constant
during the experiment. The recordings of the experiment are
given in the Appendix.

A. Results and Discussion
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Fig. 4: Comparison of front and rear sides (a) short circuit
current, (b) open circuit voltage, with change in irradiance.

Fig. 4a, 4b, 5a, 5b, 5c illustrate the five key features of
the bPV module as they vary with irradiance for the two
sides. As expected, Voc changes slightly with irradiance, Vmp

has a limited dependency, and Isc, Imp and Pmp exhibit
a strong proportional irradiance effect. All the parameters
attain lower values on the rear side compared to the front
side due to the inferior light generating capacity and other
factors, as discussed previously. It is worth noting, however,
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Fig. 5: Comparison of front and rear sides (a) MPP Power, (b)
MPP Current and, (c) MPP Voltage, with change in irradiance.

that this deviation greatly differs from feature to feature; in
Voc for example it is almost imperceptible. The bifaciality
investigation that follows delves into this aspect in more detail.

B. Calculation of Bifacialities

The approach described in IEC [8] and Eqs. p1 � 5q are
used to calculate all five bifaciality factors form the measured
data. The measured bifacialities are plotted versus irradiance
with circle markers in Fig. 6a, 6b, 6c, 6d and 6e. As a measure
for comparison, the respective datasheet values are also shown
with continuous horizontal lines when they are available (ϕIsc,
ϕV oc and ϕPmp), implying that they are constant irrespective
of the conditions. There are a few eye-catching observations:

 None of the measured bifaciality factors are constants,
but they all change with irradiance

 The irradiance effect is sufficiently linear, with few
outliers and distortions probably due to the temperature
factor that is neglected here

 This trend is sometimes negative (ϕIsc, ϕImp) and some-
times positive (ϕV oc, ϕPmp, ϕVmp)

 The datasheet values deviate somewhat from the mea-
sured ones even at close to STC irradiance
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Fig. 6: Bifaciality factors (a) ϕIsc, (b) ϕV oc, (c) ϕPmp,
(d) ϕImp, and (e) ϕVmp from measurements, datasheet and
approximation model.
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Fig. 7: Estimation errors for (a) ϕIsc, (b) ϕV oc, (c) ϕPmp,
(d) ϕImp, and (e) ϕVmp via the datasheet and approximation
model.

To study these patterns further, a linear regression model is
fitted on the measured bifacialities according to (6).

ϕ � ϕ0 p1� δ pG� 1qq (6)

TABLE II: Bifacialities Measured vs. Modeled

Bifacialities Datasheet Modeled
ϕnom ϕ0 δ (%)

ϕIsc 0.70 0.69 -0.005
ϕV oc 0.99 0.99 0.001
ϕPmp 0.66 0.59 0.002
ϕImp - 0.67 -0.002
ϕVmp - 0.88 0.004

TABLE III: Bifaciality Estimation Errors

Bifacialities Datasheet Modeled
RMSE MAX RMSE MAX

(%) (%) (%) (%)
ϕIsc 3.3 5.80 0.07 0.32
ϕV oc 0.93 1.22 0.07 0.20
ϕPmp 6.54 11.14 0.09 0.56
ϕImp - - 0.16 0.49
ϕVmp - - 0.18 0.47

where, ϕ is the bifaciality factor at an arbitrary irradiance
level G, ϕ0 is the nominal bifaciality at STC and δ the newly
introduced irradiance coefficient which quantifies the irradi-
ance effect. The fitted results shown with dashed lines in Fig.
6 clearly demonstrate that such a linear model approximates
the irradiance effect very effectively.

The extracted coefficients are given in Table II and are com-
pared to the datasheet nominal values. As already highlighted,
the nominal bifaciality from the datasheet ϕnom and from the
fitted model ϕ0 differ more or less depending on the specific
factor; note that for ϕPmp the difference in more than the 5%
tolerance given in the datasheet. As for the irradiance effect,
the respective δ coefficients are relatively small, but they differ
in sign: negative for the currents and positive for the voltages
and power.

Fig. 7 graphically illustrates the performance of the two
bifaciality approximations, i.e. via the datasheet or the fitted
model, using the measured values as a benchmark. Clearly, the
datasheet constant-value approach results in estimation errors
that range from 1% to more than 10% depending on the factor.
This seems to be mainly due to two reasons:

 The actual nominal (STC) bifacialities deviate from the
datasheet

 The irradiance impact is neglected, as very visibly seen
for ϕIsc

These observations are further solidified in Table III which
shows the RMS and MAX errors for the five bifacialities
and the two methods. With RMS and MAX errors of less
than 0.2% and 0.6% respectively, the fitted model bifacialities
are unquestionably far more accurate than the datasheet for
all five bifacialities. Of course this is expected since the
aforementioned model is trained on the samples, but it also
reaffirms that the relation between bifacialities and irradiance
is linear and it should be modeled as such.



IV. CONCLUSION

This study shows that the five bifaciality factors all depend
on irradiance: the currents in a negative manner, the voltages
and power in a positive way. Although the irradiance impact is
not tremendous, it is sufficiently large to require modeling and
it should not be ignored. This relationship is found to be linear,
and therefore a linear model should suffice to this end. It is also
concluded that the datasheet values for the bifaciality factors
may be quite inaccurate, and it is advisable to be updated from
measurements on the bPV module of interest.

Future work involves accounting for the temperature effect
as well, which would require a much wider experimental
dataset across various irradiance and temperature conditions.
The resulting model should be validated on several bPV
modules from different manufacturers. It would be also very
interesting if the irradiance coefficients could be related to
other module characteristics available in the datasheet to
allow determination of the former without measurements, an
investigation left also for future work. Furthermore, there are
many unanswered questions in the electrical modeling and
equivalent circuit of bPV modules which warrant answers.
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APPENDIX

Measured experimental data from the front and rear side of
the Adani HIP-195DA3 bPV module.

TABLE IV: Front side experimental datasets

Sl. No. Irradiance Isc Voc Pmax Imp Vmp Temp.
(W {m2) (A) (V ) (W ) (A) (V ) (oC)

1 649 7.4 45.6 261.3 7.02 37.2 38
2 740 8.3 45.7 292.2 7.92 36.9 41
3 751 8.4 45.6 295.8 8.04 36.8 42
4 766 8.6 45.6 300.8 8.19 36.7 43
5 789 8.8 45.6 308.6 8.42 36.7 44
6 811 9.1 45.6 315.5 8.62 36.6 44
7 830 9.3 45.6 321.1 8.78 36.5 45
8 847 9.5 45.6 326.0 8.93 36.5 45
9 863 9.6 45.6 331.6 9.1 36.4 46

10 881 9.8 45.6 336.2 9.25 36.3 46
11 893 9.9 45.6 339.5 9.36 36.3 47
12 901 10.0 45.5 341.5 9.43 36.2 47
13 908 10.1 45.5 343.3 9.5 36.1 48
14 916 10.2 45.4 345.0 9.6 36.0 48
15 920 10.2 45.4 345.3 9.6 36.0 49
16 923 10.3 45.3 346.1 9.6 35.9 49
17 925 10.3 45.3 345.9 9.6 35.8 50
18 928 10.3 45.2 346.4 9.6 35.8 50
19 931 10.4 45.2 346.6 9.7 35.7 50
20 932 10.4 45.1 346.6 9.7 35.6 50

TABLE V: Rear side experimental datasets

Sl. No. Irradiance Isc Voc Pmax Imp Vmp Temp.
(W {m2) (A) (V ) (W ) (A) (V ) (oC)

1 621 4.8 45.5 150.8 4.5 33.6 35
2 751 5.6 45.6 177.1 5.3 33.5 37
3 796 6.0 45.6 186.5 5.6 33.4 38
4 873 6.5 45.6 200.6 6.0 33.2 40
5 895 6.6 45.5 204.7 6.2 33.1 40
6 908 6.7 45.5 205.4 6.3 32.8 41
7 916 6.8 45.4 206.7 6.3 32.8 41
8 924 6.8 45.4 208.3 6.4 32.7 42
9 927 6.8 45.3 208.9 6.4 32.7 42

10 933 6.9 45.3 210.1 6.4 32.6 42
11 935 6.9 45.0 209.3 6.4 32.4 44
12 943 7.0 44.4 236.2 6.4 37.1 45
13 946 7.0 44.3 236.7 6.4 37 47
14 950 7.0 44.0 237.3 6.5 36.6 54
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Abstract— This paper present the control for a single phase 

grid-integrated photovoltaic supply (SPGIPVS). The SPGIPVS 

consist of an isolated DC-DC converter (IDDC) and a half 

bridge voltage source converter (HBVSC). The IDDC 

facilitates feature of isolation between photovoltaic (PV) panels 

and the grid, enhancing the PV panel voltage and ensuring 

maximum PV power harvesting (MPH). To harvest the 

maximum PV power, a reduced rule based fuzzy logic control 

(FLC) is used. The HBVSC converts DC power into AC and 

delivers it to the grid in synchronized way. To synchronize the 

HBVSC with the grid, a modified third order sinusoidal 

integrator (mTOSSI) based band pass filter (BPF) is 

developed. The mTOSSI extracts the synchronization signal 

even if grid voltage is polluted. The performance is evaluated 

using MATLAB 2022a platform.   

Keywords— Fuzzy logic control (FLC), half bridge voltage 

source converter (HBVSC), isolated DC-DC converter (IDDC), 

maximum power harvesting control (MPHC), modified third 

order sinusoidal integrator (mTOSSI), photovoltaic (PV), 

I. INTRODUCTION 

With increasing in applications field of solar energy to 
fulfill energy needs, research on topologies and control of 
single phase grid-integrated photovoltaic supply (SPGIPVS) 
is also growing. The topologies of SPGIPVS are classified 
as single stage, and two stage based on power conversion 
stages [1]. In the single stage, only DC to AC conversion is 
needed. However, in the two stage topologies, DC to DC 
and DC to AC conversions are required. Further, with the 
unavailability/availability of galvanic isolation among the 
PV panels and the utility grid, it is classified as non-isolated 
(with unavailability of electrical isolation) and isolated (with 
availability of electrical isolation) [2]. The electrical 
isolation between them enhances safety features for the 
operating personnel through breaking the path for leakage 
current. To facilitate it either a high frequency transformer 
(HFT) or a low frequency transformer (LFT) may be used in 
the system [3]. The use of a HFT as compared to a LFT, in 
the SPGIPVS is increased due to their various salient 
features such as light weight, volume, high efficiency, high 
power density and requirement of small amount of copper 
[4]. 

In the literature, various HFT based SPGIPVS topologies 
have been reported [5-9], in [5] Steigerwald has suggested 
full bridge topology. In this topology, the primary side of 
HFT has a controlled switch-based full bridge converter 
(FBC) and the secondary side of HFT is a diode bridge 
rectifier (DBR). Further, it is modified by Kan et al. with 
suggesting the pre-stage full bridge topology by replacing 
one lag of DBR with capacitors. In [5-6] boosting of PV 
panel voltage to meet the minimum requirement of DC link 
voltage (i.e. vdc ≥ √2*Vg) only depends on HFT turn ratio 
and ripple on PV current depends on self inductance of 
primary winding of HFT. To enhance the aforementioned 
limitation associated in the topology, an inductor is 
introduced with the converter in the primary side of HFT. In 
this research work, an isolated DC-DC converter (IDDC) [7] 

is employed in the SPGIPVS which posses the salient 
features of i) reduced current ripple in PV current, ii) 
enhance the PV panel voltage, iii) less voltage stress on 
switching devices, and iv) enhance the operating personnel 
safety by mitigation the appearance of leakage current. 

An IDDC performs the function of maximum power 
harvesting (MPH) from the PV panel with their proper 
control mechanism. The various schemes are suggested in 
the literature such as, classical, intelligent, optimized and 
hybrid with their pros and cons [8-10]. The classical 
techniques are simple however; these are unable to MPH 
globally from the PV panels. The intelligent and optimized 
techniques are more complex moreover; these are able to 
harvest globally maximum PV power, fast tracking 
response, and higher MPH efficiency. In this work a fuzzy 
logic control (FLC) with reduced rule based MPH scheme is 
used which comes under intelligent control. Various FLC 
are reported by researchers such as Mamdani based FLC 
with seven membership functions [8], with nine membership 
functions [9] and Takagi Sugeno Kang based FLC [10]. The 
implemented FLC in this work has Mamdani based seven 
membership functions and half of the diagonal fuzzy rules 
are eliminated to minimize the computation burden on the 
microcontroller. 

In SPGIPVS, DC power available at the DC link is 
transferred to the utility grid in AC form with the help of 
either full bridge voltage source converter (FBVSC) or half 
bridge voltage source converter (HBVSC). The HBVSC is 
used to transfer it to the grid in a synchronized way in the 
proposed system. The HBVSC’s synchronism with the grid, 
a synchronization signal (SYSG) is required. To extract it, 
various schemes are reported in the literature [11-14] as 
time delay (TD) [11], direct synchronization generation 
method [12], second order generalized integrator (SOGI), 
enhanced SOGI (ESOGI) [13], third order sinusoidal 
integrator (TOSSI) [14]. The TD method is unable to extract 
SYSG under DC offset, harmonics and frequency deviation 
in the grid supply voltage (vg). The SOGI method provides 
filtering capability under harmonics in the vg. However, 
lagging phenomena are associated in the extracted SYSG 
under DC offset in the vg. To mitigate the lagging 
phenomena ESOGI was suggested by Nazir et al. however, 
its filtering capability is poor. Further, filtering capability is 
improved by implementation of TOSSI, but it fails to extract 
pure sinusoidal SYSG under DC offset in the vg. In this paper, 
a novel modified third order sinusoidal integrator (mTOSSI) 
is developed to extract SYSG which posses, higher filtering 
as well as DC offset rejection capability. The salient features 
of proposed research work are listed as, 

• IDDC enhances the safety features to operating
personnel by eliminating flow of leakage current
between PV panels and the utility grid.

• The IDDC control perform the MPH operation using
the reduced rule based FLC.

• Reduced rule based FLC minimize the computation
burden.
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• For the synchronization of HBVSC with the utility
grid, a novel mTOSSI is developed.

• The mTOSSI has higher filtering as well as DC offset
rejection capability than SOGI, ESOGI and TOSSI.

II. SYSTEM CONFIGURATION 

Fig.1 depicts SPGIPVS configuration. It has a solar PV 
array, an IDDC, HBVSC, noise absorption filter (NAF) and 
single phase utility grid supply. The NAF consists of a 
series inductive filter (Lf1 and Lf2) and shunt R-C filter. 
These Lf1 and Lf2 filters absorbed the current noise as well as 
differences in instantaneous voltages between HBVSC 
terminals and grid supply voltage. The R-C filter absorbed 
the voltage noises produced due to switching of HBVSC. 
An IDDC consists of two controlled switches (Spv1 and Spv2), 
two power diodes (D1 and D2), two high frequency inductors 
(L1 and L2), two dielectric capacitors (C1, and C2), and a 
HFT (Tr).  

Fig. 1 SPGIPVS configuration 

III. OPERATING PRINCIPLE OF IDDC

The operating duty cycle for employed IDDC is greater 
than 50%. Under this operating duty cycle it operates in four 
modes over the one switching time period. For each modes 
equivalent circuits are depicted in Figs. 2(a-c) and 
waveforms of IDDC variables in each modes are presented 
in Fig. 3.  

A. Mode I & III

The Fig. 2(a) depicts the IDDC circuit for I and III
operating modes. In these modes, both switches (Spv1 and 
Spv2) are in ‘on state’. Therefore, L1 and L2 store PV energy. 
The both diodes D1 & D2 are in ‘off states’, and Tr is in non-
conducting state. The C1 and C2 deliver their stored energy 
to the HBVSC. The mathematical expressions for these 
modes are described as follows, 

( )1 1 1  L L pvv L di dt v= =  (1) 

( )2 2 2  L L pvv L di dt v= =  (2) 

( )1 1 1  -c c oi C dv dt i= =  (3) 

( )2 2 2  -c c oi C dv dt i= =  (4) 

o dc dci v R=  (5) 

1 2dc c cv v v= +  (6) 

where Rdc is grid equivalent resistant at the DC link. 

B. Mode II

Fig. 2(b) depicts the IDDC circuit for II operating mode.
In this mode, the Spv1 is still in ‘on state’, however Spv2 come 
under the ‘off sate’. Therefore, L1 stills stores PV energy; 
however L2 releases its stored energy through the Tr and D2 
to the HBVSC. The D1 is in ‘off state’, C2 stores PV energy 

and remaining PV energy and stored energy of C1 delivers 
to the utility grid through the HBVSC. Under this mode, key 
expressions are given as, 

Fig. 2 Operating mode of IDDC (a) Mode- I & III, (b) Mode-II and (c) 
Mode-IV 

Fig. 3 Theoretical waveforms of IDDC 

( )1 1 1  L L pvv L di dt v= =  (7) 

( ) ( )2 2 2 1 2 2 L L pv cv L di dt v n n v= = −  (8) 

( )1 1 1  -c c oi C dv dt i= =  (9) 

( ) ( )2 2 2 1 2 2 -c c L oi C dv dt n n i i= =  (10) 

C. Mode IV

Fig. 2(c) depicts the IDDC circuit for IV operating mode.
In this mode, the Spv2 is still in ‘on state’. However, Spv1 



come under the ‘off state’. Therefore, Ll continues stores the 
PV energy, however L1 releases its stored energy through 
the Tr and D1 to the C1. The D2 is in ‘off state’, C1 stores PV 
energy. Moreover, surplus PV and stored energy of C2 
deliver to the utility grid through the HBVSC. The key 
expressions for this mode are given as, 

( ) ( )1 1 1 1 2 1 L L pv cv L di dt v n n v= = −   (11) 

( )2 2 2  L L pvv L di dt v= =  (12) 

( ) ( )1 1 1 1 2 1 -c c L oi C dv dt n n i i= =  (13) 

( )2 2 2  -c c oi C dv dt i= =  (14) 

From these operating modes, evaluated average value of 
voltage, current and input-output voltage relation are 
expressed as, 

( )1 2 2c c dcV V V= =   (15) 

( )1 2 2L L pvI I I= =  (16) 

( ){ } ( )1 2 2 12 1dc c c pvV V V n n V d = + = −
  (17)

IV. DESIGN OF SPGIPVS 

The proposed SPGIPVS is designed for 500 VA, 110 V 
and 50 Hz AC supply system. The reference DC link 
voltage of HBVSC is kept at 400 V. Its each subsections 
design are as follows, 

A. Selection of PV panels

A 500 W PV string of Westinghouse Solar make PV
panel (WTW-250-1-AC2-D-B) is used to form a PV string 
for the proposed system. The PV panel having specification 
of 250 W, 72 cells, 36.8 V open circuit voltage, 30.9 V 
MPHP voltage, 8.75 A short circuit current and 8.1 A 
MPHP current. The power delivering capability of the 
system is expressed as, 

pv s p mphpP N N P=  (18) 

where number of series connected panels Ns = 2 (for desired 
voltage level) and number of parallel connected panels Np = 
1 (for desired power level) are selected. 

B. Design of IDDC

The IDDC is employed in the SPGIPVS to transfer the
PV power (Ppv) into the utility grid via HBVSC under wide 
change in solar irradiation (i.e. 300 to 1000 W/m2). Under 
this range Ppv is varying from 145 W to 500 W. The Vpv 
varies in the range of 59.88 V to 61.8 V. Under this 
condition the duty ratio (d) is obtained using Eq. (17) with 
keeping transformer turn ratio of (80:100) is varying in the 
range of 62.5% to 61.37%. The design expressions for 
passive elements of IDDC are given as [7], 

( )1 2 2 pv s pvL L d I f V= =  (19) 

The value of L1 and L2 are obtained at minimum solar 
irradiations of 300 W/m2, with IDDC operating frequency of 
12.5 kHz. L1 = L2 = 2.4 mH are obtained. 

The design expression for capacitors are given as [7], 

( ) ( ){ }( ) ( )( ){ }1 1 2 12 1pv o c sC n I n I d V f
 

= − − ∆ ∗ 
 

 (20) 

( ){ } ( )2 21 o c sC d I V f = − ∆ ∗ 
        (21)

At rated solar irradiation and permissible 2% ripple in the 

capacitor voltage, obtain value of capacitors are C1 = 15.3 
μF and C2 = 9.65 μF respectively. 

C. Selection of DC link Capacitor

At the DC link of HBVSC, two equal values of
capacitors (C1 and C2) are needed to maintain the DC link 
voltage and work as an energy buffer. The design expression 
for C1 & C2 is given as, 

( ) ( )1 2 100% .
& 2dc dc pv g dc dcseries at effi

C C C P P f V Vπ
 

= ≥ = ∆  
      

(22) 

where Pdc = DC link power, Vdc = DC link voltage, ΔVdc = 
ripple in Vdc and considered as 2.5% of 400V, fg = grid 
frequency (i.e. 50 Hz). From Eq. 22 the equivalent capacitor 
Cdc = 397 μF is obtained at rated solar irradiation. Therefore, 
C1 = C2 = 2*397 μF = 795 μF. 

D. Selection of noise absorption filter

A noise absorption filter (NAF) consists of series
inductive and shunt R-C filters. Inductive filters (Lf1 and Lf2) 
are obtained at minimum solar irradiation with considered 
permissible ripple of 15% at its nominal value of current as, 

( ) ( )1 2 2 8f f f dc HBVSC lfL L L V f I = + = ∆
 

(23)

At HBVSC, the switching frequency (fHBVSC = 1/TFBVSC) 
of 20 kHz, obtained value of indictor is Lf = 4.8 mH and Lf1 
= Lf2 = 2.5 mH are considered. 

To absorb the voltage switching noise R-C filter is used 
according to the switching time constant of HBVSC. It is 
related as R.C ≤ TFBVSC/10. Its evaluated as R = 0.5 Ω and C 
= 10 μF. 

V. SYSTEM CONTROL

This section describes maximum PV power harvesting 
and synchronization control. The control strategy of the 
system is described in details as follows, 

A. MPH Control

The maximum power harvesting control (MPHC) for
proposed SPGIPVS is done via FLC. The block diagram of 
FLC based MPHC is depicted in Fig. 4 which provides an 
MPH controllable duty cycle (Δd). The FLC has two inputs 
(i.e. error ‘E’ and change in error ‘ΔE’) as expressed in Eqs. 
(24-25) and one output (i.e. ‘Δd’). 

Fig. 4 Block diagram of FLC based MPHC 
These inputs and output comprise the seven Mamdani 

based membership functions named as N1, N2, N3 (for 



negative error), Z (for zero error) and P1, P2, P3 (for positive 
error). The implemented fuzzy rules for the proposed 
MPHC are also depicted in Fig. 4. 

{ } { }( ) ( ) ( 1) ( ) ( 1)pv pv pv pvE i P i P i v i v i = − − − −
 

     (24)

( ) E( ) E( 1)E i i i∆ = − −          (25) 
The obtained duty cycle (d) from the FLC is compared 

with two 1800 phase shifted carrier signals (Cr1 and Cr2) of 
12.5 kHz. It generates the switching signals for IDDC as 
presented in Fig. 4. 

B. HBVSC Control

Fig. 5 depicts the HBVSC control. Fig. 5 (a) presents the
HBVSC control structure and Fig. 5 (b) presents the 
structure of the proposed novel modified third order 
sinusoidal integrator (mTOSSI). 

In the HBVSC control, proportional-integral (PI) 
controller regulates DC link voltage (vdc). The input of PI 
control is voltage error (vdc

*- vdc) quantity. The output of PI 
controller is an amplitude of reference grid current and 
expressed as, 

t tu v Vα=

2 2
tV v vα β= +

Fig. 5 HBVSC control (a) HBVSC control structure, and (b) structure of 
mTOSSI 

( ) ( )* -M p i dc dcI k k s v v= +  (26) 

To regulate the vdc, controller kp and ki are tuned as, kp= 
0.5, ki= 0.08. 

The reference grid injected current is obtained from the 
output of PI controller and grid synchronization signal (ut) 
and expressed as, 

*
g t Mi u I=  (27) 

The ut is extracted from mTOSSI as depicted in Fig. 5(b). 
It consists of third order sinusoidal integrator (TOSSI) and 
DC offset rejection loop. The TOSSI comprises with low 
pass filter (LPF) and orthogonal signal generator (OSG). 
The key expressions for obtaining synchronization signal 
are given as, 

1 1g
E v F= −  (28) 

( )1 1 4 1F v K K E s
α

ω= +  (29) 

2 1 1E K E v
α

= −  (30) 

3 2 2E E K vβ= −   (31) 

( )v v sβ αω=   (32) 

( )4 3 3E E s K vαω= −   (33) 

4v E sα ω=  (34) 

After solving these Eqs. 28-35, the relation between ‘in 
phase - grid supply voltage’ and ‘orthogonal phase-grid 
supply voltage’ in the frequency domain are given in Eqs. 
(36) and (37) respectively. These are depicted at the bottom
of the page. 

The Bode (both magnitude and phase) plots for the Eq. 
(36) is depicted in Fig. 6. It is obtained at tuned gain
parameters K1 = 1.414, K2 = 0.707, K3 = 2.2 and K4 = 2.8 by
applying Routh-Hurwitz criteria and after performance as an
observer of mTOSSI. From Fig. 6 it is clear that the
proposed mTOSSI acts as a band pass filter (BPF). The
mTOSSI is able to eliminate DC offsets as well as facilitate
higher order harmonics filter capabilities. To validate the
effectiveness of mTOSSI under DC offsets and harmonics
contents in the vg, an extracted ut is observed as presented in
Fig. 7. From Fig. 7 it is clear that proposed mTOSSI provide
pure sinusoidal ut under disturbances in vg. The comparative
analysis of proposed synchronization scheme with other
reported schemes are given in Table-I.

The extracted pure ut is used to obtain the reference grid 
current that provides the modulation signal (mg

*) after 
comparing the sensed grid current (ig). The mg

* is compared 
with a 20 kHz carrier signal to generate the switching 
signals for HBVSC as depicted in Fig. 5(a). 

Fig. 6 Bode plot for ‘in-phase’ voltage component (a) magnitude plot and 
(b) phase plot

VI. PERFORMANCE EVALUATION

The performance of proposed SPGIPVS is evaluated with 
capturing variables; solar irradiations {G(t)}, PV voltage 
(vpv), PV current (ipv), PV power (Ppv), DC link voltage (vdc), 

( )
( ) ( ) ( )

( )
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Fig. 7 Extracted synchronization signal from mTOSSI 

Fig. 8 Performance of IDDC 

inductors L1 and L2 current (iL1 and iL2), switches Spv1 and 
Spv2 voltage (vspv1 and vspv2) and current (ispv1 and ispv2), 
diodes voltage (vD1 and vD2), capacitors voltage (vc1 and vc2), 
high frequency transformer (HFT) primary and secondary 
terminal voltage (vTrp and vTrs) and currents (iTrp and iTrs), 
grid voltage (vg), grid current (ig) and grid power (Pg). These 
variables are observed in steady state and dynamics 
conditions. 

TABLE-I 
COMPARISON OF GRID SYNCHRONIZING SCHEMES 

Properties TD 
[11] 

SOGI 
[12] 

ESOGI 
[13] 

TOSSI 
[14] 

Proposed 
mTOSSI 

DC offset No No Yes No Yes 
Harmonics No Yes Yes Yes Yes 

Voltage sag/swell Yes Yes Yes Yes Yes 

Number of 
integrator 

0 2 3 3 4 

A. Performance of IDDC

Fig. 8 depicted the IDDC performance under steady state
at rated G(t) (i.e. 1000 W/m2). It is plotted in subplots (SP-1 
to SP-10). The SP-1 presents the vpv = 61. 8 V. SP-2 shows 
the voltage across switches Spv1 and Spv2 (i.e. vspv1 and vspv2) 
respectively and SP-3 shows the current through it (i.e. ispv1 
and ispv2). From SP-2 it is observed that, voltage across Spv1 
and Spv2 is 160 V (i.e. equal to the voltage across primary 
winding of the HFT). From SP-3, it is observed that peak 
current through the Spv1 and Spv2 is 8.1 A (i.e. same as ipv). 
SP-4 shows the inductors current (iL1 and iL2) and its sum 
provides ipv. The iL1 and iL2 are just out of phase therefore, 
the ripple in ipv is nearly zero. Reduced ripple in ipv 
improves the MPHP efficiency. SP-5 shows the vTrp & vTrs 
respectively. SP-6 shows the current flow from HFT 
terminals (iTrp & iTrs respectively). The vTrp = 160 V and vTrs 
= 200 V, because of HFT turn ratio is 80:100. The iTrp is 
higher than iTrs, because of constant power. 

B. Performance of SPGIPVS

Fig. 9 depicts the steady state performance of SPGIPVS
at rated G(t). Under this condition, vpv is near about 62 V 
(i.e. their MPH voltage), ipv = 8.1 A, and Ppv = 500 W. The 
vdc is regulated at 400 V, the root means square (RMS) value 
of vg and ig are 110 V, 4.45 A and Pg = 490 W.  The THDs 
of ig, under this condition is 5%. Fig. 9 is also shows the 
leakage current (iLk) flow among the PV panel and the utility 
grid. The iLk has very small amplitude (i.e. 1X10-16) which is 
possible due to employed IDDC. 

C. Dynamic Performance of SPGIPVS

Fig. 10 depicts the SPGIPVS performance under
dynamic variations in G(t). The dynamic variation on G(t) 
are created as 800 W/m2 to 1000 W/m2, 1000 W/m2 to 500 
W/m2 and 500 W/m2 to 1000 W/m2. At 0.75s, G(t) is 
varying from 800 W/m2 to 1000 W/m2. Due to this, Ppv 
increases from 399 W to 500 W and ipv changed from 6.4 A 
to 8.1 A. Therefore, ig is increases from 3.6 A (RMS value) 
to 4.45 A (RMS value) and Pg is varying from 395 W to 490 
W. At 1s G(t) reduces from 1000 W/m2 to 500 W/m2.
Therefore, vpv is shifted from 61.8 V (previous MPHP
voltage) to 60.8 V (next MPHP voltage), ipv shifted from 8.1
A (previous MPHP current) to 4 A (next MPHP current).
The Ppv is changed from 500 W to 247 W. Due to reduction
on G(t) from 1000 W/m2 to 500 W/m2, ig is reduces from
4.45 A (RMS value) to 2.25 A( RMS value) and Pg is



varying from 490 W to 245 W moreover, ig maintain 
sinusoidal. At, 1.2s G(t) varies from 500 W/m2 to the 1000 
W/m2 and operating point of the system shifted according to 
its MPHP. From Fig. 10, it is observed that the SPGIPVS 
tracks their MPH point quickly (within 0.001s) under wide 
change in the solar irradiation. 

Fig. 9 Performance of SPGIPVS 

Fig. 10 Dynamic performance of SPGIPVS 

VII. CONCLUSION

Control for an isolated DC-DC converter employing a 
single phase solar PV system has been proposed. For 
harvesting maximum PV power, FLC with reduced logic 
rule has been presented to reduce complexity and 
computation burden on controlled unit. For synchronization 
of a HBVSC with the grid supply, a modified third order 
sinusoidal integrator (mTOSSI) has been developed to 
extract sinusoidal synchronization signal under disturbing 
grid supply voltage (i.e. harmonics and DC offset). 
Performance of the proposed system has been evaluated 
using MATLAB 2022a with developed novel control and 
have been observed satisfactory. 
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Abstract— The primary challenge to building integrated PV 

system is partial shadowing since it severely impairs the output 

power, efficiency and mismatch power loss. To mitigate the 

effect of PSC, a robust MPPT controller is desirable to identify 

the maximum power point (MPPT) during partial shading. 

Various conventional (P&O, InC etc.) and optimization 

algorithms are described in literature, but they are unsuccessful 

to identify GMP among multiple peaks. This paper proposes an 

adaptive coefficients Particle Swarm Optimization (ACPSO) 

MPPT technique for the new triple-tied (TT) configured PV 

system to improve the maximum power under PSCs. Unlike a 

conventional PSO, the coefficients are made adaptive in the 

proposed technique for fast convergence and better 

identification of local and global peaks. The proposed work is 

carried out in MATLAB/Simulink platform. Also, the 

performance of proposed work is compared with P&O, Grey-

Wolf Optimization (GWO), Cuckoo Search (CS), and Particle 

Swarm Optimization (PSO) techniques in terms of tracked 

GMP, convergence time or tracking speed and efficiency. The 

results also demonstrate the superiority of proposed MPPT 

technique when compared to other MPPT techniques. 

Keywords— Global Maximum Power (GMP), Maximum 

Power Point Techniques (MPPT), ACPSO MPPT Technique, 

TT- configuration. 

I. INTRODUCTION

     The renewable energies that are widely accessible to us 

are many and ideal for meeting the continuously growing 

energy needs of mankind without having any negative 

consequences on the environment. Solar energy is one of the 

most widely recognized sources of renewable energy. [1]. 

Moreover, the solar is the most easily available and abundant 

energy in this universe. Adding to this, there is nearly 90 % 

drop in the panel cost in cumulative past two decades and 

expecting another 15 – 25% drop in the upcoming decade as 

well [2]. Solar is the cheapest form of energy in most of the 

developing countries like India and developed countries as 

well and will eventually land up as lowest - cost source 

energy on or before 2030. The government policies and 

subsequent subsidies are other boosters for the decrement of 

prices of total PV system which helped in the overall growth 

in this green energy.  

The dynamics of PV system under PSC are very much 

dependent on time, which necessitates the precise design of 

the MPPT, which must have the features like ability to track 

GMPP, ability to adapt in accordance with the change in P-V 

characteristics, steady and uniform tracking nature as well. 

Nominal conventional techniques are incapable of detecting 

the GMPP among these peaks and accordingly further 

improvement in this area is expected to address the above-

mentioned issue. In the literature a number of MPPT 

strategies including conventional, intelligent, optimization 

and hybrid methodologies are described to increase the power 

production from PV panels. Classical approaches, however, 

are the least reliable when dealing with PSCs. [3]. Recently, 

many researchers have done good research on MPPT 

techniques to boost the maximum power extraction of 

photovoltaic systems under PSCs. The MPPT is the field that 

is currently undergoing the most development, and it is 

transitioning from traditional approaches [4]-[5] to 

intelligence techniques [6]-[8]. Most prominent techniques 

from conventional techniques includes Ripple Correlation 

Control (RCC), InC, and P & O. Artificial Intelligence based 

MPPT techniques includes Sliding Mode Control (SMC), 

Artificial Neural Network (ANN) and Fuzzy Logic Control 

(FLC). The use of nature-based metaheuristic procedures has 

improved intelligence methods [18] and the performance of 

these naturalistic inspired optimization approaches is quite 

promising [9]-[11]. Some optimization techniques are Grey-

Wolf Optimization (GWO), Artificial Bee Colony (ABC), 

and Particle Swarm Optimization (PSO).  

Numerous methods were developed based on biological 

inspiration. Earlier, traditional techniques like P & O [28] and 

InC [29] have been incorporated in order to enhance optimum 

performance and high tracking power.  The FLC method 

achieves its dependable performance using a mathematical 

strategy that incorporates fuzzification, rule Base, and de-

fuzzification. In [11], the authors contrast the PSO and P&O 

techniques with an MPPT based on the crow search algorithm 

(CSA). The results reveal that CSA outperforms the more 

standard PSO and P&O approaches.  The authors in [12] 

proposes a flower pollination algorithm (FPA) for MPPT in 

extreme shading scenarios, based on various rules to 

determine shading incidence. An enhanced PSO method is 

related with most extensively used P&O and GWO-based 

techniques. Further, GWO-FC approach is used in [13] to 

reduce GMPP oscillations. In [14], a flying squirrel search 

optimization (FSSO) technique is employed to effectively 

reach the GMPP despite non-uniform irradiance variance. 

There are no oscillations in steady-state situations with 

FSSO, which is an advantage. A dynamic MPPT technique is 

suggested. Among these techniques, in order to address the 

problems mentioned above, novel PSO based optimized 

algorithm is applied to the PV based MPPT application. The 

performance of PSO technique is very good, particularly in 

the exploration of data at maximum by achieving the best 

solution at faster rate. The organization of this research paper 

is as follows: PV system description is detailed in Section-II, 

Modelling of PSCs is described in Section-III, followed by 

the ACPSO and its Application to MPPT is explained in 

Section–IV. Results and Discussion is clearly briefed in 

section-V. Section–VI illustrates the Conclusion.  
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II. DESCRIPTION OF PV MPPT SYSTEM

    The TT configuration of a PV system's architectural 

components is depicted in Fig. 1. The major components are 

a 4x4 PV array in TT configuration, boost converter and a 

MPPT controller. 

Fig.  1. Schematic of PV MPPT system 

A. PV Cell model

The equivalent circuit of PV cell can be thought of as a source 

of current in parallel with a diode. However, in actuality, the 

equivalent circuit features both shunt resistance (Rp), and 

series resistance (Rs) and it is shown in Fig. 2.  

Fig.  2. PV cell equivalent circuit 

The output current equation using KCL is given as 

𝐼𝑃𝑉 = 𝐼𝑃𝐻 − 𝐼𝑂 (𝑒
𝑉𝑃𝑉+𝐼𝑃𝑉𝑅𝑠

ƞ𝑉𝑇 − 1) −
𝑉𝑃𝑉+𝐼𝑃𝑉𝑅𝑠

𝑅𝑃
      (1)              

Where  𝑉𝑇 =
𝐾𝑇

𝑞
 is the thermal voltage, IPV is the current of 

the PV cell and VPV is the voltage of PV cell, IPH is the current 

generated by photons, Io is the saturation current. 

The photocurrent generated by a PV cell is primarily 

determined by solar irradiation and temperature, as shown by 

the equation below. 

𝐼𝑃𝐻 = [𝐼𝑠𝑐 + 𝐾𝑖(𝑇𝑜 − 𝑇𝑅)]
𝐼

𝐼𝑛
 (2) 

where, the short circuit current is denoted by Isc, Ki is 

temperature coefficient during short circuit condition, TO and 

TR are the operating and referent temperatures of a PV cell, I 

and In are the operated and reference solar irradiations. 

To implement the PV MPPT system, Znshine PV-Tech 

module specifications were used and the specifications are 

Pmax = 255.29 W, VMP = 49 V, IMP = 5.21 A, VOC = 49 V, and 

IOC = 5.55 A. 

III. MODELLING OF PSCS

PSCs are realistic to real-world situations are imposed on a 
TT-configured PV array to assess the MPPT tracking ability 
of the various techniques. The partial shading patterns have 
been imposed on a TT-configured PV array are irregular row 
and column, short and wide, long and narrow shadings as 
shown in Fig. 3. 

  (a)    (b) 

  (c)    (d) 

Fig.  3. Partial Shading models (a) Irregular Row, (b) Irregular Column, (c) 
Short and Wide, and  (d) Long and Narrow shading. 

Under irregular row shading, any one of the rows in the 4×4 

PV array is shaded. In this case, the third row of the 4×4 PV 

array is shaded non-uniformly. The shaded modules in the 

third row are PV3, PV7, PV11, and PV15 respectively. They 

are exposed with various insolations as shown in Fig. 3 (a). 

The remaining modules are shaded with 1000 W/m2.   

Under irregular column shading, any one of the columns in 

the 4×4 PV array is shaded. In this case, the third column of 

the 4×4 PV array is shaded non-uniformly. The shaded 

modules in the third column are PV9, PV10, PV11, and PV12 

respectively. They are exposed with various insolations as 

shown in Fig. 3 (b). The other modules are exposed with 1000 

W/m2.  

Under short and wide shading, few strings (wide) having with 

fewer number of modules (short) are shaded. In this case, the 

first three strings having first two rows modules are exposed 

with various insolations as shown in Fig. 3 (c).  And the 

module numbers are PV1, PV5, PV9, PV2, PV6, PV10, PV3, 

PV7, and PV1 respectively. The other modules are exposed 

with 1000 W/m2.  

Under long and narrow shading, only very few strings 

(narrow) having full number of modules (long) are exposed 

with various insolation’s as shown in Fig. 3 (d). In this case, 

the first two strings having four rows modules are shaded and 

the module numbers are PV1, PV5, PV2, PV6, PV3, PV7, 

PV4, and PV8 respectively. The other modules are exposed 

with 1000 W/m2.  

The global maximum powers (GMPs) attained with the TT 

configured PV system under above above-mentioned PSC 

scenarios are shown in Fig. 4. 



Fig.  4. Position of GMP in the PV curve under PSCs 

IV. PROPOSED ACPSO AND ITS APPLICATION TO MPPT

PROBLEM

To operate the PV system at GMP under PSCs, MPPT 
controller plays a crucial role. Several methods were presented 
in the literature to extract the GMP from partial shaded PV 
panels [3]-[14]. 

A. Particle Swarm Optimization (PSO)

PSO is a stochastic, global optimization algorithm
discovered by Russel Eberhart and James Kennedy in 1995 
inspired from the biological processes like flocking of birds, 
fish school and swarming theory [3]. This algorithm explores 
an optimal solution in a multidimensional space by adjusting 
the trajectories of ‘particles’ which are individual agents in the 
group or swarm. Fig. 5 depicts the movement of particles 
within a search space. 

Fig.  5. Update of position and velocity of particles 

The search mechanism of PSO method is implemented with 
the following equations. 

After each iteration, Eqs. 3 and 4 are used to update the 

positions and velocities. 

𝑣𝑖
𝑘+1 =  𝑤. 𝑣𝑖

𝑘 + 𝐶1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑘) + 𝐶2𝑟2(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑘)

𝑥𝑖
𝑘+1 =  𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1 

Here, i = 1, 2, 3, …..N and k = 1, 2, 3, ……kmax respectively. 

Where, vi
k + 1 is the new updated velocity, w is inertial weight, 

vi
k  is the kth iteration velocity, C1 is the coefficient of 

cognitive acceleration, C2 is the coefficient of social 

acceleration, random numbers are denoted by r1 and r2, and 

ranges between 0 and 1, xi is the current position, Pbesti is the 

particles best position, Gbest is the swarm’s best global 

position, particle number is denoted by N, and kmax is the 

maximum number of iteration count. 

B. ACPSO Optimization and its Implemetation

The traditional PSO MPPT technique can able to track the

GMPP under uniform PSCs. But under complex PSCs, the 

PSO MPPT technique suffers from slow convergence speed, 

poor dynamic performance. The performance of traditional 

PSO MPPT technique is mainly depends on control 

parameters such as coefficient acceleration factors (C1 and 

C2), and inertia weight (W). The performance can be 

improved by proper selection and tuning of the control 

parameters. The ACPSO MPPT technique flowchart is 

shown in Fig. 6. 

Fig.  6. Flowchart for ACPSO MPPT Technique. 

In the ACPSO method, an attempt is made to vary the all 

control parameters in such a way that the performance should 

be improved. During this process, updating the control 

parameters results large step sizes are considered at initial 

stages for improving the search velocity of the particle and 

later the step sizes are gradually decreased. The updating of 

weights is given by Eq. 5. 

𝑤𝑖
𝑘 =  𝑤𝑚𝑎𝑥 −

1.5(𝑘 − 1)

𝑘𝑚𝑎𝑥

(𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)

Where, wmax and wmin are the upper and lower limits of inertia 

weights, kmax is the maximum iteration count, and 𝑤𝑖
𝑘 is the

updated weight at kth iteration. The updating of coefficients 

of social acceleration are given by Eqs. 6 and 7. 

𝑐1
𝑘 =  𝑐1𝑚𝑎𝑥 −

1.5(𝑘 − 1)

𝑘𝑚𝑎𝑥

(𝑐1𝑚𝑎𝑥 − 𝑐1𝑚𝑖𝑛)

𝑐2
𝑘 =  𝑐2𝑚𝑎𝑥 −

1.5(𝑘 − 1)

𝑘𝑚𝑎𝑥

(𝑐2𝑚𝑎𝑥 − 𝑐2𝑚𝑖𝑛)

 (3) 

 (4)

 (5) 

 (6) 

(7)



Where, C1max and C1min are the upper and lower limits of 

coefficient acceleration C1, C2max and C2min are the upper and 

lower limits of coefficient acceleration C2.  

The procedure for the implementation of this method is as 

follows: 

Stage 1: Initialize all the parameters such as number of 

particles (N), iteration count (k), maximum and minimum 

limits of control coefficients (w, C1, and C2), random duty 

cycles, and upper and lower limits of duty cycles. 

Stage 2: Evaluate the objective function i.e. maximum PV 

array output power. The power is evaluated with the help of 

sensed quantities of voltage (VPV) and current (IPV) from the 

PV array. i.e. At every duty cycle, the corresponding powers 

are calculated and stored in memory for further comparison. 

Stage 3: Update the individual and global best positions i.e. 

in the previous stage, the powers are calculated at each and 

every duty cycle. For every iteration, the present and previous 

powers are compared out of which local best and global best 

are updated. The update of individual and global best 

positions is achieved by Eqs. 8 and 9. 

𝐷𝑣𝑖
𝑘+1 =  𝑤. 𝐷𝑖

𝑘 + 𝐶1𝑟1(𝐷𝑃𝑏𝑒𝑠𝑡𝑖 − 𝐷𝑖
𝑘) + 𝐶2𝑟2(𝐷𝐺𝑏𝑒𝑠𝑡 − 𝐷𝑖

𝑘)

𝐷𝑖
𝑘+1 =  𝐷𝑖

𝑘 + 𝐷𝑣𝑖
𝑘+1

Stage 4: Check the convergence criteria i.e. the convergence 

criteria is met either the algorithm reaches to optimal solution 

or it reaches to maximum number of iterations.    

Stage 5: Re-initialization of algorithm i.e. the fitness value is 

not same for a long time and it will vary the environmental 

and loading conditions of the PV system. The particles (duty 

cycles) must be reinitialized in order to obtain the updated 

GMPP. If the condition specified by Eq. 10 met, the proposed 

algorithm will be reset to its initial state. Here, the change in 

power (∆PPV) is considered as 5%. 

𝑃𝑃𝑉,𝑃𝑟𝑒𝑠𝑒𝑛𝑡
𝑘 − 𝑃𝑃𝑉,𝑃𝑎𝑠𝑡

𝑘

𝑃𝑃𝑉,𝑃𝑎𝑠𝑡
𝑘  ≥  ∆𝑃𝑃𝑉

Where, 𝑃𝑃𝑉,𝑃𝑟𝑒𝑠𝑒𝑛𝑡
𝑘  is the present power during maximum 

iteration, and 𝑃𝑃𝑉,𝑃𝑎𝑠𝑡
𝑘  is the past power during maximum

iteration. 

V. RESULTS AND DISCUSSION

To investigate the performance of proposed ACPSO 

MPPT technique, its performance is compared with GWO, 

CS, and PSO under four PSCs. All the above said MPPT 

techniques were implemented and tested in a MATLAB 

simulation, and the results were compared in terms of tracked 

GMPP, tracking time/convergence speed, and tracking 

efficiency. The parameters for implementing MPPT 

Techniques are given in Table 1. 

Table 1 Parameters for GWO, CS, PSO and ACPSO Algorithms 

GWO CS PSO ACPSO 

‘a’ randomly 

decreases 

from 2 to 0 

α0 = 0.2 

Pa = 0.8 

W = 0.5 

C1 = 1.0,  

C2 = 0.8 

WMax = 1 and WMin = 0.1 

C1Max = 2 and C1Min = 1 

C2Max = 2 and C2Min = 1 

The performance of all methods under each shading patterns 

is explained as follows: 

Under Irregular Row shading: In this shading scenario, four 

MPPs are formed in the P-V curve and out of which one is 

GMPP at 3044 W. The simulation results of MPPT 

techniques during this shading is shown in Fig. 7. Under this 

shading, the proposed ACPSO MPPT technique significantly 

converges to the GMPP at 3041.66 W within 0.2 sec, while 

the other GWO, CS and PSO MPPT techniques tracks the 

GMPP at 3040.18 W, 2573.13 W and 3039.76 W within 0.38 

sec, 0.62 sec, and 0.38 sec respectively. Among all, the CS 

technique was failed to track the GMPP accurately due to lack 

of exploitation mechanism. 

(a) 

(b) 

(c) 

(d) 

Fig. 7: Simulated power of (a) GWO, (b) CS, (c) PSO, and (d) 

ACPSO under Irregular Row shading 

Under Irregular Column shading: In this shading 

scenario, the P-V curve exhibits two MPPs out of which one 

is GMPP at 3558 W. The simulation results of MPPT 

techniques during this shading is shown in Fig. 8. Under this 

shading, the proposed ACPSO MPPT technique significantly 

converges to the GMPP at 3553.63 W within 0.5 sec, while 

the other GWO, CS and PSO MPPT techniques tracks the 

GMPP at 3541.42 W, 3536.66 W and 3541.44 W within 0.38 

sec, 0.50 sec, and 0.40 sec respectively. The CS technique 

takes larger convergence time out of all and does not having 

better GMPP tracking capability. 

Under Short and Wide shading: In this shading scenario, 

the P-V curve exhibits four MPPs out of which one is GMPP 

at 2958 W. The simulation results of MPPT techniques during 

 (8) 

 (9) 

(10)



this shading is shown in Fig. 9. Under this shading, the 

ACPSO MPPT technique significantly converges to the 

GMPP at 2956.73 W within 0.28 sec, while the other GWO, 

CS and PSO MPPT techniques tracks the GMPP at 2955.43 

W, 2891.09 W and 2955.18 W within 0.62 sec, 0.5 sec, and 

0.38 sec respectively. Among all the methods, CS MPPT 

techniques is not capable tracking the GMPP and are trapped 

at local MPP. Even though GWO method tracks the GMPP 

but it took longer convergence time. 

(a) 

(b) 

(c) 

(d) 

Fig. 8: Simulated power of (a) GWO, (b) CS, (c) PSO, and (d) 

ACPSO under Irregular Column shading 

(a) 

(b) 

(c) 

(d) 

Fig. 9: Simulated power of (a) GWO, (b) CS, (c) PSO, and (d) 

ACPSO under Short and Wide shading 

(a) 

(b) 

(c) 

(d) 

Fig. 10: Simulated power of (a) GWO, (b) CS, (c) PSO, and (d) 

ACPSO under Long and Narrow shading. 

Under Long and Narrow shading: In this shading 

scenario, the P-V curve exhibits two MPPs out of which one 

is GMPP at 3015 W. The simulation results of MPPT 

techniques during this shading is shown in Fig. 10. Under this 

shading, the ACPSO MPPT technique significantly 

converges to the GMPP at 3014.27 W within 0.20 sec, while 

the other GWO, CS and PSO MPPT techniques tracks the 

GMPP at 2990.56 W, 2891.09 W and 3013.91 W within 0.96 



sec, 0.48 sec, and 0.38 sec respectively. Among all the 

methods, the GWO takes longer time for convergence and 

ACPSO takes shorter convergence. 

Table. 2 Performance of MPPT techniques under six complex 

shading conditions 

Shading 

Type 
Technique 

GMPP 

at STC 

(W) 

GMPP 

(W) 

under 

PSCs  

Tracking 
time 

(Sec) 

Tracking 
Efficiency 

(%) 

Irregular 

Row 

GWO 

3044 

3040.18 0.38 99.87 

CS 2573.13 0.62 84.53 

PSO 3039.76 0.38 99.86 

ACPSO 3041.66 0.20 99.92 

Irregular 

Column 

GWO 

3558 

3541.42 0.38 99.53 

CS 3536.66 0.50 99.40 

PSO 3541.44 0.4 99.53 

ACPSO 3553.63 0.5 99.87 

Short & 

Wide 

GWO 

2958 

2955.43 0.62 99.91 

CS 2891.09 0.50 97.73 

PSO 2955.18 0.38 99.90 

ACPSO 2956.73 0.28 99.95 

Long & 

Narrow 

GWO 

3015 

2990.56 0.96 99.18 

CS 2891.09 0.48 95.89 

PSO 3013.91 0.38 99.96 

ACPSO 3014.27 0.20 99.97 

From the results, it is evident that, the proposed ACPSO 

MPPT technique tracks the accurate GMPP under most of the 

shading conditions Also, the convergence time to reach the 

steady state power is very less compared to other MPPT 

techniques as shown in Figs. 11 and 12. Whereas the GWO 

and CS techniques takes the longer convergence time even 

though they are approaching to near to the GMPP.  

Fig. 11: Tracked Powers under PSCs 

Fig. 12: Tracking speeds under PSCs 

VI. CONCLUSION

     In this paper, an ACPSO MPPT technique is proposed for 

the new triple-tied (TT) PV array to operate at GMPP under 

PSCs. In this technique the coefficients are made adaptive in 

every iteration for fast convergence and accurate location of 

GMPP. The proposed ACPSO MPPT technique is assessed 

in terms of tracked GMPP, tracking time/convergence speed, 

tracking efficiency, and oscillations around MPP through 

both simulation and experimental studies under four complex 

PSCs. Also, to verify its effectiveness and superiority its 

performance is compared with the other existing GWO, CS, 

and PSO techniques under various complex PSCs. Owing to 

the simulation results, the proposed algorithm outperforms 

over other discussed MPPT controllers by tracking GMPP 

with fast convergence speed, high efficiency and minimal 

steady state oscillation around the GMPP. 
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Abstract— This paper explores ways to minimize the size of 

the energy storage system needed to accommodate the power 

difference in availability of supply and demand in a full solar 

charging and parking station for Electric Vehicles (EV) by best 

fitting the size and orientation of a set of Photovoltaic (PV) panel 

groups to match the charging power consumption profile of 

parked EVs. By grouping the PV panels into multiple (2+) 

strings and orienting each string accordingly, the adjusted multi 

orientation PV panel system could produce a better matched 

overall power profile that may significantly reduce the 

supply/charging power mismatch therefore requiring less 

energy to be stored in the power buffer compared to the 

conventional PV oriented system where all panels are orientated 

in a single direction that maximizes PV energy capturing. 

Results of a relevant case study show that the proposed method 

successfully increases direct power supply from PV to EV whilst 

minimizing the storage size needed for power buffering the 

supply/demand mismatch. This design method could be useful 

when sizing the PV installation for a solar charging station at a 

large car park where there is a very limited power available 

from the grid and most demand occurs during daytime, as is the 

case of a regional airport of train station used extensively by 

daily commuters.  

Keywords— PV orientation, EV charging, Energy storage. 

I. INTRODUCTION 

Solar energy generation to facilitate electric vehicle 
battery charging could reduce energy costs, line losses and 
voltage problems in the distribution network [1]. However, 
solar power has a drawback related to the need for a large 
surface area. Therefore, at commercial parking areas and 
parking lots (PLs) such as hospitals, universities and airports, 
the application of solar charging to fulfil EV demand would 
be beneficial because PLs host multiple cars and provide a 
wide area to install PV panels [1], [2]. 

During clear skies, solar radiation on a PV panel depends 
mainly on solar incidence. The highest power will be achieved 
if solar incidence is perpendicular to PV panel. The tracking 
PV panel is the best way to maintain solar incidence angle to 
collect maximum energy. A tracking PV panel is proven to 
have 15% more energy than a fixed panel [3]. However, using 
a solar tracker will increase investment and maintenance costs 
and also consumes energy for the steering mechanism. 

South orientation is the best orientation for fixed PV 
panels installed in the Northern hemisphere by convention 
(north for Southern) to collect maximum solar energy [4] but 
problem is that it produces a large power surplus at midday 
and a symmetric slope in morning and afternoon which in case 
of an asymmetric load profile, will increase the size (installed 
energy) of the power buffer. The other approach is to adopt a 

different orientation to the east and west direction. It saves 
33% area for the same installed capacity of PV panel 
compared to the south direction since the solar panel could be 
arranged closer in the opposite or bifacial direction[5], [6]. 
The East-West configuration provides more power in the 
morning or/and the afternoon. Nevertheless, east-west 
orientation also leads to a  reduction of total energy production 
compare to South only direction[4]. Another approach to 
achieve optimum energy generation is using a semi-fix PV 
panel with an orientation that can be adjusted periodically [7]. 

Ideally, the EV charging demand pattern should match as 
well as possible the available solar power generation curve. 
Although the presence of large energy storage available in 
each parked EV would offer some flexibility in the load 
profile, the charging demand pattern depends on how much 
time is available for EV charging as set by the driver as well 
as by the limitations imposed by the way these batteries can 
be charged as well as other factors [8], [9]. This means that an 
additional energy storage facility to provide power buffering 
is needed to make sure the excess PV power available at mid-
day is collected and that additional EV charging power is 
fulfilled in the evening.  

Since it is known that energy storage in the form of a large 
battery could be very expensive, this paper proposes a 
methodology to minimise the battery size by adjusting the 
orientation of groups of PV panels to provide an optimised 
solar power profile to better match a specific load profile 
while minimizing the size of energy storage. As the 
adjustment of the PV panels away from the south orientation 
will decrease the overall energy captured, the number of 
panels has to be increased that will increase the PV cost but 
usually PV panels are much cheaper than batteries [10] and 
overall it is expected that this solution to be cheaper. In 
addition, this study is also essential for future vehicle-to-
charging station energy transactions, which use cars in the 
parking lot as temporary energy storage buffers. 

This paper is organized as follows: Section II discusses the 
method to find the best orientation in order. Section III 
presents the result and discussion of a case example, and 
finally, Section IV summarises the conclusions. 

II. METHODOLOGY

The overview of the minimizing of  energy storage is 
illustrated in Figure 1. Solar radiation curve within specified 
constraint is adjusted to adapt demand pattern/load profile so 
that power discharge from energy storage (either from system 
or car buffer) are minimum. 
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Fig. 1. Minimising energy storage 

A. Load Profile

Figure 2 shows the hourly sampled load power
consumption power profile data from two parking lots in a 
major North American campus network (Case 1) and in a 
London urban area (Case 2) [11]. By using the EV load power 
demand (kW) is possible to calculate the total energy demand 
Eload (kWh) needed daily by using equation (1). The annual 
energy demand Eload(year) that can either be consumed from the 
grid or be saved if supplied from PV if integrated in the car 
park can be derived by multiplying the daily average energy 
demand with the number of days (N) in a year as in (2).  

����� � � �����	
� � � ∑ �����	
� ∆ (1) 

����������� � � . ����� (2) 

Fig. 2. Load profile example redrawn from [11] (a) case 1 (b) case 2 

B. Modelling the solar radiation to PV Panels

The total amount of solar radiation or global solar radiation
consists of direct solar radiation from the sun, diffuse solar 
radiation reflected by the atmosphere and clouds and a small 
amount from the reflection of the ground surface. Direct solar 
radiation is the major component considered in this paper to 
estimate solar radiation on PV panel (Radpv).  

Solar radiation on PV panel (Radpv) constantly changes 
depending on the day, location, and daylight time. Radpv will 
be maximum if the panel is perpendicular to the solar 
incidence direction (Radsolar). Direct solar radiation is 

associated with declination angle (δ), latitude (φ), solar time 

(ω) Solar altitude angle (α). The only parameters which can 

be controlled to adjust solar radiation on a PV panel are panel 

elevation (β) and orientation (τ).  The solar radiation on PV 
panel in this paper is approximated as in equation (3). 

����� � ��������  . �sin��� sin�!� cos�$�% cos��� sin�!� sin�$� cos�&� ' cos��� cos�!� cos� (� cos�$�' sin��� cos�!� cos� (�sin�$� cos�&� ' cos�!� sin� (� sin�$�sin �&))  (3)

The solar declination (δ) is the relative angle of the sun to 
the earth's equatorial plane. The declination ranges from - 
23.45 in the winter solstice (21 December) to 23.45 summer 
solstice (21 June). The declination degree for any day along 
the year (d) is approximated in equation (4)[10]. 

� � )*+ ,-  .sin�23.45� sin 345�456  �� % 81�9: (4) 

Solar altitude angle (α) is angular height of the sun which 
is measured from the horizontal surface. It is related to latitude 

(φ) and solar time angle (ω) as in equation (5). When sun at 
highest point in the sky (solar noon), the solar time angle (ω) 
equal to 0 and solar altitude is at maximum angle. Solar time 
angle is (ω) become negative before solar noon (in the 
morning) and positive after in the afternoon. 

; � )*+,-�)*+! sin < ' =>)! cos < cos (� (5) 

Solar radiation (Radsolar) to the ground given in kW/m2 is 
expresses in the empirical equation (6) The value of 1.353 
kW/m2 is the solar constant. 0.7 shows only 70% of the 
radiation incident on the atmosphere is transmitted to the Earth 
and 0.678 is an empirical value to fit the observed data. 

�������� � 1.353 ? 0.7BCD.EFG
(6) 

Where the Air Mass (AM) express the reduction of light 
power as it is absorbed by air and dust when it passes through 
the atmosphere. The Air Mass (AM) is expressed in function 

α since the path length of light through the atmosphere relative 

to the shortest path length, which occurs when α is equal to 
90o. By taking into account earth’s curvature,  Air Mass (AM) 
is expressed in equation (7) [12]. 

HI � -JKL�M�,N�O�.6�6P�5.�PMMON�QR.ESET (7) 

C. Calculating power and energy generated by PV

Power generated by PV (Ppv) is determined by the size of
PV (PVsize) and efficiency (µ) as expressed in Equation (8). So 
that, energy generated daily can be calculated as in the 
equation (9). Square bracket indicates the equation 1 x N 
sampling time matrix. 

Equation (10) express produced yearly by the system. 
Performance ratio (PR) incorporated shows the system 
performance after losses in converter, temperature, DC cable 
etc. 

[���U � V�����U. �W�XY� . µ (8) 

(a)  (b) 
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D. Deriving Power Mismatch

Power mismatch (Pm) in the equation (11) is power
difference between by PV and demand power from EV.  Pm is 
in form of 1 x N sampling time matrix.  

V�_U � V���U % V�����U (11) 

Figure 3 illustrated a case of PV power generation and 
power demand for a specific day in a year. Without 
considering factors that attenuate the power generation such 
as cloud or building shading.  The solar energy curve is much 
bigger for a longer day such as in the summer and smaller in 
the winter. 

Fig. 3. PV power of south and adjusted orientation, load demand and 
power mismatch between load demand and both solar power curve 

Positive power mismatch (Pm) in Figure 2 means PV has 
surplus power so that ESS (battery) will be charged. The 
amount of daily surplus energy (ESScharge) given in kWh 
energy that can be stored to battery is provided by equation 
(12). While during Pm is negative battery will discharge 
(ESSdischarge ) to support or supply  power to EV. The value of 
total energy discharged daily  is expressed in equation (13).   

�``ab��c� � -	 � �|�_| ' �_	
� �� (12) 

�``�X�ab��c� � -	 � �|�_| % �_	
� �� (13) 

E. Finding adjusted orientation angle of PV panel

For northern hemisphere, the orientation ranges between
180 degrees from the east to the west and 90 degrees elevation 
from vertical to horizontal. If the PV panel is split into 
multiple string with different N orientations, there will be 180 
x 90 combinations of orientation and elevation angle options. 
This paper chooses a fixed elevation and two orientations for 
simplification. PV panel variable is represented as j and k in 
equation (14). The number of variables increased as many as 
the number of orientations.  

The method applied iteration to find the best orientation 
that matches the load profile. The objective of this method is 
to find the minimal energy storage while maintaining the 
result above PV power output constraint to avoid significant 
PV power loss. 

e, g
� h �e, g�\�i      j>k �``�X�ab��c��\�i� < �``�X�ab��c������       H�m   ����\�i� > o>+)k�*+ ���������� �e, g�\�i       j>k �``�X�ab��c��\�i� � �``�X�ab��c������      H�m   �``ab��c��\�i� > �``ab��c������    �e, g����        pq)p         

(14) 

III. RESULT AND DISCUSSION

A major drawback of this method is because of no general 
solution for all the cases or scenarios. The method is applied 
to case 1 as example. The location chosen has longitude and 
latitude -0.116067 and 51.502338, respectively. This location 
has best panel elevation at 34o [13]. For this case, it is assumed 
LG NeonR brand PV panel with efficiency (µ) 22% used. 

Figure 4 illustrates PV-generated energy throughout the 
year in the northern hemisphere.  It shows the significant 
difference amount of energy generated between the winter and 
summer season. During wintertime, solar energy produced is 
much lower than the demand. So, it is fair to design a system 
which works when sunlight is available to supply energy for 
demand. This interval time is illustrated in Figure 3 when PV 
generated energy are above the line of daily energy demand.  

The amount of energy loss because of skewing the 
orientation depends on the constraint planned in the design. 
For example, it must be higher than the total daily energy 
demand and between the specific time of the year. In Figure 3 
the specific interval chosen is between the spring equinox (20 
March) and the autumn equinox (23 September). 

Figure 4(a) shows that the energy generated from the 
adjusted PV panel is less than the south orientation and less 
time interval. Number of PV panels are increased to achieve a 
similar amount of generated energy, and this will give as 
illustrated in Figure 4(b). 

(a)



(b) 

Fig. 4. PV energy generated along the year (a) without PV size increment 

(b) and with PV size increment 

Focusing on how the adjusted orientation PV panel 
reduces the energy storage, Figure 5 shows that the energy 
supplied or discharged from the battery for adjusted 
orientation is less than the south orientations as expected.  

Figure 5(a) shows that the cycling of energy charged and 
discharged from the battery at the adjusted PV panel is less 
than that in the south orientation. This result is essential for 
the system targeting minimizing energy storage. Figure 5(b) 
present that size of battery needed after increment of PV size 
to achieve similar amount of energy generated. The maximum 
daily energy discharged in the specific time chosen in case 1 
are 30.03 kWh and 29.53kWh before and after PV panels size 
increment respectively. This value is less than south only 
orientation which need 34.81kWh. This critical point value is 
used for determining minimum energy storage needed (EBmin) 
in the system. It is worthy noted that in the adjusted PV panels 
more beneficial in term of the lower deep of discharged cycle 
during the interval time. 

(a) 

(b) 

Fig. 5. Energy stored and discharged from battery along the year (a) without 

PV size increment (b) with PV size increment (bottom) after PV size 

increment. 

Table 1 and 2 shows the detail that the proposed method 
reduced the need of energy storage for EV solar charging. 
Although adjusted orientation leads to decrease of the total 
energy produced by PV panel, the need of battery also 
minimized. The loss of adjusted orientation will need PV size 
increment to achieve the same amount energy as south 
orientation and lesser energy storage. 

TABLE I.  COMPARISON BETWEEN SOUTH ORIENTATIOAN AND ADJUSTED 

ORIENTATION PV PANEL TO MINIMIZE ENERGY STORAGE FOR 

CASE 1 

Parameter 
South 

orientation 

Adjusted orientation 

Without pv size 

increment 

With pv size 

increment 

PV Panel  

Elevation 34o 34o 34o 

Orientation 1 0 41 o (west) 41 o (west) 

Orientation 2 0 50o (west) 50 o (west) 

Size (m2) 89 89 100 

Annual PV Energy 
generated(kWh) 

34708.19 31365.72 35129.61  

Load  

Daily (kWh) 85 85 85 

Annual (kWh) 31,025 31,025 31,025 

Energy Storage 

Minimum Energy 
storage between 

spring to autumnal  

equinox 
interval(kWh) 

34.81 30.03 29.53 

Annual discharge 

cycle energy to 
battery(kWh) 

13020.11 11686.53 11210.32 

Annual charge cycle 

energy to 
battery(kWh) 

16841.56 12170.86 15516.36 



TABLE II. ANNUAL ENERGY COMPARISON BETWEEN SOUTH AND 

ADJUSTED ORIENTATION FOR CASE 1 

Comparison 
Without PV size 

increment 

With PV size 

increment 

Annual PV energy 
generated 

90.36 % 100.01% 

Minimum Energy storage 

between spring to autumnal 
equinox interval(kWh) 

86.2% 84.81% 

Annual discharge cycle 

energy to battery(kWh) 

89.76 % 86.10% 

Annual charge cycle energy 

to battery(kWh) 

72.66 % 92.13% 

The similar method was also applied to case 2 for 
validation. it is assumed that the load pattern in case 2 occurs 
at the exact location as in case 1. From Table 3 and 4, shows 
that the adjusted orientation is recommended to decrease 
battery size. However, it is found that the adjusted orientation 
becomes less effective for more demand in the nighttime 
because the energy that can be stored in the battery is less 
during daylight. 

TABLE III.  COMPARISON BETWEEN SOUTH ORIENTATIOAN AND 

ADJUSTED ORIENTATION PV PANEL TO MINIMIZE ENERGY 

STORAGE FOR CASE 2 

Parameter 
South 

orientation 

Adjusted orientation 

Without pv size 

increment 

With pv size 

increment 

PV Panel  

Elevation 34o 34o 34o 

Orientation 1 0 2 o (east) 2 o (east) 

Orientation 2 0 44 o (west) 44 o (west) 

Size (m2) 139 139 146 

Annual PV Energy 

generated(kWh) 

54207.19 51775.55 54364.3219 

Load  

Daily (kWh) 139 139 139 

Annual (kWh) 50,735 50,735 50,735 

Energy Storage 

Minimum Energy 

storage between 
spring to autumnal 

equinox 

interval(kWh) 

51.58 50.54 49.92 

Annual discharge 

cycle energy to 

battery(kWh) 

19986.45 19418.38 19101.90 

Annual charge cycle 

energy to 

battery(kWh) 

23794.26 21204.84 23542.24 

TABLE IV. ANNUAL ENERGY COMPARISON BETWEEN SOUTH AND 

ADJUSTED ORIENTATION FOR CASE 2 

Comparison 
Without PV size 

increment 

With PV size 

increment 

Annual PV energy 

generated 

95.51 % 100.28% 

Minimum Energy storage 

between spring to autumnal 

equinox interval(kWh) 

97.98% 96.78% 

Annual discharge cycle 

energy to battery(kWh) 

97.16% 95.57% 

Annual charge cycle energy 

to battery(kWh) 

87.12 % 98.94% 

To sum up the result, The adjusted PV panels need lower 
discharged energy cycle during interval time, therefore, days 
of autonomy (D) is longer for adjusted PV panels. Designing 
battery size in the system also consider, load subsystem 
efficiency (µ), temperature compensation factor and deep of 
discharge of battery (DoD) as expressed in equation (15). The 
battery size unit usually expresses in Ampere hours (Ah) 
therefore, the result is divided with battery voltage (VB). 

r�XY��Hℎ� � tuvwx .  y.  z{u | .y�y   (15) 

Referring to case 1 in Table 1 and 2, a comparison 
approach to calculate battery size needed with EBmin is 34.81 
kWh (29.53 kWh for adjusted PV panel), 3 days of autonomy 
(is set lower to 86.10% for adjusted PV panels), DoD is 50 % 
(lead Acid battery), 85% load sub system efficiency, 12-volt 
battery and 1.19 temperature coefficient factor gives result 
24,367Ah and 17,797.7Ah for south orientation and adjusted 
orientation, respectively. The same calculation applied for 
case 2 in Table 3 and 4 give corresponding value for south 
orientation and adjusted orientation 36,106Ah and 33,395Ah 
respectively.  

IV. CONCLUSION

This study investigated the impact of adjusting the panel 
orientation to minimize energy storage systems needed by an 
EV charging station installed in a car park powered entirely 
by PV solar panels which is a realistic case for an airport or a 
railway station used by daily commuters.  

The study found that a better panel orientation fitting can 
increase amount direct energy supply cycle to the load. 
Therefore, energy storage systems' size could be reduced 
despite the reduction of solar energy produced. Case 1 shows 
that need 17,797.7Ah or 73% battery size with 12% increment 
PV size. For case 2, the battery size needed decreased to 
33,395Ah or 92% for an increment of 5% PV panel. This 
finding is relevant to solar panel installers and investors in 
designing and minimizing the investment in solar-charging 
electric vehicles in car parks. 

This study was subject to two potential methodological 
weaknesses. Firstly, it assumes exact load demand recurrent 
every day, and secondly, it does not consider variables that 
affect daily solar energy products, such as temperature and 
shading on solar panels. In terms of results, different locations 
will have different daily solar energy production, giving 
different results. Orientation adjustment is not recommended 
for charging demand, which mostly happens at night since it 
has less impact in minimizing energy storage, and the amount 
of energy stored to the battery is also decreased. Although the 
findings should be interpreted cautiously, this study has 
important implications for future research and practice in 
minimizing energy storage at the car park. Future research 
could further investigate lower energy storage requirements 
for standalone PV charging stations by applying power 
smoothing management, which uses cars in the parking lot 
park as temporary energy storage buffers. 
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Abstract— A coordinated control of a three-phase AC 

microgrid comprised of multiple solar photovoltaics (PV) and a 

central battery energy storage (BES) system is presented in this 

paper. The operation of this microgrid is studied in both 

standalone (SA) and grid-interfaced (GI) modes. The central 

BES is separately connected to the point of common coupling 

(PCC) using a voltage source converter (VSC). A Butterworth 

bandpass filter is designed to extract the fundamental load 

currents for computing the fundamental active and reactive 

power. The battery VSC ensures power-sharing with the 

microgrid at unity power factor (UPF) in GI mode and it 

maintains the voltages at PCC during SA mode.  

Keywords—Butterworth filter, Distortion power, BES, AC 

microgrid, Solar PV Generation. 

I. INTRODUCTION 

     In the last decade, there has been a shift toward the 

widespread use of renewable energy sources by domestic, 

industrial and government bodies. The increase in pollution 

due to the use of fossil fuel-based energy sources has led to 

this recent drive. Moreover, the cost of energy based on non-

renewable resources is also increasing as these fossil fuel 

reserves are depleting day by day. They are also located in 

certain regions leading to the monopoly of some regions. 

Mankind in its entirety is in search of a more efficient and 

environment-friendly solution to this problem. Solar energy 

and wind energy have been largely chosen as trustworthy 

alternatives across the globe.  

     Another significant advantage of renewable energy 

sources is that they can be installed in smaller units without 

affecting their overall efficiency, as opposed to fossil fuel-

based sources, where efficiency suffers greatly when 

produced in small units. This has led individuals and small 

organizations to install energy sources of their own and thus 

the energy sources are getting more distributed. A microgrid 

is termed as a unit that integrates a group of these distributed 

energy sources, storage systems and local loads.  A dual PV 

based microgrid with a central battery energy storage and its 

local loads is considered in this work. Its operation is 

analyzed in both standalone (SA) and grid-interfaced (GI) 

modes.  

      At a particular temperature and solar irradiation, 

maximum power can be drawn from the solar PV array by 

maintaining the terminal voltage at the maximum power point 

voltage (VMPP). An incremental conductance-based 

maximum power point tracking algorithm is used to generate 

the reference terminal voltage of the PV arrays [1]. Generally, 

a separate DC-DC converter is used to maintain the terminal 

voltage of PV arrays at VMPP and is termed a two-stage 

configuration. In some cases, the voltage source converter 

(VSC) maintains the PV voltage and is called a single-stage 

configuration. Each configuration has some advantages and 

disadvantages over the other. A two-stage configuration 

using a boost converter has been used in this work [2]. The 

PV array is designed for a lower voltage rating than the DC-

link voltage. 

      Solar energy is an intermittent source on its own due to 

the large variation in output power caused by the fluctuation 

in solar irradiations and at night time. The solar PV based 

microgrid is usually tied to the utility grid or integrated with 

an energy storage unit or both [3]. The BES can be connected 

directly at the DC link or through a synchronous DC-DC 

converter having bidirectional power flow capability. The 

battery current can be well regulated with a minimum amount 

of ripple by using a DC-DC converter. The DC link capacitor 

has to be well-designed to take the current ripples when the 

BES is directly connected to the DC link. A direct BES 

system is considered in this work.  

      The load can be reactive as well as non-linear and hence 

a lagging and distorted current would be drawn by the load. 

All the harmonics and reactive power have to be supplied 

from the microgrid [4]. The power exchange with the utility 

grid must be done at unity power factor (UPF) adhering to 

IEEE standards. The BES-VSC ensures power exchange with 

the utility grid at the unity power factor. The PV-VSCs are 

controlled to maintain the DC link voltage, to feed the entire 

power generated from the PV array to the point of common 

coupling, and to supply the fundamental reactive power to its 

local loads. A Butterworth bandpass filter is designed to 

extract the fundamental component of load current to obtain 

the active and reactive power of the loads [5]. The bandpass 

filter attenuates both the DC and the higher order harmonic 

components. By increasing the order of the filter, the 

bandwidth can be increased, and the settling time can be 

reduced. Various control techniques can be found in the 

literature that computes the power from the distorted voltages 

and currents and later pass it though a low pass filter. This 

way the system couldn’t be properly controlled during load 

unbalancing where there is presence of second harmonic 

component in the power. The battery VSCs caters to the 

apparent non-fundamental power, which is the combination 

of current distortion power, voltage distortion power, and the 

apparent harmonic power [6]. It maintains constant voltage at 

the PCC during the standalone mode.   

II. SYSTEM ARCHITECTURE

     This microgrid shown in Fig. 1 is composed of two solar 

PV arrays with different ratings in double stage configuration, 

their local loads and grid switch. It is unified into a three-phase 

utility grid. A central battery energy storage is used as the 

energy storage unit. Ripple filters are connected in shunt at the 

point of common coupling to improve the voltage waveforms. 

Interfacing inductors are used at the output of each VSC to 

limit the current that would arise because of the instantaneous 

voltage difference between two converters.  

     The central battery energy storage unit has two major 

advantages. Firstly, the PV VSCs can be designed based on 

the maximum power of the PV array and maximum reactive 

power support. The PV-VSC doesn’t need to consider the total 

load capacity of the microgrid to support the entire load during 

standalone mode and lower irradiance levels. Secondly, the 
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conduction losses incurred in the PV-VSCs are reduced in this 

architecture as the switches used are of lower ratings and the 

on-state resistance is lower for the switches of lower ratings. 

III. CONTROL STRATEGY

     The PV-VSCs are controlled to meet three objectives. 
They regulate the DC link voltage at a constant value, feed the 
generated PV array power to the PCC and supply the 
fundamental reactive power demand of the local load. A two-
stage architecture with a boost converter and a VSC is used 
for the PV arrays. The boost converter ensures the operation 
of the PV arrays at MPP.  
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Fig. 1 Schematic of microgrid 

The BES-VSC regulates the grid current and supplies the non-
fundamental apparent power during grid-connected mode 
whereas it regulates the PCC voltages during the standalone 
mode. The upcoming sections explain each control strategy in 
further detail. The control strategy is explained pictorially in 
Fig. 2. 

A. MPPT Control of PV Array

An incremental conductance-based MPPT algorithm is

used to obtain V *
PV. A duty signal is generated using eqn. (1). 

The switching pulses for the boost converter are obtained by 

comparing a saw tooth carrier with the duty signal. 
*

1 PV

DC

V
d

V
= −  (1) 

B. PV-VSC Control

The PV-VSCs are controlled to supply the PCC with the total 
generated PV power. They are also controlled to support the 
fundamental reactive power demand of the local loads and to 
regulate the DC link voltage. The control is pictorially 
depicted in Fig. 2. Each step is further explained: 

a) Computation of Load Voltages Amplitude and Unit

Templates: The magnitude of the phase voltages represented

as Vt is given by the following expression:

( )2 2 22

3
t la lb lcV v v v= + +  (2) 

Where vla, vlb, and vlc represent the load phase voltages. The 

in-phase unit templates are obtained by dividing the phase 

voltages with Vt. The quadrature unit templates are obtained 

by giving a time delay of T/4 secs, where T represents the 

fundamental period.  
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u t u t u t

V V V

− − −
= = =    (4) 

b)  Computation of Active Loss Components: A small amount

of power is lost as conduction loss and switching loss in the

VSC switches and other stray elements. The DC link

capacitor keeps on discharging to cater to these losses as the

entire power generated from PV is sent to the PCC. A certain

amount of the PV power should be used to charge the DC link

capacitor. A proportional-integral (PI) controller is used to

maintain this charge balance by regulating the DC link

voltage of the capacitor. The output of the PI controller is

termed an active loss component as it is subtracted from the

net weight corresponding to the PV power, which means this

amount of power is not fed to the PCC and is used to charge

the capacitor. The loss components are calculated as:
*

1 1 1( ) ( )de DC DCV t V V t= −  (5) 

( ) ( ) ( ) ( )( ) ( )( )1 1 1 1 1 1 11 1ci ci pd de de id dew t w t K V t V t K V t= − + − − +  (6) 

*

2 2 2( ) ( ) ( )de DC DCV t V t V t= −   (7) 

( ) ( ) ( ) ( )( ) ( )( )2 2 2 2 2 2 21 1ci ci pd de de id dew t w t K V t V t K V t= − + − − +   (8) 

Where Kpd1, Kpd2, Kid1, and Kid2 are the PI controller’s gains, 

Vde1 and Vde2 are errors in DC-link voltages, wci1 and wci2 are 

the active loss components for PV-VSC1 and PV-VSC2. 

c) Feed-Forward Component Computation

The INC-based MPPT algorithm gives the maximum power

at a certain instant, given by PPV1 for PV array 1. The weight

corresponding to the generated power from PV array 1 is

represented as wfg1.

1
1

2

3

PV
fg

t

P
w

V
=  (9) 

d) Extraction of fundamental load currents:

The load currents might be distorted to the presence of

nonlinear components. The fundamental component of load

currents needs to be extracted to compute the fundamental

active and reactive powers of the load. A Butterworth

bandpass filter is designed to extract the fundamental

component of the load currents. As it can be seen from the

Bode plot of GBPF(s) shown in Fig. 3, an attenuation of 107dB

is given to the DC component, 33.4dB to the third harmonic



and 48.4dB to the fifth harmonic component, respectively. 

The filter doesn’t add any phase disturbance at the 

fundamental frequency. The design steps are depicted in Fig. 

2. The transfer function of the designed bandpass filter in the

‘s’ domain is given as:

4

0

7 6 5 4 3 2

7 6 5 4 3 2 1

( )BPF

a s
G s

b s b s b s b s b s b s b s
=

+ + + + + +
 (10)                 

where a0 = 2.478*109, b7 = 188.5, b6 = 8.9*104, b5 = 

7.18*107
. b4 = 1.847*1010

, b3 = 6.45*1012
, b2 = 7.18*1014

 and

b1 = 1.37*1017
.   

The extracted fundamental current is used to compute the 

fundamental reactive power of the load given by Qload1. As 

the power exchange with the grid happens at unity power 

factor, the reactive power generated by the system is 

exchanged only between the VSCs and the local loads.  The 

weight corresponding to the reactive power is given by the 

following expression:  

1
1

2

3
l

r

t

Q
w

V
=      (11) 

e) Reference Currents Generation: The net active weight

corresponds to the fundamental active power whereas the net

reactive weight corresponds to the fundamental reactive

power. The  net active weight is given by:

( ) ( ) ( )1 1ai fg ciw t w t w t= −   (12) 

Fig. 3 Frequency response of the bandpass filter 

 

The reference currents for each phase are generated by 

multiplying the active weight with the in-phase unit templates 

and the reactive weight with the quadrature unit templates.  

* *

1 1 1 1 1 1

*

1 1 1

,,a a ia r qa b a ib r qb

c a ic r qc

i w u w u i w u w u

i w u w u

+

+

=

=

+=
  (13) 

f) Generation of Switching Pulses: The error in PV-VSC

currents is obtained by comparing the PV-VSC currents (i1a,

i1b, i1c) with the generated reference currents (i*
1a, i*

1b, i*
1c).

The gate pulses for the PV-VSCs are obtained by feeding the

generated error signal to the hysteresis controllers.

A. BES-VSC Control

The BES-VSC is controlled to exchange a certain amount

of power with the utility grid based on the present state of 

charge of the BES unit, net power generated from the PV 

arrays, and the fundamental active power demand of the load. 

The BES-VSC is operated in voltage control mode to 

maintain the voltage at the PCC.   

1) BES-VSC Control During Grid Interfaced Mode

BES VSC is operated in the current controlled mode

during grid interfaced state. It ensures power-sharing with the 

utility grid at unity power factor. A reference grid power (Pref) 

is generated based on the present SOC, the total power 

generated from the PV arrays, and the net load demand. The 

reference power is obtained following the logic presented in 

the flow diagram Fig. 4. The weight corresponding to this 

reference power is given by:  

( )
2

3

ref

ref

t

P
w t

V
=  (14) 

The in-phase unit templates are multiplied with wref to 

generate the reference grid currents:  
* * *, ,ga ref ia gb ref ib gc ref ici w u i w u i w u= = =      (15) 

The reference grid currents are evaluated with the measured 

grid currents and the generated error signal is fed to the 

hysteresis current controllers to obtain the gate signals to 

drive the VSC switches. The BES-VSC supplies the entire 

non-fundamental apparent power of the system, which is 

represented as SN and is the combination of current distortion 
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Fig. 2 Steps to design Butterworth band pass filter and control strategy of PV-VSC       



 Fig. 4 Generation of reference grid power and control of BES-VSC 
power (VIH), voltage distortion power (VHI), and harmonic 

apparent power (VHIH). 

N H H H HS VI V I V I= + + (16) 

2) BES-VSC Control During SA Mode Operation of

Microgrid

The BES-VSC is controlled to maintain the voltages at

the point of common coupling during the standalone mode of 

operation. The reference voltages are given as:  
* *

* *

* *

( )

( 2 / 3)

( 2 / 3)

ff

f

la t

lb t

lc t

f

ff

V sin t

V sin t

V sin t

v

v

v



 

 

=

= −

= +

       (17) 

Here the peak of the reference voltage is denoted as V*
t 

whereas the natural frequency is represented by ωff. The 

reference load voltages are evaluated with the sensed load 

voltages and the errors are provided to the ideal proportional 

resonant (PR) controller to generate the reference currents for 

the BES-VSC (i*
ba, i*

bb, i*
bc). The reference currents are 

evaluated with the sensed BES-VSC currents (iba, ibb, ibc) and 

the errors are fed to the hysteresis current controllers to 

generate the gate signals S1’ – S6’. 

IV. RESULTS AND DISCUSSION 

      The working of the system is analyzed under different 

conditions using MATLAB/Simulink environment and the 

results obtained are discussed here as follows.   

A. Operation of Microgrid When SOC of BES is Greater

than 80% in Grid Interfaced Mode

Performance of the microgrid in grid-connected mode is

illustrated in Fig. 5 when the SOC of the BES is greater than 

80%. vg, ig, vl, il1, il2, VDC, VDC1, VDC2, PPV1, PPV2, i1, i2, iBatt, 

PPV1, PPV2, Pl1, Pl2, Ql1, Ql2, PBatt, Pg and SOC are presented 

here. The solar irradiance is at 1000W/m2 and both the PV 

arrays are generating rated power. The surplus power 

generated by the PV array has to be shared between the BES 

and the utility grid. In this condition, a constant power of 

5kW is fed into the utility grid, which is evident from the Pg 

waveform. ig is sinusoidal and 180o out of phase with vg thus 

ensuring power exchange with the utility grid at unity power 

factor. The loads are highly non-linear, which could be 

evident from the load current waveforms il1 and il2. The 

fundamental reactive power of each load is supplied by its 

corresponding PV-VSC, which could be seen from the PV-

VSC’s current waveforms i1, i2 that are phase shifted from vl  

by a certain amount. The BES-VSC current is highly distorted 

as it supports the entire non-fundamental apparent power. 

The battery current has a ripple of six times the fundamental 

period, as shown in PBatt plot. 

B. Operation of Microgrid When the SOC of BES is

Between 20% to 80% and the Total PV Power Generated

is Greater than the Total Load Demand

Fig. 6 depicts the operation of the microgrid when the

SOC of BES is between 20% to 80% and the net power 

generated from the PV arrays is greater than the total load 

demand. The DC-link voltage of BES-VSC, which is the 

same as the battery voltage is distinctly different from the DC 

link voltages of PV-VSCs as the battery voltage falls with the 

Fig. 5 Operation of microgrid when SOC of BES is greater than 80% in GI 

mode 
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fall of SOC. The DC link voltages of PV-VSCs are regulated 

at 750V. The excess generated power from the solar PV 

system is equally divided and each half is fed to the BES and 

the utility grid. 

C. Operation of Microgrid When the SOC of BES is

Between 20% to 80% and the Total PV Power Generated

is Less than Total Load Demand and During Load

Unbalancing

Fig. 7 depicts the operation of the microgrid when is SOC

of BES is between 20% to 80% and the net power generated 

from the PV arrays is less than the total load demand. The 

total active power is drawn from the utility grid in this case. 

An unbalance in the load is introduced at 0.19s by connecting 

a load between the ‘r’ phase and ‘b’ phase at load1. This can 

be evident from the distortion on ‘r’ and ‘b’ phase currents of 

load1. A fluctuation is observed in the fundamental active 

power at twice the fundamental frequency and this amount of 

power is taken from the battery as the PV-VSC is controlled 

to supply constant active power which is equal to PMPP. A 

large oscillation at twice the fundamental frequency is 

observed in the battery current, which is evident from the PBatt 

waveform. 

Fig. 6 Operation of microgrid when SOC of BES is between 20% to 80% 
and total PV power generated is greater than the load demand 

D. Operation of Microgrid During Transition from Grid

Interfaced to Standalone Mode

      Fig. 8 shows the operation of the microgrid during the 

grid-connected to standalone mode. The grid switch is turned 

off at 0.35s as the grid voltage falls below the threshold limit 

thus initiating the standalone operation of the microgrid. The 

BES-VSC quickly responds and maintains the PCC voltage 

as is evident from the undistorted load voltage during the 

entire range of operation. The PV-VSCs function in the same 

way as in GI mode. The BES-VSC continues to supply the 

entire non-fundamental apparent power.   

Fig. 7 Operation of microgrid when SOC of BES is between 20% to 80% 
and total PV power generated is less than the load demand and during 

load unbalancing 

V. CONCLUSION

      The functioning of the proposed microgrid is studied in 

both GI and SA modes during various levels of solar 

insolation, load unbalancing and at different SOC levels of 

the BES unit. A Butterworth band pass filter is designed to 

extract the fundamental active and reactive power of the 

loads. The fundamental reactive power is used to generate the 

reference quadrature currents for the PV-VSCs and the 

fundamental active power aids in the power management 

strategy of the microgrid. The power exchange with the grid 

is found to happen at the unity power factor. 



Fig. 8 Operation of microgrid during the transition from GI to SA mode 
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APPENDIX 

PV array1: ISC = 23.52A, VOC = 762.3V, VMPP = 609V, PMPP = 13.428kW 
PV array2: ISC = 15.68A, VOC = 762.3V, VMPP = 609V, PMPP = 8.95kW  
Battery: Vnominal = 730V, Capacity = 42Ah; Interfacing inductance: L = 6 mH, 
Ripple Filter: R = 5Ω, C = 15μF, DC link voltage = 750V, Line voltage = 
415V , Load 1: 9.4kW, 2.8kVAR, Load 2: 5.9kW, 1.34kVAR  
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Abstract— Fuel-cell (FC) vehicles are attracting much interest 
due to their advantages. In FC-powered vehicles, the application 
of DC/DC converters is for interfacing between the FC and the 
DC bus. Due to some of the inherent characteristics of FCs, such 
as large variations in the output voltage, efficiency improvement 
for different operation points is vital for optimal performance. 
Moreover, the bidirectional operation can be useful, for 
example, to charge supercapacitors in electric vehicles (EVs). In 
this article, the role of a DC/DC converter is as part of the 
interface system, and efficiency analysis is performed for an EV 
application. The design and application of the DC/DC converter 
are optimised based on the EV application's use case scenario. 
First, the converter's efficiency is analysed for a range of 
switching frequencies, input voltages, and duty cycles, with 
basic operations considered later. All the required relations and 
operating conditions are explained, and simulation results 
confirm the theoretical analysis. 

Keywords——DC/DC converter, efficiency, fuel-cell vehicles, 
power loss. 

I. INTRODUCTION

With the aim of decreasing fossil fuels and CO2, the 
electrification of transportation interesting has gradually increased 
to reduce investment in sustainable energy systems [1]-[13]. 
Electric vehicles (EVs) are an important part of the move toward 
clean energy. 

Fuel-cell (FC) vehicles, as shown in Fig. 1, are important EV 
options due to the fact that these have an energy source with zero 
pollution [14]-[15]. In addition, the output voltage of FC gradually 
decreases when the output current increases; as a result, it cannot 
connect with the EV directly due to the fact that it has a soft 
characteristic [16]-[26]. In light of the aforesaid factors, a 
unidirectional DC/DC boost converter is necessary between FC and 
dc-link to solve the difference in voltage between inverter dc-link

and FC. Additionally, these DC/DC converters should support a 
wide voltage gain range and have high efficiency [17], [18]. 

The FCs are not able to support the transient power demands of 
EVs under high rates of acceleration; as a result, energy storage 
units (ESUs) play the role of auxiliary power supplies, as shown in 
Fig. 1. Wide swings in voltage of some types of ESUs like 
supercapacitors is an essential problem due to their charge state. 
Meanwhile, the voltage of supercapacitors is lower than the voltage 
of the dc-link. [19]-[20], ESUs can therefore be used as an interface 
between dc-link and ESU. Meanwhile, in a regenerative mode, 
inverse electrical energy flows from the electric motor to ESU, and 
this process charges the ESU. Therefore, the system will need a bi-
directional power converter. A bidirectional DC/DC converter 
(BDC) can still compensate for the difference between the ESU 
voltage and the dc-link voltage of the inverter. Similar to UDC, the 
BDC should support a wide voltage gain range with high efficiency 
[21]-[22]. 

A new bidirectional high voltage gain has been proposed in [9], 
[10]. The proposed converters represent high voltage gain. The 
problems of these converters are limitation of voltage range and lack 
common ground between source and load [10]. A new converter 
based on the KY converters have been proposed in [13], which has 
a continuous current at one of its ports, low voltage stress on its 
switches, and its bidirectional version is composed of three 
switches. Moreover, this converter is unsuitable for applications that 
require wide range of voltage gain because its voltage gain is lower 
than of the conventional bidirectional step-up and step-down 
converter. The cascaded buck-boost (CBB) converters are 
represented in [11]-[12], as they are based on two half-bridges 
stacked in series where one half-bridge can be used to provide buck 
operation, and the other one to provide boost operation in the same 
power flow direction. They are categorized into two types, namely: 
cascaded buck-boost inductor in the middle (CBBIIM) converter, 
and cascaded buck-boost capacitor in the middle (CBB-CIM) 
converter. Both of these converters are composed of four switches, 
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and they have wide voltage gain range. The CBB-IIM converter has 
one inductor and two capacitors, and its main drawback is that the 
currents at its two ports are discontinuous, which require big and 
bulky capacitors at its two ports. The CBB-CIM converter has 
continuous currents at its two ports, and it has two inductors and 
three capacitors. 

Many unidirectional and bidirectional DC/DC converters have 
been proposed for EV applications. This article aims to improve the 
efficiency of the non-isolated DC/DC boost converter by the voltage 
lift technique described in [23]-[27] by proposing a novel BDC with 
a new switching strategy. For EV applications, high efficiency is 
important in BDCs, so a new switching technique is presented that 
reduces the loss by operating the semiconductor devices under zero 
voltage switching (ZVS) conditions. Additionally, the power loss 
and efficiency analysis for variations in switching frequency, input 
voltage, and duty cycle are presented [28].  

This paper is established into six sections. The structure of the 
proposed converter and detailed analysis in Continuous Conduction 
Mode (CCM) is presented in Section II. Section III calculates the 
proposed converter's efficiency and power loss. Finally, Section IV 
presents a comparison of power loss and efficiency. 

Fig. 1. Application of DC/DC converter in electric vehicles. 

Simulation results for the proposed converter are presented in 
Section V and Section VI is dedicated to the conclusion. 

II   ANALYSIS OF THE PROPOSED CONVERTER 

     The circuit diagram of the converter is illustrated in Fig. 2 
(a). It contains five switches (S1, S2, Q1, Q2, and Q3) two 
inductors (L1 and L2), and four capacitors (C1, C2, CLow, and 
CHIGH). In the following operating principles of the converter 
in CCM mode are described. To simplify the analysis, 
consider some hypotheses as follows: 

• Components of the converter are without losses.
• CCM is the operation of the converter.
• For constant voltage, all capacitors are considered

enough large. 
The proposed converter has two modes in the CCM operation 
which are explained as below. 

A. Mode I (S1, S2: ON & Q1, Q2, Q3: OFF)

During this mode that is shown with ton (ton=DT) and Ts
D are known as the period of switching and duty-cycle, 
respectively; both of S1 and S2 are connected and Q1, Q2, and 
Q3 are disconnected. L1 is indirectly connected with input 
voltage and its energy is gradually increased. C1, C2, and L2 
are in series with each other from input voltage to the load 
and their stored energy reduces. The circuit diagram and the 

waveforms of the proposed converter in this mode are 
represented in Fig. 2(b), and Fig. 3, respectively. In Table. 1, 
equations of inductors voltage (vL) and capacitors current (iL) 
are shown for this mode.  

B. Mode II (S1, S2: OFF & Q1, Q2, Q3: ON)
During this mode that is shown with toff (toff=(1-D)T) and 

Ts D are known as the period of switching and duty-cycle, 
respectively; both S1 and S2 are disconnected and Q1, Q2, and 
Q3 are connected. L1 is connected to C1, C2, and L2, and its 
energy is gradually decreased. Therefore, energy storage in 
C1, C2, and L2 is increased. The circuit diagram and the 
waveforms of the proposed converter in this mode are 
represented in Fig. 2(c), and Fig. 3, respectively. In Table. I, 
equations of inductors voltage and capacitors current are 
shown for this mode. 

(a) 

(b) 

(c) 

Fig. 2. Schematic of the converter architecture and the current paths during 
operations: (a) the proposed converter (b) Mode I, (c) Mode II. 

Applying volt-second balance to L1 and L2, remains: 

1
(1 )
(1 )
1

HIGH LOW

LOW HIGH

LOW HIGH

HIGH LOW

V I D
V I D D
V I D D
V I D

+ = = −


− = =
 +

    (1) 

  Step-Up
 Converter

Three-phase
 Inverter

DC-AC
Converter

Unidirectional
DC-DC

ConverterElectric
Motor

Fuel
Cell

Bidirectional
DC-DC

Converter

Energy 
Storage

Fuel
Reformer

Fuel
Storage or
Carterige

Max. 60%
Efficiency

Max. 80%
Efficiency

Fuel cell
Losses

Reformer
LossesTr

an
sm

is
si

on

  Step-Up
Step-Down
 Converter

VLOW

+

-

S1

L1

CLOW

C2

C1
Q1

Q2

L2

Q3

S2

CHIGH

+

-

VHIGH

VLOW

+

-

S1

L1

CLOW

C2

C1
Q1

Q2

L2

Q3

S2

CHIGH

+

-

VHIGH

VLOW

+

-

S1

L1

CLOW

C2

C1
Q1

Q2

L2

Q3

S2

CHIGH

+

-

VHIGH



TABLE. I. THE RELATIONS FOR THE INDUCTOR’S VOLTAGES AND THE 
CAPACITOR’S CURRENTS 

component
s 

Mode I Mode II 
Equations Equations 

S1 1S LOWIi = 1 1S LOW Lv V v= −

S2 2S CHIGH oii I= + 2S HIGHv V= −

Q1 1 1Q Cv v= − 1Q LOWi I=

Q2 2 1 2Q L Cv v v= − − 2 2Q Cii =

Q3 3 1 2Q C Lv v v= − 3 2Q oL CHIGHi Ii i= − −

L1 1L LOWv V= 1 1L LOW Cv V v= −

L2 2 1 2L LOW C C HIGHv V v v V= + + − 2 1L Cv v=

C1 1 2C Li i= 1 1 2 2C L L Ci i i i= − −

C2 2 2C Li i= 2 1 2 1C L L Ci i i i= − −

Fig. 3. Main waveforms of the proposed converter. 

Where VHIGH and VLOW are high voltage port and low 
voltage port of the converter respectively; moreover, IHIGH 
and ILOW are high currents port and low currents port of the 
proposed converter respectively. In Mode I, S1 is turned on 
by gate G1. During this mode, the role of S2 is a synchronous 
rectifier, therefore, When the switch S2 is turned on and 
turned off, it is possible to create a zero-voltage switching 
(ZVS) for it by a time delay between ascending edge of G2 
and the ascending edge of gate G2. Also, another time delay 
is between the descending edge of G2 and the descending 
edge of G1. It is clear that during these times delay which has 
been mentioned before, current traverse the body diodes of 
S2, and this can provide ZVS for switch S2. In Mode II, the 
role of Q1, Q2, and Q3 are synchronous rectifiers. A time delay 
between the ascending edge of G1, G2, and G3 and the 
descending edge of G1(S1), and another time delay between 
the descending edge of G1, G2, and G3 and the ascending edge 
of G1(S1), can provide ZVS for Q1, Q2, and Q3. The mentioned 
process for providing ZVS is shown in Fig. 3. 

III. CONVERTER LOSS AND EFFICIENCY 
CALCULATION 

Generally, power loss is one of the important matters that 
has a considerable effect on the operation of the converter 

and it depends on the components. As a result, to analyze of 
calculated efficiency, power loss, and efficiency are 
calculated in this section. 

The inductors L1 and L2, RMS currents, and power losses 
are represented as follows. 

𝐼𝐼𝐿𝐿1 = 𝐼𝐼𝑖𝑖𝑖𝑖 = 𝑉𝑉𝑜𝑜2

𝑅𝑅𝑉𝑉𝑖𝑖𝑖𝑖
    (2) 

�
𝐼𝐼𝐷𝐷𝐷𝐷 = 𝐷𝐷𝐼𝐼𝐿𝐿2
𝐼𝐼𝐷𝐷𝐷𝐷 = 𝑉𝑉𝑜𝑜

𝑅𝑅

  
�⎯� 𝐼𝐼𝐿𝐿2 = 𝑉𝑉𝑜𝑜

𝐷𝐷𝑅𝑅
            (3) 

𝑃𝑃𝐿𝐿𝑖𝑖 = ∑ �𝑟𝑟𝐿𝐿𝐿𝐿𝐼𝐼𝐿𝐿𝐿𝐿2 + (𝐾𝐾𝑓𝑓𝛼𝛼𝐵𝐵𝑎𝑎𝑎𝑎
𝛽𝛽 𝑊𝑊𝑡𝑡𝑡𝑡𝑡𝑡)(10−3)�𝑖𝑖

𝐿𝐿=1         (4) 

RMS current of capacitors C1 and C2 are calculated as: 

(1 )2 2

0 0

1 ( ( ) )
2

DT D T i
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I I dt dt

T n
−

= +∫ ∫  (5) 

2

1

n

Cn CN CN
N

P r I
=

= ∑    (6) 

Furthermore, S1, S2, Q1, Q2, and Q3 RMS currents and power 
losses are calculated as follows. 

𝐼𝐼𝑆𝑆1 = �1
𝑇𝑇 ∫ 𝐼𝐼𝐿𝐿𝐿𝐿𝐿𝐿2𝑑𝑑𝑑𝑑𝐷𝐷𝑇𝑇

0                (7) 

𝐼𝐼𝑆𝑆2 = �1
𝑇𝑇 ∫ (𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐼𝐼𝐷𝐷)2𝑑𝑑𝑑𝑑𝐷𝐷𝑇𝑇

0                (8) 

𝐼𝐼𝑄𝑄1 = �1
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𝐼𝐼𝑄𝑄3 = �1
𝑇𝑇 ∫ (𝑖𝑖𝐿𝐿2 − 𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝐼𝐼𝐷𝐷)2𝑑𝑑𝑑𝑑(1−𝐷𝐷)𝑇𝑇
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In the end, for calculating power loss and efficiency have: 

𝑃𝑃𝐿𝐿𝐷𝐷𝐿𝐿𝐿𝐿 = 𝑃𝑃𝐿𝐿𝑖𝑖 + 𝑃𝑃𝑆𝑆𝑖𝑖 + 𝑃𝑃𝑄𝑄𝑖𝑖 + 𝑃𝑃𝐶𝐶𝑖𝑖                   (13) 

𝜂𝜂 = 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜+𝑃𝑃𝐿𝐿𝑜𝑜𝐿𝐿𝐿𝐿

× 100             (14) 

IV. EFFICIENCY ANALYSIS OF THE PROPOSED 
CONVERTER 

      According to the aforementioned subject, bidirectional 
application is necessary for ESU. In this section, the power 
loss and efficiency analysis of the proposed converter with a 
new switching strategy is represented.  



(a). frequency 20 kHz (b). frequency 40 kHz 

(c). frequency 60 kHz (d). frequency 80 kHz 

(e). frequency 100 kHz (f). calculated efficiency comparison in different frequency 
Fig. 4. Power loss and efficiency analysis in frequency variable with input voltage and duty-cycle constant. 

The switching strategy provides ZVS for switches that 
can reduce the power loss of the converter. As shown in Fig. 
4, frequency is increased from 20kH to 100kH when the input 
voltage is 24V, and the duty cycle is 50%. It is clear that 
frequency changes have effects on the switching loss of 
switches.  Although the proposed converter has a high-
efficiency comparison with the basic converter due to low 
losses. 

V. SIMULATION AND EXPERIMENTAL RESULTS OF THE 
PROPOSED CONVERTER 

In order to verify the extracted relations and theoretical 
results, a prototype of the converter is developed, and 
experimental tests are conducted. The main characteristics of 
the converter are described in Table II.  

TABLE II. HARDWARE SPECIFICATION 

Component Symbol Value Component Symbol Value 

Output power Pout 100W Input 
inductor L1 100µH 

Load RL 100Ω Second 
inductor L2 300µH 

Output 
voltage Vout 72V Capacitor C1 470µF 

Input voltage Vin 12V Capacitor C2 1000µF 
Switching 
frequency fs 20kHz Output 

capacitor Co 100µF 

(a) 

(b) 
Fig. 5. Simulation results of the proposed converter: (a) voltage and current 
of L1, (b) Voltage and current of L2.  
The simulation and experimental results of the proposed 
converter are considered in this section. The main waveforms 
of the converter, including inductor current and capacitor 
voltage, are shown in Fig. 5 and Fig. 6. 
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(a) 

(b) 
Fig. 5. Simulation results of the proposed converter: (a) voltage and current 
of C1, (b) voltage and current of C2. 

According to the applied switching strategy, firstly, the 
inductor current increases and then the stored energy in L1 is 
delivered to C1, C2, and L2. Stored energy in L2, C1, 
and C2 gradually decreases and increases, respectively.  

VI. CONCLUSION

This paper proposes improving fuel-cell vehicles for 
different operation points using a bidirectional DC converter 
with ZVS switching. It was compared that by changing the 
application of the DC/DC converter and the new switching 
method, which supports ZVS, the efficiency is improved, and 
this is suitable for finding an optimal operation of FC vehicles 
at variable speeds. Power loss and efficiency analysis were 
represented for the basic and proposed converter. 
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Abstract— In this paper, a new single-source switched-capacitor-
based 9-level structure that is applied to grid systems is presented. 
In this presented circuit, the null of the grid and input source has 
the common ground point. As a result, the leakage current is 
suppressed completely. The introduced solution can provide a 
nine-level output voltage waveform and boost the input voltage 
amplitude using a single input source. The high step-up factor of 
the introduced inverter is 2. In this topology, the switched 
capacitors are fixed to input the dc power supply and provide the 
voltage boosting feature. The mathematical analysis of the output 
filter is expressed. A peack current control method is applied to 
generate the gate pulses and control both active and reactive 
powers. A thorough comparison has been made to highlight the 
proposed structure's features and show the difference between the 
proposed structure and other structures. Finally, to confirm the 
correct operation of the proposed structure, its electrical circuit 
was simulated using MATLAB/Simulink software, and the results 
were extracted considering different operational conditions. 
Index Terms—Grid-tied topology, leakage current eliminations, 
multilevel inverter, switched-capacitor topology, voltage boosting. 

I. INTRODUCTION

Photovoltaic (PV) energy systems are a good alternative to 
replace fossil fuel generations [1]-[4]. Transformer-less grid-
tied converters are the main components in photovoltaic energy 
applications [5]-[7]. Since the photovoltaic resources have a dc 
output voltage and current, so the multilevel inverters should be 
applied between them and the local grid. Multilevel (ML) 
topologies have some benefits, such as high output current 
quality, low amount of total harmonic distortion (THD), and 
maximum blocked voltage (MBV) of the power switches [8]-
[10]. ML inverters can be classified into three groups as 
Neutral-Point-Clamped (NPC), Flying Capacitors (FC), and 
Cascaded H-Bridge structures [11] and [12]. For the first time, 
the NPC topology was proposed in 1981 [13]. This topology 
has many applications, such as grid integration of PV sources, 

electric motors, and utility applications [14]-[16]. One of the 
main problems of multilevel inverters based on NPC solutions 
is the regulation of input capacitor voltage in solar power 
systems [17]. Many structures have been proposed to solve this 
challenge [18]. In [19], the capacitor voltage balancing method 
is used to solve this problem. In this case, redundant states have 
been applied to adjust and balance the output voltage at the 
proper range. Meanwhile, the additional circuit is applied to fix 
the voltages of the capacitors. This method increases the 
volume of the used inductor at a higher voltage level. The 
switched capacitor topologies were suggested to overcome the 
capacitor’s voltage balancing challenge [20]-[22]. The 
switched capacitor-based multilevel inverters are classified into 
three groups based on their topologies such as cascaded 
topologies, NPC-based structures, and common grounded-
based solutions. Firstly, the switched capacitor-based solutions 
have been presented regarding two-stage cascaded structures 
[23]. These kinds of switched capacitor inverters use a switched 
capacitor unit and an H-bridge unit at the end. The switched 
capacitor unit works like a voltage-boosting converter, and it 
can adjust the voltages of the capacitors. [24]-[26]. Also, the H-
bridge part is in charge of generating both half cycles [27]. 
Recently, several switched capacitor (SC) ML inverters were 
introduced with different switched capacitor units. In [28], a 
novel structure of switched capacitor inverter was introduced. 
In this solution, the H-bridge part charges two switched 
capacitors simultaneously. In this structure, the used front-end 
H-bridge was adjusted to produce three levels across the rear-
end H-bridge. By using three switched capacitors in [28], the
nine-level output voltage waveform is generated [29]. The same 
solution has been considered in [30]. This topology uses two
switched capacitors which are fixed to half of the input dc
voltage. Another type of switched capacitor inverter is the
common grounded switched-capacitor inverter. In these types
of switched capacitor topologies, the neutral point of the
inverter input voltage source has been tied to the null of the grid
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directly. Therefore, the common mode voltage (CMV) is 
maintained as a constant value, so the leakage current is 
eliminated. Recently, several switched capacitor-based 
structures using a common grounded strategy have been 
introduced in [24] and [31]. These structures can increase the 
input voltage amplitude with a gain of 2. The voltage source is 
isolated from output during a full cycle in all of the mentioned 
switched-capacitor inverters. Note that, in the common 
grounded topologies, the negative output voltage levels are 
created by discharging of switched capacitors. The NPC-based 
structures are another type of switched capacitor multilevel 
inverters. The three-phase and single-phase NPC-based 
topologies use only a single input power supply. One of the 
advantages of NPC-based topologies is that they can mitigate 
high-frequency CMV without damaging the output voltage 
waveform. In addition, similar switched-capacitor-based 
solutions are introduced in [24], [31], and [38]. In these 
structures, the neutral point of the input voltage was tied to the 
neutral point of the grid. Under this condition, the CMV is 
maintained as a constant value. In conclusion, the current 
leakage challenge will be solved. 
      In this paper, a new nine-level SC-based inverter using a 
common grounded method has been suggested. The suggested 
topology uses ten power switches, two switched capacitors, and 
one flying capacitor to provide a nine-level output voltage 
waveform. It would be worth noting that switch S1 is the 
bidirectional switch and other switches are unidirectional 
switches. The proposed inverter can boost the input voltage 
with a boosting factor of 2. In the following, the rest of this 
paper is presented. 
      In Section II, the suggested nine-level switched capacitor-
based grid-connected structure is described in detail. Section III 
presents the operation states of the introduced nine-level 
topology. In Section IV, the mathematical analysis of the 
inductance value of the output filter is presented. Finally, the 
comparison of the introduced structure with other recently 
presented topologies is performed in Section V. 
     Finally, to prove the introduced structure's performance, the 
proposed structure is simulated using MATLAB/Simulink 
software, and the obtained results are presented in Section VI. 

II. PROPOSED NINE-LEVEL COMMON GROUNDED GRID-TIED 
TOPOLOGY

The electrical schematic of the introduced 9-level switched-
capacitor-based converter is drawn in Fig. 1. As it is clear from 
Fig. 1, the negative polarity of the input voltage supply (Vdc) is 
directly connected to the neutral point of the grid. Therefore, 
the problem of leakage current is completely solved. The 
suggested structure uses ten power switches (S1~S10), two 
switched capacitors (C1 & C2), and one flying capacitor (C3). It 
should be pointed out that in the introduced structure, capacitors 
C1 and C2 are charged to Vdc (VC1=VC2=Vdc) by the series-
parallel power conversion method. In the other words, the 
proposed converter provides self-balancing capacitor’s 
voltages (VC1 and VC2) using SC-unit. Also, the flying inductor 
capacitor is charged to half of the input voltage range or 0.5Vdc 
(VC3=0.5Vdc). The proposed solution increases the input 
voltage with a gain of 2, so it can meet the grid codes. In 
conclusion, the introduced converter is suitable for PV solar 
systems. 

  Fig. 1. Introduced nine-level common grounded grid-tied inverter. 

III. OPERATIONAL STATES OF THE SUGGESTED NINE-LEVEL
TOPOLOGY 

In this part of the research, the operational states of the 
suggested converter have been explained fully and in detail. 
The circuit diagram of the operation modes, along with the 
injected current path to the grid and the capacitive charging 
loop of the switched capacitors (C1 and C2) during both positive 
and negative half cycles, is drawn in Figs. 2(a)-(i). In the 
following, each of the states has been discussed in detail. In Fig. 
2, the red and blue dashed lines represent the injected current 
path to the grid and the capacitive charging current path, 
respectively. The noteworthy point is that the capacitor C3 is 
charged/discharged through the grid current path over a grid 
period. Here, the capacitor C3 is charged to 0.5Vdc. 

A. The first state
The first state is depicted in Fig. 2(a). During this state, the

positive and negative zero-level of the output voltage is created. 
Considering Fig. 1, when switches S6, S7, and S9 are turned on, 
the output voltage range becomes zero. So, positive and 
negative voltage zero levels are created. It is clear from Fig. 
2(a) that, through the turning on of switches S1, S5, and S7, the 
capacitor C1 will be tied to the input power supply in parallel. 
As a result, the capacitor C1 is charged to Vdc. Further, the 
capacitor C2 is tied to the input dc source and charged to Vdc by 
turning on the switches S1, S3, and S7. 

B. The second state
The second state is depicted in Fig. 2(b). In this state, the

first output voltage level in the positive half cycle is produced. 
According to Fig. 2(b), the switches S1, S8, and S10 are in an 'on' 
state. Under this condition, the output is in series with the input 
voltage source and the capacitor. As a result, the magnitude of 
the output voltage is equal to the algebraic sum of capacitor 
voltage C3 and input power supply (Vout=Vdc-VC3=0.5Vdc). So, 
the first voltage level is generated. By examining Fig. 2(b), as 
seen, the capacitor C1 enters the charging loop when switches 
S1, S5, and S7 are in on-state. Also, the capacitor C2 enters the 
charging loop when switches S1, S3, and S7 are in on-state.  

C. The third state
Fig. 2(c) demonstrates the electrical schematic of the third

state. In this state, the positive second level of the output 
voltage will be created. It is clear from Fig. 2(c) that the 
switches S1, S8, and S9 are in on-state. Therefore, the terminals 
of the output voltage are tied to the input directly. So, the output 
voltage value becomes Vdc, and the second level of the output 
voltage is generated. 
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(a)        (b)       (c) 

(d)       (e)     (f) 

(g)                                                                                     (h)                                                                                     (i) 
Fig. 2. Operational states of introduced nine-level solution: (a) 1th state, (b) 2nd state, (c) 3rd state, (d) 4th state, (e) 5th state, (f) 6th state, (g) 7th state, 

(h) 8th state, (i) 9th state. 

It can be seen from Fig. 2(c) that when switches S1, S5, and S7 
are turned on, the capacitor C1 is connected in parallel to the 
input voltage source and charged to Vdc. Also, capacitor C2 is 
tied to the input power supply of the circuit by turning on 
switches S1, S3, and S7 with a parallel connection and is charged 
to the input voltage (Vdc). In this state, the capacitor C3 is 
disconnected. 
D. The fourth state

The fourth operational state of the suggested power
converter has been drawn in Fig. 2(d). In this state, the positive 
third level of the output voltage is generated. To achieve this 
goal, the switches S4, S7, S8, and S10 operate in on-state 
conditions. Under these conditions, the output is tied in series 
to the capacitors C1, C2, and C3. Therefore, the energy of 
mentioned capacitors is delivered to the output. The output 
voltage is equal to the algebraic sum of the voltages of the 
mentioned capacitors (Vout = VC1+VC2-VC3 = 1.5Vdc).  
E. The fifth state

Fig. 2(e) illustrates the electrical schematic of the fifth state. 
During this state, the positive top level of the output voltage is  
generated. According to Fig. 2(e), the switches S4, S7, S8, and 
S9 are in on-state. In conclusion, the inverter output is 
connected in series to capacitors C1 and C2. Thereupon, the 
energy of the capacitors will be pumped to the output, and the 
output voltage is equal to the sum of capacitors C1 and C2. So, 
the fourth voltage level in the positive half cycle is produced. It 
is clear from Fig. 2(e), the 
capacitors C1 and C2 are discharged, and capacitor C3 is 
disconnected. 
F. The sixth state

The sixth operational state has been drawn in Fig. 2(f). The
negative first level of the output voltage will be created in this 
mode. According to Fig. 2(f), the switches S2, S8, and S10 are in 
on-state. In conclusion, the stored energy of capacitor C3 has 
been delivered to the output of the inverter. Under this 
condition, the inverter output voltage is equal to -0.5Vdc. 
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According to Fig. 2(f), the capacitors C1 and C2 are 
disconnected.  

G. The seventh state
The electrical schematic of the seventh state has been drawn

in Fig. 2(g). Regarding Fig. 2(g), the negative second level of 
the output voltage can be created in two paths. In one path, the 
switches S2, S5, S6, and S9 have been turned on. Therefore, the 
energy of capacitor C1 is delivered to the output of the inverter, 
and the output voltage of the inverter is -Vdc. In another way, 
the switches S2, S3, S6, and S9 are in the off-state. So, the stored 
energy of the capacitor C2 is discharged to output, and the 
output voltage is -Vdc. Also, the capacitor C3 is disconnected. 

H. The eighth state
The schematic of the eighth state is drawn in Fig. 2(h). In

this state, the negative third level is generated. As seen in Fig. 
2(h), the negative third level of the output voltage is generated 
by two pathways. In the first path, the switches S2, S5, S6, and 
S10 are in on-state. So, the output of the inverter is connected in 
series to capacitors C1 and C3. Therefore, the energy of the 
mentioned capacitors is discharged to the output. The output 
voltage is equal to the algebraic sum of the voltages of 
capacitors C1 and C3 (Vout= VC1-VC3=-1.5Vdc). Otherwise, 
switches S2, S3, S6, and S10 will be turned on. Then the energies 
of capacitors C2 and C3 will be pumped to output.  

I. The ninth state
The ninth operational state has been drawn in Fig. 2(i).

during this state, the negative fourth level of output voltage 
waveform is generated. To reach this purpose, the switches S2, 
S4, S6, and S9 are in on-state. In conclusion, the output of the 
inverter is connected in series to capacitors C1 and C2. 
Therefore, these capacitors are discharged to the output. Note 
that, in this state, the capacitor C3 is disconnected. 

IV. DESIGN CONSIDERATION FOR OUTPUT FILTER

The maximum ripple value of the current passing through 
the output filter occurs at the maximum value of the output 
current and unity power factor. This goal is achieved during the 
fifth state (see Fig. 2(e)). The current passing through the output 
filter can be analyzed using the following equation: 

𝑖𝑖𝐿𝐿𝐿𝐿(𝑡𝑡) = 1
𝐿𝐿𝑓𝑓
∫ 𝑉𝑉𝐿𝐿𝐿𝐿𝑑𝑑𝑡𝑡
𝑡𝑡
0 + 𝑖𝑖𝐿𝐿𝐿𝐿(0)                (1) 

In equation (1), VLf denotes the voltage of Lf. The ripple of the 
output filter current will be written as: 

𝛥𝛥𝐼𝐼𝐿𝐿𝐿𝐿 = (2𝑉𝑉𝑑𝑑𝑑𝑑−𝑣𝑣𝑔𝑔).𝐷𝐷
𝐿𝐿𝑓𝑓.𝐿𝐿𝑆𝑆

 (2) 

In equation (2), D denotes duty cycle of the proposed inverter 
in the fifth operation state which can be written as: 

𝐷𝐷 = 𝑣𝑣𝑔𝑔
𝑉𝑉𝑑𝑑𝑑𝑑

− 3                                   (3) 
The voltage and current of grid are presented: 

𝑣𝑣𝑔𝑔(𝑡𝑡) = 𝑉𝑉𝑔𝑔𝑔𝑔. 𝑠𝑠𝑖𝑖𝑠𝑠(𝜔𝜔𝑡𝑡)           (4) 
𝑖𝑖𝑔𝑔(𝑡𝑡) = 𝐼𝐼𝑔𝑔𝑔𝑔. 𝑠𝑠𝑖𝑖𝑠𝑠(𝜔𝜔𝑡𝑡)            (5) 

In the above equations, Vgm and Igm express the maximum values 
of voltage and current of grid, respectively. 
Using (4) and (3), the (3) can be calculated as: 

𝐷𝐷 = 2𝑉𝑉𝑔𝑔𝑔𝑔.𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡)
𝑉𝑉𝑑𝑑𝑑𝑑

− 3                       (4) 

Using (1) and (4), and by considering the maximum values of 
voltage and injected current into the grid and maximum current 
ripple of Lf, the value of the inductor is obtained as follows: 

𝐿𝐿𝐿𝐿 = 1
𝛥𝛥𝐼𝐼𝐿𝐿𝑓𝑓,𝑔𝑔𝑚𝑚𝑚𝑚 .𝐿𝐿𝑆𝑆

�5𝑉𝑉𝑔𝑔𝑔𝑔 − 𝑉𝑉𝑔𝑔𝑔𝑔2

𝑉𝑉𝑑𝑑𝑑𝑑
− 6𝑉𝑉𝑑𝑑𝑑𝑑�  (5) 

V. COMPARATIVE STUDY
In this part of the article, a comprehensive comparison has been 
made to show the advantages of the introduced converter and 
also to investigate the difference between the suggested 
structure and the other solutions. It should be noted that the 
comparison is based on the following items: Number of 
switches (NS), number of diodes (ND), number of capacitors 
(NC), number of the inductor (NL), number of on-state switches, 
voltage boosting feature, voltage gain and the measured value 
of leakage current. The results obtained from this comparative 
study are summarized in Table I. By checking this table, it can 
be understood that only the suggested converter and the 
proposed inverter in [38] have provided the common ground 
feature. In conclusion, the problem of leakage current, which is 
one of the most important challenges in solar power systems, is 
solved by these two structures. As per Table I, among the other 
compared topologies, the introduced solution and introduced 
inverter in [32] have the lower number of on-state switches. All 
structures studied in this comparison (except for structure [34]), 
and the introduced solution in this article increase the input 
voltage range.  

VI. NUMERICAL SIMULATIONS

In this section, to investigate the correct operation of the 
suggested converter and confirm the mentioned features, its 
electric circuit is simulated in MATLAB/Simulink software 
environment, and the simulation results are presented. The list 
of the simulated parameters of the proposed converter is 
presented in Table II. In the Simulink model of the suggested 
structure, the input voltage value is 200 V. The control system 
of the proposed grid-tied inverter is illustrated in Fig. 3. In order 
to generate the gate pulses of the switches and control both 
active and reactive powers a peak current control technique 
(PCC) is applied [39]. The voltage across capacitors are 
illustrated in Fig. 4. Based on Fig. 4(a) Fig. 4(b), the capacitors 
C1 and C2 are charged to 200V or input dc source. Considering 
Fig. 4(c), the capacitor C3 is charged to 100V or half of input 
dc source. Regarding Fig. 4, it can be seen that the voltage 
ripple of the capacitors C1, C2, and C3 is acceptable. The output 
voltage (blue waveform), the voltage of the grid (red waveform) 
and injected current to the grid (green waveform) under unity 
PF, lagging PF and leading PF are depicted in Figs. 5(a)-(c), 
respectively.  

Fig. 3. Applied control system [39] 
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TABLE I 
COMPARATIVE STUDY OF INTRODUCED SOLUTION WITH SOME OTHER SOLUTIONS 

Reference  Number of components Number of on-state switches Voltage 
boosting  

Voltage gain Leakage current  
NS ND NC NL 

[32] 12 2 4 1 6 Yes 2 High 
[33] 9 2 3 1 4 Yes 2 High 
[34] 12 0 4 1 7 No 1 Low 
[35] 12 2 5 3 6 Yes 2 Low 
[30] 11 0 3 1 5 Yes 2 High 
[36] 10 2 3 1 5 Yes 2 High 
[37] 10 1 3 1 5 Yes 2 High  
[38] 14 0 5 2 7 Yes 4 Zero  

Proposed  11 0 3 0 4 yes 2 Zero  

(a)        (b)        (c) 
Fig. 4. Simulation results: voltage across capacitors (a) capacitor C1, (b) capacitor C2, (c) capacitor C3. 

(a)      (b)      (c)       (d) 
Fig. 5. Nine-level output voltage, voltage and current of grid at different PFs: (a) unity PF, (b) lagging PF, (c) leading PF, (d) across voltage switch S1. 

(a)        (b)        (c)      (d) 

(e)        (f)        (g)       (h) 
Fig. 6. Voltage across of: (a) switch S2, (b) switch S3, (c) switch S4, (d) switch S5, (e) switch S6, (f) switch S7, (g) switch S8, (h) switch S9. 

By investigating these figures, it can be understood that the 
maximum value of output voltage and the grid's peak voltage 
and current values are equal to 400 V, 325 V and 5 A, 
respectively. It can also be seen from this figure that the 
proposed converter can produce active power with the value of 
810 W and inject it into the grid. According to Fig. 5, the 
introduced common grounded solution handles both active and 
reactive powers. The waveform related to the voltage stress of 
switch S1 is shown in Fig. 5(d). As shown in Fig. 2, switch S1 
is a bidirectional switch with the Maximum Blocked Voltage 
(MBV) of Vdc or 200 V, which is verified in Fig. 5(d). As seen 
in Fig. 5(d), the voltage across switch S1 has both positive and 
negative half cycles. The waveform related to voltage across 
switches S2~S9 has been depicted in Fig. 6(a)-(h), respectively. 

Regarding Fig. 2, the MBV of switches S1, S3, S4, and S5 are 
equal to the input dc source voltage or 200 V. Also, based on 
Fig. 6, the MBV of the switches S1, S3, S4, and S5 are 200 V. 
According to Fig. 6, the MBV of the switches S2, S6, S6 S7, and 
S8 are 400V. Also, concerning Fig. 6(h), it can be seen that the 
MBV of the switch S9 is 100 V. Fig. 6 shows the voltage across 
switch S10. As per Fig. 2, it can be observed that the MBV of 
the switch S10 is half of the input dc source or 100 V. 

 Fig. 7. Voltage across switch S10. 
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TABLE II.  
LISTED OF SIMULATED PARAMETERS AND NEEDED DESCRIPTIONS  

Component Type Description 

Local grid frequency 50 Hz - 

Switching frequency 20 KHz - 
Input voltage 200 V - 
Output power  810W - 
Grid voltage  325 V (peak) / 230 V (rms) - 

C1 and C2 200 V 2500 µF 

C3  100 V 2500 µF 

Inductor Lf Ferrite core 2.5 mH 

VII. CONCLUSIONS
Here, a nine-level grid-connected structure for solar 

applications with a common ground feature was presented. This 
structure can completely solve the leakage current problem by 
using the common ground feature. Therefore, it can become an 
attractive structure in the field of solar power systems. Also, the 
introduced converter was able to increase the input voltage with 
a voltage gain of 2. In this article, the operational states of the 
proposed structure were fully investigated and studied. Also, 
the calculation of the size of the inductor used in the output 
filter was presented in detail. Furthermore, a comprehensive 
comparative study was conducted for the introduced structure 
in order to check the characteristics of the proposed structure 
and show its difference from other structures. Finally, in order 
to confirm the performance of the introduced structure, the 
proposed structure was simulated using MATLAB/Simulink 
software, and the obtained results has been presented. 
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Abstract—Solar energy has a significant role to play in 
supplying the world's growing energy needs, while 
transformerless inverters (TLIs) are effectively used in 
photovoltaic (PV) applications due to their high efficiency, small 
size, and lower cost. Though transformer-based inverter is 
frequently employed to offer galvanic isolation and voltage ratio 
conversions between input and output, they're getting less 
popular due to high iron and copper loss. Among various types 
of single-phase transformerless inverters, most of their 
switching techniques are based on the unipolar pulse width 
modulation (UPPWM) or bipolar pulse width modulation 
(BPPWM) method. Due to some unbalanced gate pulses in both 
UPPWM and BPPWM techniques, total harmonic distortion 
(THD) of output voltage (without filter) increases significantly. 
The leakage current also increases due to high harmonics 
content in the output power of TLI systems. The asymmetrical 
switching of the power semiconductor switches leads to a 
substantial increase in power loss due to unbalanced gate pulses. 
In this paper, a new modulation technique is proposed to reduce 
the output voltage THD, leakage current, as well as the total 
power losses compared to mostly used UPPWM and BPPWM 
techniques employing in PV fed TLI system. The mostly used 
H6 transformerless inverter topology is chosen here for 
performance evaluation. The simulation is carried out in 
MATLAB/Simulink and PLECS simulation environments to 
validate the proposed claim. By using the H6 transformerless 
inverter topology, 12.2 mA of common mode current is achieved 
by maintaining a steady common mode voltage via the proposed 
modulation technique. The output voltage (without filter) THD 
is found to be 37.5% with the proposed modulation technique, 
while BPPWM and UPPWM show 98.7% and 53.8% THD, 
respectively. A reduced-scaled laboratory prototype is built and 
tested to verify the simulated claim. 

Keywords—transformerless inverter, modulation technique, 
leakage current suppression, pulse width modulation, solar 
energy, total harmonic distortion (THD). 

I. INTRODUCTION

The production of electricity via solar insulation has 
drawn a lot of attention worldwide as it's one of the most 
efficient, accessible, and renewable energy sources [1]. The 
benefits of this technology to move away from fossil fuel-
based power generation which have already been realized by 
several nations. According to the IEA-PVPS annual report, 
installed PV capacity reached 230 GW by 2015, with grid-
connected systems making up most of the total (90%) 

capacity [2]. To develop the most usable way to utilize 
photovoltaic (PV) energy is to create power converters that 
are dependable and efficient for integrating renewable energy 
sources into the electrical grid. Integrating PV energy with 
the grid to fulfil the green energy use cases goes is many 
ways. Most of them are either based on transformers or the 
transformerless environment. Traditional transformer-based 
grid-tied PV systems suffer from various problems, such as 
additional loss due to transformer and it makes the system 
bulky which decreases the system efficiency and power 
density [3], [4]. As a result, the industry is moving towards a 
transformerless grid-tied system for feeding PV power to the 
power grid. 

In the case of transformerless grid-tied PV systems, 
leakage current is one of the main concerning issues as there 
is no galvanic isolation present between the inverter input and 
output. In a traditional transformerless grid-tied PV system, 
stray capacitors are conducted with the PV module [5]. These 
capacitors create a common mode voltage issue while also 
generating leakage current that causes a concerning safety 
issue and electromagnetic (EM) interference. To mitigate this 
problem, H6 inverter topology is one of the most efficient 
transformerless inverter to suppress the leakage current, 
resulting in a highly efficient inverter topology [6].   

To control the power switches of H6 inverter, BPPWM 
and UPPWM based switching techniques are being used [7]-
[9]. However, due to unequal and asymmetric switching 
distribution, the power switches face severe conduction 
power losses and resulting in short lifespans of the inverter. 
This problem not only increases the total harmonic distortion 
(THD) of output voltage but also leads to a substantial 
increase of the leakage current.   

To mitigate the aforementioned problems, a new 
modulation technique is proposed in this paper which not 
only performs significantly better in terms of power loss 
distribution but also reduces the THD of the output voltage 
while maintaining a minimum leakage current. The proposed 
modulating signal is generated by injecting multiple 
harmonics into the reference signal. Then the signal is 
saturated and forms a new modulating signal, which reduces 
the output voltage THD, leakage current and switching power 
loss of H6 inverter.  A PR controller-based closed loop 
system is also integrated to control the active and reactive 
power injection of the inverter. 
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The main contributions of this paper are summarized as: 

• A new modulation technique for H6 inverter has
been proposed.

• Reduction of the THD of inverter output voltage.

• Suppression of leakage current.
• Reduction of the switching and conduction power

losses of H6 inverter.
• Active and reactive power control of the PV fed grid-

tied H6 inverter under different grid conditions.

Fig. 1. PV fed grid-tied transformerless H6 inverter.  

II. TRANSFORMERLESS H6 INVERTER

The circuit topology of solar PV fed grid-tied 
transformerless H6 inverter is depicted in Fig. 1. There are 
different types of H6 inverters. The presented one is named 
“H6 DC Side” inverter topology according to [5]. It’s named 
H6 as there are six identical power IGBTs are used, which are 
marked as S1, S2, S3, S4, S5, and S6, respectively according to 
Fig. 1.  On the PV side, the PV cells, MPPT controller along 
with a boost converter are used for delivering maximum 
power to the DC-link. The LCL filter at output side consists 
of two inductors (L1 and L2) and a single capacitor (Co). The 
H6 inverter is feeding power to a single-phase, 230V grid. The 
leakage current, ileakage is being generated due to PV 
capacitances, Cpv1 and Cpv2, respectively [10], [11]. By 
applying gate pulses, the H6 inverter can be properly operated. 

III. THE PROPOSED MODULATION TECHNIQUE

The IGBTs of the H6 inverter are controlled by utilizing 
the proposed modulation technique.  

Fig. 2. (a) Proposed modulation technique and gating sequences of (b) S1, 
(c) S2, (d) S3, (e) S4, (f) S5, and (g) S6 switches for the H6 inverter.

The proposed modulation technique is illustrated in Fig. 
2. The proposed modulating signal is compared to a high
frequency carrier to generate the gate pulses for the H6
inverter. The gate signals for S5 and S6 are similar as they need
to be turned on and off at the same time. Gate signals of S5
and S6 are generated via utilizing the gating sequences of S1
and S3, respectively. The modulation index for the
comparison is taken as 0.98.

A. Mathematical Development of the Proposed Modulation
Technique
Fig. 3 shows the step-by-step procedure for generating the

proposed modulating signal. A sinusoidal wave, M1 is taken 
with an amplitude of  𝛽𝛽 and it can be written as,   

   𝑀𝑀1 = 𝛽𝛽sin (𝜔𝜔𝜔𝜔 + 𝜃𝜃)  (1)  

Then the signal, M1 is multiplied by a constant Q, which 
derives: 

 𝑀𝑀2 = 𝑀𝑀1𝑄𝑄    (2) 

Saturated signal, M3 is generated via taking the value of 
M2 in a region of -µ to µ , where µ = 0.95β. Thus, 

   𝑀𝑀3 =  �
𝑀𝑀2  𝑤𝑤ℎ𝑒𝑒𝑒𝑒, |𝑀𝑀2| <  𝜇𝜇 
−𝜇𝜇  𝑤𝑤ℎ𝑒𝑒𝑒𝑒,𝑀𝑀2 ≤ −𝜇𝜇
𝜇𝜇   𝑤𝑤ℎ𝑒𝑒𝑒𝑒,𝑀𝑀2 ≥ 𝜇𝜇

   (3) 

Another sinusoidal signal, X1 is formed considering the 
following equation: 

  𝑋𝑋1 =  𝜕𝜕sin (𝜔𝜔𝜔𝜔 + 𝜃𝜃)  (4) 

where, ∂ = 7β 

An intermediate signal, X1 is formed by the following 
multiplication: 

 𝑋𝑋2 =  𝑊𝑊𝑋𝑋1     (5) 

where, W = -0.5∂ 

Lastly, the proposed modulating signal, Z is produced 
through X1 and M3 followed by the equation,   

 𝑍𝑍 =  𝑋𝑋2 + 𝑀𝑀3  (6) 

Fig. 3. Step-by-step procedure for generating the proposed modulating 
signal.  

B. Control Strategy of the H6 Inverter
The control scheme for the proposed modulation

technique is based on a PR controller as depicted in Fig. 4. The 
grid voltage, Vg is sensed and converted to β reference, and 
it’s shown by b in Fig. 4. Two low pass filters (LFPs) are used 
to provide a -90o phase shift to the α reference, Vg. The 
reference voltages, Vq and Vd are generated by αβ0 to dq 
reference frame conversion. Feedback angle, wt is also used 



during the transformation. A phase locked loop (PLL) 
technique is used to generate the active and reactive voltage 
reference signals, Va and Vr, respectively. By utilizing the 
reference signals, Va and Vr, sinusoidal reference signal, 𝑀𝑀1 is 
generated as shown in (1). After that, the proposed modulating 
signal is formed by utilizing M1 followed by the procedure of 
Fig. 3. The inverter output current, Iinv is also used as a 
reference to set the output current to a desired level. By 
controlling the Iinv variable, the amplitude of the output current 
could be controlled, and thus the output power could also be 
controlled.  

Fig. 4. Control strategy of the H6 inverter with the proposed modulation 
technique. 

IV. PERFORMANCE EVALUATION 

The proposed modulation technique for H6 inverter is 
implemented in MATLAB/Simulink environment. The 
simulation parameters are given in Table I. Figs. 5 (a), (c) 
show the filtered output voltage and current, respectively. 
From Fig. 5 (b), it is clear that the output voltage (filtered) 
THD is 1.10% whereas the output current THD is 1.58% as 
depicted in Fig. 5(d) which is less than the current THD of [3]. 
Fig. 5(e) represents the leakage current, ileakage and it is about 
12.2 mA for the proposed modulation technique which is also 
lower than the leakage current of [3]. Thus, the proposed 
modulation technique performs dramatically well in terms of 
leakage current suppression and current THD.  

Fig. 5. Filtered (a) output voltage waveform and its (b) THD; filtered (c) 
current waveform along with its (d) THD; (e) leakage current of the H6 
inverter with the proposed modulation technique.   

To clarify the claim of contribution, the performance of 
the H6 inverter is tested with BPPWM, UPPWM, and the 

proposed modulation technique, respectively which are 
depicted in Figs. 6(a)-(i). From the comparison of Fig. 6(g), 
Fig. 6(h), and Fig. 6(i), it is clear that the proposed modulation 
technique is better for reducing the THD of inverter output 
voltage because the lower order harmonic components are 
suppressed significantly, as cleared from Fig. 6(i). So, it is 
clear that the filter size will be reduced for the H6 inverter 
controlled by the proposed modulation technique compared to 
BPPWM and UPPWM. The output voltage waveforms for 
BPPWM, UPPWM, and the proposed modulation are shown 
in Fig. 6 (d), Fig. 6(e), and Fig. 6(f), respectively. It is clearly 
visible that the proposed modulation technique rejects all 
unwanted gate pulses and forms optimum PWM sequences 
ensuring low harmonic distortion. 2kHz switching frequency 
is used to generate Fig. 6 in order to understand the output 
voltage, VAB more precisely.  

TABLE I. SIMULATION AND EXPERIMENTAL PARAMETERS  

The active and reactive power control capabilities of the 
proposed modulation technique followed by the control 
strategy of Fig. 4 is shown in Fig. 7. Fig. 7(a) and Fig. 7(b) 
show the active power and reactive power injection capability 
of the inverter whereas Fig. 6(c) indicates the active to reactive 
power transition. In transition time, the controller responds 
within a matter of milliseconds and continues the flow of 10A 
current during active and reactive state transition.  

Fig. 7. (a) Active power, (b) reactive power control, and (c) transition 
between reactive power from active power. 

The simulation parameters are given in Table I along with 
the experimental parameters. In simulation, the grid is 
directly used from MATLAB/Simulink block-set to validate 
the claim of low harmonic distortion offered by the proposed 
modulation technique as compared to BPPWM and UPPWM, 
respectively [12], [13].  

Parameters Name Values 
Simulation 

Values 
Experimental 

Input dc voltage  400 V 200 V 

Grid voltage 230 V 65 V 

Grid frequency 50 Hz 50 Hz 

Output power 2 kW 400 W 

Output filter capacitor (Co) 3.3 𝜇𝜇𝜇𝜇 2.2 𝜇𝜇𝜇𝜇 

Parasitic capacitance (Cpv1, Cpv2) 75 𝑒𝑒𝜇𝜇 75 𝑒𝑒𝜇𝜇 

Reference wave frequency  8 kHz 8 kHz 

Output filter inductor (L1, L2) 1 mH 0.3 mH 

Deadband time N/A 2.5 𝜇𝜇𝜇𝜇 

Efficiency 98.2% 96.5% 



Fig. 6. Reference signal of (a) BPPWM, (b) UPPWM, and (c) proposed modulation technique; (d) unfiltered output voltage, VAB for BPPWM, (e) unfiltered 
output voltage, VAB for UPPWM (f) unfiltered output voltage, VAB for the proposed modulation technique; (g) THD of VAB for BPPWM, (h) THD of VAB for 
UPPWM, and (i) THD of VAB for the proposed modulation technique.    

V. LOSS ANALYSIS AND EFFICIENCY

To evaluate the overall performance of the proposed 
modulation technique, switching and conduction losses of the 
IGBTs and the body diode of IGBTs must be taken into 
consideration [14]. Basically, two types of losses are found in 
power switches. One is conduction loss and the other is the 
switching loss. Due to the technological advancement of 
power semiconductor devices, fast recovery diode is 
available which shows close to zero loss in turn-on period.  

Total conduction loss, Lcon of semiconductor devices 
including IGBT conduction and diode conduction loss can be 
expressed as: 

𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐 =  1
2𝜋𝜋
�∫ [𝑣𝑣𝑐𝑐𝑐𝑐(𝜔𝜔)𝑖𝑖𝑐𝑐(𝜔𝜔)]𝑑𝑑(𝑤𝑤𝜔𝜔) +  ∫ [𝑣𝑣𝐹𝐹(𝜔𝜔)𝑖𝑖𝐹𝐹(𝜔𝜔)]𝑑𝑑(𝑤𝑤𝜔𝜔) 2𝜋𝜋

0
2𝜋𝜋
0 �  (7) 

where, vce (t), ic (t), vF (t) and iF (t) represent instantaneous 
voltage across the switch, the instantaneous current through 
the switch, the instantaneous voltage across the diode, and the 
instantaneous current through the diode, respectively. By 
summing up the losses of all individual switches using (7), 
the total conduction loss, Tcon could be calculated.  

For switching losses, the given formula calculates the 
total switching loss of the power switches: 

𝑇𝑇𝑠𝑠𝑠𝑠 =  1
𝑇𝑇𝑜𝑜
�∑ 𝐸𝐸𝑐𝑐𝑐𝑐𝑗𝑗

𝑁𝑁
𝑗𝑗=1 (𝑖𝑖𝑐𝑐) + ∑ 𝐸𝐸𝑐𝑐𝑜𝑜𝑜𝑜𝑗𝑗

𝑁𝑁
𝑗𝑗=1 (𝑖𝑖𝑐𝑐) + ∑ 𝐸𝐸𝑟𝑟𝑐𝑐𝑐𝑐𝑗𝑗

𝑁𝑁
𝑗𝑗=1 (𝑖𝑖𝐹𝐹)�  (8) 

Here, the Eon, Eoff and Erec are the switch turn-on loss, 
turn-off loss and diode turn-off loss in joule. Total loss of 
switches cloud be calculated via: 

  𝑇𝑇𝑙𝑙𝑐𝑐𝑠𝑠𝑠𝑠 =  𝑇𝑇𝑐𝑐𝑐𝑐𝑒𝑒 +  𝑇𝑇𝜇𝜇𝑤𝑤        (9) 

The above parameters for calculating the loss are found in 
the datasheet of the manufacturer of the IGBT switches.   

Fig. 8 shows a brief loss analysis for BPPWM, UPPWM 
and, the proposed modulation technique, respectively. The 
loss analysis is conducted in PLECS simulation environment 
considering the IGBT from Infenion Semiconductor. The 
model of IGBT is IKW40N65F5. By utilizing the switching 
and conduction curves for both IGBT and diode, the model is 
prepared and loss distribution is calculated. The thermal 
impedance curve is also considered to measure the loss more 
accurately. The on and off gate resistance for both diode and 
IGBT is considered as 10Ω. From Fig. 8, it can be observed 

that the total diode losses for BPPWM, UPPWM and the 
proposed modulation technique are 31.92W, 17.52W, 
16.02W, respectively whereas the total IGBT loss are 
31.93W, 18.56W, and 17.65W for BPPWM, UPPWM and, 
the proposed modulation technique, respectively. The total 
losses are found around 64W, 36W and 34W for BPPWM, 
UPPWM and, the proposed modulation technique, 
respectively. It is undoubtedly clear that the proposed 
modulation technique performs better than existing [5] in 
terms of power loss considering H6 inverter. The inverter was 
rated at 1.8kW while the switching frequency was considered 
as 8kHz. The modulation index is considered as 0.98.  

Fig. 8. Total power losses of H6 inverter for BPPWM, UPPWM, and the 
proposed modulation technique. 

By taking the power loss into consideration, the overall 
efficiency of the H6 inverter is measured. Fig. 9 shows the 
overall efficiency of the H6 inverter where the modulation 
index has been varied from 0.7 to 1.3. At modulation index 
0.7, the maximum efficiency was observed which was about 
98.8%. But during this period, output voltage drops 
significantly and reaches at about 184V (RMS). The overall 
optimum efficiency was observed at modulation index, 1 
while maintaining 230V (RMS) constant at output side. The 
overall efficiency drops quite a bit during overmodulation 
condition. Such type of behavior is observed due to high 
conduction losses of power semiconductor switches. Thus, 
the H6 inverter should be run at unity modulation index. 



Fig. 9. Efficiency of H6 inverter with  the proposed modulation technique 
against modulation index variation.  

VI. EXPERIMENTAL VALIDATION 

A laboratory-scaled prototype of the H6 inverter is built 
and tested under different conditions to evaluate the feasibility 
of the proposed modulation technique. The experimental 
parameters are provided in Table I. Fig. 10 shows the 
photograph of experimental setup. The oscilloscope used for 
this test setup is GDS-1104B. TMS320F28335 DSP Control 
Card is used to implement the modulation technique. The 
switching frequency was 8kHz. IKW40N65F5 IGBT with an 
inbuilt body diode is used to construct the H6 inverter. The 
dead band time is considered as 2.5µs.  

Fig. 10. A photograph of the experimental test platform.  

In Fig. 11 (a) the output voltage of the inverter is shown 
without filter. After utilizing the filter, the output voltage and 
current waveform is shown in Fig. 11 (b).  

Fig. 11. (a) Experimental output voltage (without filter) and the filtered (b) 
output voltage and current of the H6 inverter utilizing the proposed 
modulation technique.  

Fig. 12 depicts the experimental output voltage waveforms 
and their frequency spectrums for BPPWM, UPPWM, and the 
proposed modulation technique, respectively. The 
experimental THDs were found 104%, 58.6%, and 41.8% for 

BPPWM, UPPWM, and the proposed modulation technique, 
respectively. From the experimental analysis, it is notable that 
experimental results agree well with the simulation results. 

Fig. 12. Experimental output voltage waveforms and their frequency 
spectrums for BPPWM (a), UPPWM, and (b) the proposed modulation 
technique. 

VII. COMPARATIVE ANALYSIS

A comparative analysis has been conducted in terms of 
leakage current and grid current THD as shown in Table II for 
different type of transformerless inverters. The leakage 
current of H5 transformerless inverter of [15] is about 45mA 
and the inverter runs considering UPPWM technique. 
However, the conventional H6 inverter shows 15.5mA 
leakage current with UPPWM [16] technique. The oH5 
inverter running with UPPWM shows a leakage current of 
18mA. By applying the proposed modulation technique in H6 
inverter, the leakage current is found about 12.2 mA, which is 
lower than that of UPPWM technique. Overall, the proposed 
modulation technique performs significantly well in terms of 
leakage current suppression. 

TABLE II. COMPARATIVE ANALYSIS  

Topology 
Name 

Leakage 
Current (mA) 

Grid Current 
THD (%) 

PWM 
Pattern 

H5 [15] 45 1.5 Unipolar 

oH5 [5] 18 1.5 Unipolar 

HERIC [3] 48.8 1.5 Unipolar 

H6 [16] 15.5 1.5 Unipolar 

H6 12.2 1.58 Proposed 

VIII. CONCLUSIONS

A new modulation technique for a single-phase 
transformerless H6 inverter is proposed in this paper. The 
proposed modulation technique performs significantly better 
in terms of unfiltered output voltage THD, leakage current, 
and power loss. The proposed modulation technique shows 
37.5% unfiltered output voltage THD which is lower than 
those of existing BPPWM and UPPWM techniques. The 
leakage current of H6 inverter is found 12.2mA for the 
proposed modulation technique which is also better than the 
conventional UPPWM based H6 inverter. Experimental 
validation is also performed to verify the simulated claim, and 
it also shows promising results in terms of output voltage 
THD compared to BPPWM and UPPWM techniques. In 
terms of the total power loss, the proposed modulation 



technique also shows better performance compared to 
BPPWM and UPPWM techniques. Thus, the proposed 
modulation technique can be promising solution for other 
power converter applications for improving power quality 
and efficiency.    

REFERENCES 
[1] M. M. Rahman, M. S. Hossain, M. S. I. Talukder and M. N. Uddin,

"Transformerless Six-Switch (H6)-Based Single-Phase Inverter for
Grid-Connected Photovoltaic System with Reduced Leakage Current," 
IEEE Trans. Ind. Appl., vol. 58, no. 1, pp. 974-985, Jan.-Feb. 2022. 

[2] C. Viana, S. Semsar, M. Pathmanathan and P. W. Lehn, "Integrated
Transformerless EV Charger with Symmetrical Modulation," IEEE 
Trans. Ind. Electron., vol. 69, no. 12, pp. 12506-12516, Dec. 2022. 

[3] M. Biswas, S. P. Biswas, M. R. Islam, M. A. Rahman and K. M.
Muttaqi, "A New H7 Transformer-less Single-Phase Inverter to
Improve the Performance of Grid-Connected Solar Photovoltaic
Systems," in Proc.  IEEE Industry Applications Society Annual
Meeting (IAS), 10-14 October 2021, Vancouver, BC, Canada, pp. 1-6. 

[4] U. A. Khan, A. A. Khan, F. Akbar and J. -W. Park, "Single-Stage 
Single-Phase H6 and H8 Non-Isolated Buck-Boost Photovoltaic
Inverters," IEEE J. Emerg. Sel. Topics Power Electron., vol. 10, no. 4, 
pp. 4865-4878, Aug. 2022. 

[5] M. N. H. Khan, M. Forouzesh, Y. P. Siwakoti, L. Li, T. Kerekes and F. 
Blaabjerg, "Transformerless Inverter Topologies for Single-Phase 
Photovoltaic Systems: A Comparative Review," IEEE J. Emerg. Sel.
Topics Power Electron., vol. 8, no. 1, pp. 805-835, Mar. 2020. 

[6] E. Akpınar, A. Balıkcı, E. Durbaba and B. T. Azizoğlu, "Single-Phase 
Transformerless Photovoltaic Inverter with Suppressing Resonance in
Improved H6," IEEE Trans. Power Electron., vol. 34, no. 9, pp. 8304-
8316, Sept. 2019. 

[7] T. K. S. Freddy, N. A. Rahim, W. -P. Hew and H. S. Che, "Modulation 
Techniques to Reduce Leakage Current in Three-Phase 
Transformerless H7 Photovoltaic Inverter," IEEE Trans. Ind. Electron., 
vol. 62, no. 1, pp. 322-331, Jan. 2015, doi: 10.1109/TIE.2014.2327585. 

[8] J. Wang, F. Luo, Z. Ji, Y. Sun, B. Ji, W. Gu and J. Zhao, "An Improved 
Hybrid Modulation Method for the Single-Phase H6 Inverter with
Reactive Power Compensation," IEEE Trans. Power Electron., vol. 33, 
no. 9, pp. 7674-7683, Sept. 2018. 

[9] B. Liu, M. Su, J. Yang, D. Song, D. He and S. Song, "Combined
Reactive Power Injection Modulation and Grid Current Distortion
Improvement Approach for H6 Transformer-Less Photovoltaic
Inverter," IEEE Trans. Energy Convers., vol. 32, no. 4, pp. 1456-1467, 
Dec. 2017. 

[10] F. Wang, Z. Li, H. T. Do and D. Zhang, "A Modified Phase Disposition
Pulse Width Modulation to Suppress the Leakage Current for the

Transformerless Cascaded H-Bridge Inverters," IEEE Trans. Ind. 
Electron., vol. 65, no. 2, pp. 1281-1289, Feb. 2018. 

[11] M. Islam and S. Mekhilef, "Efficient Transformerless MOSFET
Inverter for a Grid-Tied Photovoltaic System," IEEE Trans. Power
Electron., vol. 31, no. 9, pp. 6305-6316, Sept. 2016. 

[12] V. Sonti, S. Jain and S. Bhattacharya, "Analysis of the Modulation
Strategy for the Minimization of the Leakage Current in the PV Grid-
Connected Cascaded Multilevel Inverter," IEEE Trans. Power
Electron., vol. 32, no. 2, pp. 1156-1169, Feb. 2017. 

[13] F. Peng, G. Zhou, N. Xu and S. Gao, "Zero Leakage Current Single-
Phase Quasi-Single-Stage Transformerless PV Inverter with Unipolar
SPWM," IEEE Trans. Power Electron., vol. 37, no. 11, pp. 13755-
13766, Nov. 2022, doi: 10.1109/TPEL.2022.3180287. 

[14] A. M. Mahfuz-Ur-Rahman, M. R. Islam, T. A. Fahim, M. M. Islam, K.
M. Muttaqi and D. Sutanto, “Performance analysis of symmetric and
asymmetric multilevel converters”, in Proc. 5th IEEE Region 10 
Humanitarian Technol. Conf., pp. 383-386, Dec. 21–23, 2017 

[15] M. H. Mondol, S. Prokash Biswas, M. K. Hosain and M. Rafiqul Islam 
Sheikh, "An improved single phase transformerless H5 inverter with
minimized leakage current," In Proc. 3rd Int. Conf. Elect. Comp. &
Telecom. Eng. (ICECTE), Rajshahi, Bangladesh, 26-28 Dec. 2019, pp. 
73-76. 

[16] R. Gonzalez, J. Lopez, P. Sanchis, and L. Marroyo, “Transfomerless 
inverter for single-phase photovoltaic systems,” IEEE Trans. Power
Electron., vol. 22, no. 2, pp. 693–697, Mar. 2007. 

[17] B. Chen, B. Gu, L. Zhang and J. -S. Lai, "A Novel Pulse-Width 
Modulation Method for Reactive Power Generation on a CoolMOS- 
and SiC-Diode-Based Transformerless Inverter," IEEE Trans. Ind.
Electron., vol. 63, no. 3, pp. 1539-1548, Mar. 2016. 

[18] A. K. Gupta, M. S. Joshi and V. Agarwal, "Improved Transformerless
Grid-Tied PV Inverter Effectively Operating at Twice the Switching
Frequency with Constant CMV and Reactive Power Capability," IEEE
J. Emerg. Sel. Topics Power Electron., vol. 8, no. 4, pp. 3477-3486, 
Dec. 2020. 

[19] H. F. Xiao, L. Zhang and Y. Li, "An Improved Zero-Current-Switching 
Single-Phase Transformerless PV H6 Inverter with Switching Loss-
Free," IEEE Trans. Ind. Electron., vol. 64, no. 10, pp. 7896-7905, Oct. 
2017. 

[20] S. Saridakis, E. Koutroulis and F. Blaabjerg, "Optimal Design of
Modern Transformerless PV Inverter Topologies," IEEE Trans.
Energy Convers., vol. 28, no. 2, pp. 394-404, June 2013. 

.



Power Quality Improvement of the Distribution 

System using a Solid-State Transformer 

Md. Sanwar Hossain, Md. Ashib Rahman, Md. Rabiul Islam, Danny Sutanto, and Kashem M. Muttaqi 

Faculty of Engineering and Information Sciences, University of Wollongong, New South Wales, 2522, Australia 

msh085@uowmail.edu.au, rahman@uow.edu.au, mrislam@uow.edu.au, soetanto@uow.edu.au, kashem@uow.edu.au

Abstract— This paper demonstrates the capability of a solid-

state transformer (SST) to improve the power quality of the 

distribution system. The three-stage 11 kV/400 V, 300 kVA, 3-

phase SST discussed in this article comprises a cascaded 

multilevel converter-based ac/dc converter, multiple-active-

bridge (MAB) converter with a high-frequency transformer 

acting as an isolated dc/dc converter, and a dc/ac inverter. The 

paper shows by simulation that the SST can address many of the 

power quality problems caused by grid irregularities such as 

voltage sag, swell, and harmonic distortion, which can cause 

voltage instability to the load and over-voltage across power 

devices, without the need for other traditional compensating 

devices as harmonic filters or dynamic voltage regulators 

(DVRs). Furthermore, the SST can offer reactive power support 

to the power grid similar to that from static compensators 

(STATCOMs) or static VAr compensators (SVC). To 

demonstrate the advantages of SST when compared with the 

traditional transformer, various simulations using the 

MATLAB/Simulink platform have been carried out. 

Simulation results reveal that while the transient sag/swell and 

the harmonic distortion on either side of the traditional 

transformer windings will have a direct influence on the load 

voltage/currents on the other side of the transformer windings, 

these effects can be mitigated with SST and the controller of SST 

can actively regulate the reactive power to provide the desired 

reactive power support. 

Keywords—Cascaded multilevel converter, distribution grid, 

power quality, reactive power support, sold-state transformer, 

traditional transformer. 

I. INTRODUCTION

Over the last few decades, electricity consumption is 
increasing at an exponential rate due to the fast technological 
development in industries and the expansion of population 
throughout the world. The transformer is the most crucial 
component of the electrical system and is commonly referred 
to as the "heart of the power system". However, when 
irregularities occur on the grid, power quality problems such 
as voltage sag, swell, and harmonics have a significant impact 
on the power networks [1]. Furthermore, power quality issues, 
such as harmonic distortions, voltage oscillation, and voltage 
imbalance may occur in the system due to the addition of 
distributed renewables and nonlinear loads. Consequently, 
large numbers of power conditioning devices are required to 
maintain the grid power quality within an acceptable level, 
which might make the system more complex and bulkier.  

In this context, a solid-state transformer (SST) is a viable 
substitute for mitigating the impact of power quality issues in 
the power grid while at the same time reducing the weight of 
the transformer and providing many of the functions of the 
additional power conditioning devices. The SST can also 
provide reactive power support and allow the integration of 
distributed renewable energy resources and energy storage 

devices through its dc links [2]. SST is also a potential 
candidate for future smart grids due to its versatile functions 
such as fault-tolerant operation, fault isolation, reactive power 
compensation, unbalanced load compensation, and outage 
compensation [3]. 

The power electronic-based solid-state transformer has a 
variety of topologies and control architectures depending on 
the applications [1], [2]. Modern SSTs can have several 
stages, and designing their controllers demands extensive 
interdisciplinary knowledge in the areas of power electronics, 
communications, and magnetics [1]–[3]. Moreover, even if 
the controller and elements of each stage are designed 
properly, there may be a mismatch or coupling effect between 
the stages and components [4].  

To ensure the steady and reliable operation of the grid 
system, considerable research has been reported over the last 
few decades on the development of the solid-state transformer. 
Reference [2] proposed a power and voltage balancing-based 
control strategy for an SST to maintain the power quality of 
the distribution grid. To mitigate grid voltage sag and dc-link 
voltage stability, reference [3] developed an SST for 
microgrid application and validated the concept through 
experimental results. References [4] and [5] explored a power 
electronics transformer-operated distribution system to reduce 
harmonics in grid current and balance the interphase voltage. 
The authors in [6] introduced a combined duty cycle and phase 
shifting technique for controlling the voltage and power flow 
of the multiport solid-state transformer. A control strategy for 
compensating the unbalanced load on a solid-state transformer 
using smoothing capacitors in cascaded H-bridge rectifiers [7] 
and reduced order generalized integrator (ROGI) was 
presented in [8]. A four-layer control structure for achieving 
coordinate control management was presented in [9]. The use 
of d-q vector-based voltage and power-balanced techniques 
for modular multilevel converters was proposed in [10]. While 
the above-mentioned approaches are informative for 
developing a solid-state transformer, they do not compare the 
performance of the designed system with that of the 
conventional transformer in detail. Inspired by this, in this 
paper, a three-stage, three-phase solid-state transformer is 
designed with the help of MATLAB/Simulink to compare the 
effect of grid voltage sag, swell, harmonics distortion, and 
lagging power factor (pf) load on the traditional transformer 
and solid-state transformer. 

The remaining part of the article is oriented as follows: 
Section II includes the different stages of the solid-state 
transformer along with the control structure and its basic 
principle. Section III analyzes the simulation results 
considering the effect of disturbances and VAr compensation 
on the designed solid-state transformer and a conventional 
transformer. Finally, Section IV concludes this article by 
addressing the key outcomes. 
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Fig. 1. Solid-state transformer schematic for the distribution grid. 
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Fig. 2. Control architecture of the three-phase, three-stage solid-state transformer. 

II. DESIGN AND DEVELOPMENT OF SST

In this section, the basic principle and modeling of the three-
phase, three-stage solid-stage transformer, including the 
modeling of the cascaded multilevel converter, the multiple-
active-bridge (MAB) converter, and the inverter to supply an 
ac load will be presented. The three-stage SST architecture 
based on the high-frequency magnetic link is shown as one of 
the most promising configurations for combining all the 
advantages aspects of SST into a single energy buffer unit [4]. 
Fig. 1 presents the schematic diagram of the three-phase three-
stage solid-state transformer, and Fig. 2 presents the 
complementary control architecture of the different stages.   

Depending on the SST topology and application, several 
control data and control objectives should be addressed. The 
following control data are included in the designed SST:  

1. ��  is the voltage, ��  is the current, ��  is the
equivalent inductance at the MVAC side.

2. ��  is the voltage, ��  is the current, ���  is the inverter
current at the LVAC side.

3. �� is the capacitance, �� is the inductance of the filter
across the load.

4. ��	   is the duty cycle for the nominal value, and

��	is the little fluctuation of the duty cycle brought
on by the discrepancy between the reference and
measured voltage.



In the controller, the superscripts "d" and "q" stand for the 
direct-axis and quadrature-axis components of the relevant 
constraints. 

A. Cascaded Multilevel Converter

Fig. 1 shows that the first stage (rectification stage) of the
11 kV/400 V, 300 kVA SST is a cascaded multilevel 
converter, which converts the medium voltage ac (MVAC) to 
the medium voltage dc (MVDC), where three H-bridges are 
connected in series to provide a 10.5 kV dc-link voltage, using 
SiC power switches rated at 10 kV. To operate the H-bridges, 
a carrier phase shift pulse width modulation (PWM) approach 
is utilized in this stage. 

To design the controller of this rectification stage, a 
synchronously rotating dq reference frame has been applied. 
Using traditional PI controllers, the voltage and current 
controllers were developed. The voltage controller must 
respond far more slowly than the current controller for it to 
function effectively. A separate voltage balance controller to 
reduce the imbalances of the three H-bridges' MVDC-link 
voltages is added to the converter as shown in Fig. 2.  

B. Multiple Active Bridge Converter

The multiple active bridge converter is the second stage
(isolation stage) of SST that is designed to collect the high 
voltage dc from the multilevel converter and convert it to the 
low voltage dc (LVDC). This stage prevents the harmonics 
and fault to transfer from the medium voltage dc link to the 
low voltage dc. By adjusting the phase shift of the H-bridges, 
the power flow direction of the multiple active bridge 
converter can be changed. The power transfer from the leading 
phase angle H-bridges to the lagging phase angle H-bridges. 
Due to its simplicity and controllability, particularly for the 
functioning of the bidirectional power transfer, the single 
phase-shift modulation approach is used at this stage. The 
schematic diagram and control structure for multiple active 
bridge converter is presented in Figs 1 and 2 (controller for 
MAB), respectively.  

C. Inverter

The inverter is the third stage of SST which converts 
the LVDC to the LVAC. The inverter's control structure will 
be either grid-connected mode or load-connected mode, 
depending on the applications. In the load-connected mode, as 
seen in Fig. 1, the inverter will supply the load through a low-
pass LC filter. Fig. 2 depicts the control architecture of the 
inverter for the load-connection mode. Maintaining a steady 
voltage across the ac load (LVAC terminal) is the major goal 
of the load-connected mode. The dynamic equations of the 
inverter as a load-connected mode can be found in [1]. In Fig. 
2, the inner loop of the controller controls the current and the 
outer loop of the controller controls the voltage. A basic 
sinusoidal PWM technique is used at the inverter stage. The 
active power of the SST will depend on the load placed on the 
LVAC side. Using the controller of the inverter, high-quality 
power ought to be sent to the load. 

III. POWER QUALITY ANALYSIS

To analyze the performance of the designed solid-state 
transformer, the simulation is carried out on the MATLAB/ 
Simulink platform and the results are compared with those 
from the conventional transformer considering the effect of 
voltage sag, swell, harmonics, and lagging power factor load. 
Table I provides a summary of the major simulation setup 
parameters.  

TABLE I. MATLAB SIMULATION SETUP. 

Parameters Rating 

Cascaded Multilevel Converter 

Rated power 300 kVA 

MVAC rated voltage 11 kV 

MVAC current 17.495 A 

Filter inductor 50 mH 

Filter resistor 0.2 Ω 

Switching frequency 5 kHz 

Modulation index 0.8552 

Multiple Active Bridge 

DC link voltage 10.5 kV 

DC link capacitor 20 nF 

LVDC voltage 400 V 

Turns ratio 35/15 

Filter inductor at high voltage 73.2 µH 

Filter inductor at low voltage 32 µH 

Switching frequency 20 kHz 

Inverter 

LVAC voltage 400 V 

Switching frequency 10 kHz 

Filter capacitance 720 µF 

Filter inductance 40 mH 

Mode Load connected 

Initially, the performances of both the solid-state 
transformer and the traditional transformer without any 
disturbances are studied. Figs. 3 and 4 show the performance 
of the solid-state transformer after it reaches the steady state 
condition. From Figs. 3(a) and 3(b) it is measured that the total 
harmonic distortion of the MVAC voltages and currents are 
0% and 2.49% (2.51% for phase A, 2.50% for phase B, and 
2.52% for phase C), respectively. The voltage supplied by the 
inverter and the current drawn by the three-phase load is 
shown in Fig. 4(a) and 4(b). The total harmonic distortions of 
the LVAC currents are 2.43%, 2.41%, and 2.39%, 
respectively at phases A, B, and C under typical system 
conditions, which is within the IEEE standards. The proposed 
cascaded multilevel converter consists of three H-bridges in 
series. The MVDC-link voltage (across each H-bridge) settled 
in a steady state at 3.5 kV, and the LVDC-link voltage settled 
at 400 V before 0.2 s respectively. The performance of the 
conventional transformer under normal operating conditions 
is shown in Figs.  5 and 6. 

  (a)    (b) 

Fig. 3. Performance of the solid-state transformer (at MVAC side) under 
normal conditions. (a) Line voltages. (b) Line currents. 

     (a)                                                         (b) 
Fig. 4. Performance of the solid-state transformer (at LVAC side) under 

normal conditions. (a) Line voltages. (b) Line currents. 



     (a)                                                         (b) 

Fig. 5. Performance of the conventional transformer (at MVAC side) under 

normal conditions. (a) Line voltages. (b) Line currents. 

     (a)                                                          (b) 

Fig. 6. Performance of the conventional transformer (at LVAC side) under 
normal conditions. (a) Line voltages. (b) Line currents. 

The performances of SST and the traditional transformer 
under various operating conditions situations are then studied. 

A. Impact of voltage sag/swell

The MVAC voltage is disturbed with a 30% sag (between
0.35 s to 0.40 s) and 30% swell (between 0.45 s to 0.50 s) as 
shown in Fig. 7. The MVAC voltage is fed first through the 
solid-state transformer and then the same MVAC voltage is 
fed through the conventional transformer to supply the same 
impedance load and the performances of the SST, and the 
traditional transformer is then compared. 

(a) 

(b) 
Fig. 7. Performance of the solid-state transformer under sag/swell at supply 

voltage (MVAC side). (a) Line voltages. (b) Line currents. 

In the case of a solid-state transformer, Fig. 8(a) and 8(b) 
reveal that the disturbances at the MVAC side have no 
significant impact on the LVAC load side voltages/currents. 
When a sag arises, the controller of the multilevel converter 
maintains a reasonable voltage at the MVDC link as shown in 
Fig. 8(c), and delivers the accumulated energy quickly so that 
LVAC load voltages are not affected by the sag and swell 
operating condition. During the duration of the swell, the 
controller absorbs the excess energy so that the LVAC load 
voltages are not increased. Thus, unlike the traditional 
transformer, the solid-state transformer can isolate the 
propagation of sag/swell voltages between stage 1 to stage 3 

by maintaining the MVDC-link voltages, LVDC-link 
voltages, and load voltages at an acceptable level. In the case 
of the traditional transformer, Fig. 9 to 10 reveal that the 
disturbances at the input voltage (MVAC side) directly affect 
the LVAC load side voltages/currents and the input current.  

 (a) 

 (b) 

 (c) 

 (d) 

Fig. 8. Effects of voltage sag/swell upon solid-state transformer. (a) Line 
voltages at LVAC side. (b) Line currents at LVAC side. (c) MVDC-link 

voltages. (d) LVDC-link voltages. 

  (a) 

     (b) 
Fig. 9. Performance of the conventional transformer under sag/swell at 

supply voltage (MVAC side). (a) Line voltages. (b) Line currents. 



 (a) 

     (b) 

Fig. 10. Effects of voltage sag/swell upon conventional transformer. (a) Line 
voltages at LVAC side. (b) Line currents at LVAC side. 

B. Impact of Harmonics

To analyze the impact of harmonics on both SST and the
traditional transformer, 10% of the 3rd harmonics and 10% of 
the 5th harmonics are added at the MVAC supply voltage 
between the time interval of 0.65 s to 0.75 s (10 cycles) as 
shown in Fig. 11. The simulation results are observed for both 
the solid-state transformer and the traditional transformer.  

In the case of a solid-state transformer, Figs. 12(a) and 
12(b) show that the harmonics at the MVAC side have no 
significant impact on the LVAC load side voltages/currents. 
Although there are harmonics on the MVAC side, the 
controller of the multilevel converter maintains a reasonable 
voltage at the MVDC and HVDC links so that LVAC load 
voltages are not affected by the harmonics in the supply 
voltage.  Further, Fig. 11(b) shows that despite the harmonics 
appearing in the input voltage, the input current remains 
sinusoidal as the front-end cascaded converter can be 
controlled to produce a sinusoidal input current. 

In the case of the traditional transformer, Figs. 13 and 14 
reveal that the harmonic voltages at the MVAC side directly 
affect the LVAC load side voltages/currents and the MVAC 
input current. 

  (a) 

     (b) 

Fig. 11. Performance of solid-state transformer under harmonic injection.  
(a) Line voltages at MVAC side. (b) Line currents at MVAC side. 

In summary, the addition of an SST to the distribution

grid allows the disturbances at the input or output side of the 

SST to be isolated from the corresponding output or input 

sides of the SST. On the other hand, any disturbance in the 

input or output side of the traditional transformer will directly 

affect the corresponding output or input side of the traditional 

transformers. 

 (a) 

     (b) 

Fig. 12. Effects of the solid-state transformer under harmonic injection. 
(a) Line voltages at LVAC side. (b) Line currents at LVAC side.

 (a) 

     (b) 

Fig. 13. Performance of conventional transformer under harmonic injection. 

(a) Line voltages at MVAC side. (b) Line currents at MVAC side. 

  (a) 

     (b) 

Fig. 14. Effects of the conventional transformer under harmonic injection. 

(c) Line voltages at LVAC side. (d) Line currents at LVAC side.



C. Impact of load power factor

To analyze the impact of the load power factor on both the
solid-state transformer and the traditional transformer, the 
load power factor is reduced to 0.667 lagging (considered 
active power=200 kW, and reactive power=223.6 kVAR) as 
shown in Figs. 15(b) and 16(b).  

In the case of a solid-state transformer, Figs. 15(a) and 
15(a) show that after reaching a steady state, the input reactive 
power is close to zero and the input power factor is close to 
unity, despite the low factor of the load supplied by the SST. 

In the case of the traditional transformer, both input and 
output factors are the same ie 0.667 lagging due to the absence 
of a reactive power compensation mechanism.  

Therefore, it can be concluded that a solid-state 
transformer can provide reactive power compensation similar 
to the use of a static compensator (STATCOM) or a static VAr 
compensator (SVC). 

 (a) 

 (b) 
Fig. 15. Reactive power supported by the solid-state transformer. (a) Active 

power and reactive power at MVAC side (pf=0.999 lagging). (b) Active 

power and reactive power at LVAC side (pf=0.667 lagging). 

 (a) 

     (b) 
Fig. 16. Reactive power supported by the conventional transformer.        

(a) Active power and reactive power at MVAC side (pf=0.999 lagging). 

(b) Active power and reactive power at LVAC side (pf=0.667 lagging). 

IV. CONCLUSIONS

In this paper, the performance of a 3-phase, 3-stage SST is 
compared with the traditional transformer when the grid is 
experiencing power quality issues such as sag, swell, and 
harmonics. The paper first presents the SST's topology and 
control structure. The performance of the presented SST is 
then simulated using the MATLAB/Simulink platform under 
different operating conditions with power quality issues and 
the performance is compared with that of a traditional 
transformer. The simulation results show that the designed 
SST can maintain the MVDC-link, LVDC-link, and load 
voltage stable when faced with a short-term sag/swell of the 
supply MVAC voltage. Additionally, the SST control 
architecture can mitigate harmonics in the MVAC voltage. 
Furthermore, the SST can provide reactive power 
compensation for low power factor load. On the other hand, 
the traditional transformer output is highly dependent on the 
disturbance in the input, any sag, swell, or harmonics in the 
input voltage will be reflected in the output voltage and 
current. Further, a low power factor load will cause a low 
power factor in the input. In conclusion, compared to 
conventional transformers, the use of SST in a power 
distribution system can help to improve the power quality. 
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Abstract—This paper discusses prevention of an overvoltage
problem for a wireless power transfer (WPT) system based on
parallel-compensated dual-receiver configuration with misalign-
ment. The WPT system discussed in this paper can eliminate
interference of cross coupling between the receivers because
the arrangement of the receivers are adjusted for satisfying the
condition without the magnetic coupling of them. The required
capacitance for the dual-receiver WPT system is obtained by a
simple equivalent circuit. Then, this paper clarifies the load volt-
age with misalignment of the transmitter and receiver coils, which
is a variation of coupling coefficient between the transmitter and
receiver coils. From the theoretical analysis of the load voltage,
the dual-receiver WPT system has a potential for prevention of
the overvoltage problem with wide range of misalignment because
the load voltage of receiver coil are influenced by each coil. The
experimental results obtained by the dual-receiver WPT system
demonstrate a stable load voltage under the misalignment of the
coupling coefficient.

Index Terms—cross coupling, dual receiver, misalignment,
wireless power transfer

I. INTRODUCTION

Nowadays, wireless power transfer (WPT) technology is
widely applied for various applications including underwater
vehicles [1], [2]. The WPT technology does not need physical
connection of electrical terminals, and thus, this is the reason-
able advantage for electrical equipment around the water.

A general WPT system comprises a high-frequency inverter,
a transmitter coil, a receiver coil, resonant capacitors, and
a diode-bridge rectifier with a load. Then, the resonant ca-
pacitors are connected in series with the coils. This topol-
ogy is called series-series (SS) compensation [3]. In this
compensation, a constant current output can be obtained by
operation of the resonant frequency of the circuit [4], [5].
However, the output current increases dramatically when the
coupling coefficient becomes low by misalignment. This may
causes over current/voltage problem in the circuit. This is
not acceptable characteristic for underwater vehicle. In this
application, the coupling coefficient is not stable because it is
easy to move due to the influence of waves.

Series-parallel (SP) compensation is also a well-known
method of the WPT technology. In SP compensation, a
constant output voltage can be obtained by operation of the

resonant frequency of the circuit [3]. However, this is the
characteristic when the coupling coefficient does not change.
The output voltage increases when the coupling coefficient
becomes low even if SP compensation is used. Therefore,
the SP compensated WPT system would have an overvoltage
problem with misalignment of the coils.

Reference [6] proposes a multi-coil WPT system for under-
water vehicles. The multiple loads configuration has potential
for making an advantage to improve redundancy of the system.
However, an undesired magnetic coupling between multiple
receiving coils exists when multiple receiving coils are ar-
ranged with a closed position. This phenomenon is called cross
coupling which causes complex design of power control and
a system. Thus, some papers has been presented to eliminate
or reduce the effect of the cross coupling [7]–[10].

Reference [11] proposes a WPT system with dual receivers
for underwater vehicles. This systems adopts the coil ar-
rangement without cross coupling by adjusting the position
of the coils [12], and thus, it has advantage for certain
power transfer to dual receivers at the same time. It also
has another advantage of simple configuration, no additional
complex circuit, and no applying complex control. Reference
[11] discusses the resonant frequency and load voltage in the
SS compensated WPT system.

This paper proposes a WPT system based on parallel-
compensated dual-receiver configuration for underwater ve-
hicles. This paper discusses prevention of the overvoltage
problem of the load voltage under the variation of coils
between transfer and receiver, which is called condition of
misalignment. The proposed WPT system adopts the coil
arrangement without cross coupling of receiving coils but the
load voltage of both receiving coils are effected by each other.
Thus, the load voltage does not increase dramatically when the
the receiving coils move.

This paper are organized as follows. Chapter II explains
the experimental setup with dual receivers, the arrangement
of coils, and measurement results of the coupling coefficient.
Chapter III describes an equivalent circuit for calculation of
a required capacitance for series-parallel compensation and
an obtained load voltage. Chapter IV shows experimental
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Fig. 1. Experimental circuit of the parallel-compensated dual-receiver WPT
system.

TABLE I
CIRCUIT PARAMETERS OF THE POWER CONVERTER.

Input dc voltage Vdc 60 V
Rated power P 700 W
DC capacitors Cdc 3300 µF
Output dc inductor Ldc 1.4 mH
Output resistor R 20 Ω

results obtained by a 60-V, 700-W experimental setup with
comparing the results by the single receiver and the dual
receivers. Chapter V summarizes this paper.

II. EXPERIMENTAL SETUP

A. Circuit Configuration of a Dual-Rectifier WPT system

Fig. 1 shows the circuit configuration of a parallel-
compensated dual-receiver WPT system. Table I summarizes
circuit parameters of the power converter shown in Fig. 1.
The WPT system in this paper comprises a high-frequency
inverter, two-diode-bridge rectifiers, three coils, and three-
resonant capacitors. The resonant capacitor is connected in
series with the transmitter coil and in parallel with the receiver
coils, which is call the series-parallel (SP) compensation. For
simplification of the analysis, Fig.1 adopts a same coil for
the transmitter and receiver sides. Likewise, the dual receiver
use same components, which are the coil, capacitor, output
filter, and load resistor. Note that a capacitance of the resonant
capacitors with the transmitter coil should be selected with
considering a coupling coefficient of the coils.

In this paper, load voltage, transferred power, and power
transfer efficiency characteristics are measured by the experi-
mental setup. These experiment are conducted with the single
receiver and the dual receivers to compare the characteristic
of them. The experiment with the single receiver uses only
rectifier 1 for the receiver side, which is the typical S-P
compensated WPT system with the single transmitter and
receiver.

230 mm -�

(a)

370 mm -�

(b)

Fig. 2. Pictures of the coils using the experiment for (a) the inverter side and
(b) the rectifier side.

B. Coupling Coefficient between Receivers (Cross Coupling)

Fig. 2 depicts the pictures of the coils for the experimental
setup. The transmitter uses a single coil. On the other hand,
the receivers use same two coils with the transmitter. In this
configuration, there are three magnetic couplings of the coils.
Here, k12 is the coupling coefficient between the inverter and
rectifier 1, k13 is that between the inverter and rectifier 2,
which are the coupling coefficient for the power transfer
from the tranmitter to the receiver. However, Fig. 1 involves
another coupling coefficient called k23 between the rectifiers 1
and 2, which is called cross coupling. This is the coupling
between rectifiers, and thus, this does not effect to transfer the
power from the transmitter to the receiver. Generally, the cross
coupling makes difficulty of the design of the circuit. Thus, the
some papers have presented methods for canceling or reducing
the cross coupling. In this paper, no cross coupling is realized
by adjusting the arrangement of the receiving coils. Therefore,
the coupling coefficient k23 can be treated as k23 ≈ 0.

Fig. 3 shows initial position of coils for the experiment.
Fig. 3(a) is the illustration of measuring the cross coupling
between two-receiving coils. The receiving coil is overlaid
on the other receiving coil without an air gap as shown in
Fig. 3(a). The upper coil moves to the direction of horizontal
axis. Then, the coupling coefficient k23 between the receiving
coils are recorded.

Fig. 4(a) is the measured result of the coupling coefficient
k23 which is the cross coupling. This cross coupling shows a
maximum value of k23 = 0.81 when the upper coil is overlaid
on the lower coil as shown in Fig. 3(a). On the other hand, a
minimum k23, k23 = 0.01, is obtained at position of 140 mm.
Here is a null point where there is no cross coupling. In this
point, the coils are overlapped each other as shown in Fig. 2(b)
but the interlinkage flux for the cross coupling is cancelled.

C. Coupling Coefficient between Transmitter and Receiver

Figs. 3(b) and 3(c) depict an arrangement of the coils for
the single-receiver and dual-receivers experiments. The dual-
receiver coils without the cross coupling arrangement are
overlaid on the transmitter coil with an air gap of 14 mm.
The dual-receiver coils move to the direction of horizontal
axis with keeping the arrangement without the cross coupling.
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Fig. 3. Coil arrangement for (a) measurement of cross coupling between
receivers, (b) initial position of experiment with the single receiver, and (c)
initial position of experiment with the dual receivers.

Then, the coupling coefficients from the transmitter to the
receiver ,k12 and k13, are recorded.

Figs. 4(b) and 4(c) show the measured coupling coefficient
with the single-receiver and dual-receivers experiment. In the
dual-receiver experiment, both coupling coefficients, k12 and
k13, are equal at the initial position as shown in Fig. 3(c)
since both receivers are located with same distance from
the transmitter. The coupling coefficient k12 between the
transmitter and receiver 1 has a maximum value of 0.61 at
the 70 mm. Here, receiver 1 is completely overlapped on the
transmitter. After this distance, k12 decreases as the receiver 1
moves away from the transmitter. On the other hand, the
coupling coefficient k13 between the transmitter and receiver 3
monotonically decrease as the receiver 2 moves away from
the transmitter. In this movement of the dual receivers, cross
coupling k23 are always kept at almost zero.

III. THEORETICAL ANALYSIS

A. Equivalent Circuit and Capacitance for Compensation

Fig. 5 shows an equivalent circuit [7] of Fig. 1. This T-
type equivalent circuit neglects a winding resistance of the
coils. The voltage Vin is a sinusoidal input voltage, which is
a fundamental component of the inverter output voltage vinv.
The input current i1 is also assumed as a sinusoidal current.
The diode rectifier is replaced with an equivalent ac resister
Rac, which is obtained by

Rac =
π2

8
R (1)
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Fig. 4. Measurement results of coupling coefficient (a) between receivers
(cross coupling), (b) between transmitter and receiver with the single receiver,
and (c) between transmitter and receivers with the dual receivers.

where R is the load resister of the rectifier [13].
The leakage inductance l1, l2 and l3 are given by

l1 = (1− k12 − k13)L (2)

l2 = (1− k12)L (3)

l3 = (1− k13)L. (4)

The mutual inductance M12 and M13 are also given by

M12 = k12L (5)

M13 = k13L. (6)

Note that the mutual inductance between the receivers does no
exist in this equivalent circuit because on no cross coupling
of that.

In this paper, the self inductance of all coils is equal as L1 =
L2 = L3 = L. However, the capacitance for the transmitter
and receiver is not equal, which is selected by considering
the coupling coefficient of the coils. It is assumed that the
capacitance in the receivers is equal as C2 = C3 = C. The
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Fig. 5. Simple equivalent circuit of the Fig. 1.

required capacitance C1 for the transmitter should be selected
to satisfying below equation, as

fr =
1

2π
√
LC

=
1

2π
√

(1− k12
2 − k13

2)LC1

. (7)

In the experiment with the single receiver, a required
capacitance should be selected because there are no Coil L3

in the experimental setup. Thus, applying k13 = 0 to equation
(7), the required capacitance for the single receiver is obtained
by

fr =
1

2π
√
LC

=
1

2π
√
(1− k12

2)LC1

. (8)

This is the same equation with conventional theory [3].
Tables II and III summarize the inductance of the coils and

the capacitance of the resonant capacitors for the experiment.
The primary side capacitance C1 with the single receiver and
dual receivers are selected based on equations (7), (8) and the
coupling coefficient at initial condition shown in Figs3(b) and
3(c), respectively.

B. Calculation Result of the Output Voltage

Fig. 6 shows the calculation result of the output voltage
Vout1. Based on the arrangement of the coils with the dual
receivers, the output voltage receives the effect each other,
which can be calculated by,

Vout1 =
k12

k12
2 + k13

2Vin (9)

Vout2 =
k13

k12
2 + k13

2Vin. (10)

TABLE II
COIL AND CAPACITOR PARAMETERS FOR THE SINGLE RECEIVER.

Inductance of coils L1, L2 53 µH, 53 µH
Resonant capacitors C1,C2 1.54 µF, 0.88 µF

TABLE III
COIL AND CAPACITOR PARAMETERS FOR THE DUAL RECEIVERS.

Inductance of coils L1, L2, L3 53 µH, 53 µH, 53 µH
Resonant capacitors C1,C2, C3 1.10 µF, 0.88 µF, 0.88 µF

Fig. 6. Calculation Result of the output voltage Vout1 with the single
receiver (red line) and the dual receivers (blue lines).

On the other hand, the output voltage Vout1 with the single
receiver can be obtained by applying k13 = 0 into (9), as

Vout1 =
1

k12
Vin. (11)

IV. EXPERIMENTAL RESULTS

A. Experimental Waveforms

Fig. 7 shows experimental waveforms of the invrter, the
rectifier 1 about the experiment of the single receiver. Fig. 8
shows experimental waveforms of the invrter, the rectifier 1
and the rectifier 2 about the experiment of the dual receivers.
In the experiment, the switching frequency fsw was set to be
the resonant frequency of 23.3 kHz.

Fig. 7(a) is the waveform with the single receiver at the
position of x = 0 mm, which is is the initial position
(x = 0 mm) of that. In this position, the coupling coefficient
was k12 = 0.60 and the the rectifier voltage Vrec1 was 79.9 V.
Fig. 7(b) is the waveform with the single receiver at the
position of x = 50 mm, which is a condition of misalignment.
In this position, the coupling coefficient was k12 = 0.43 and
the the rectifier voltage Vrec1 was 105.6 V. In the conventional
SP compensation method, Vrec1 increases when the coupling
coefficient becomes low with misalignment.

Fig. 8(a) is the waveform with the dual receivers at the
position of x = 0 mm, which is is the initial position (x =
0 mm) of that. In this position, the coupling coefficients k12
and k13 are the same value, k12 = 0.33 and k13 = 0.32,
and thus, the voltage and current in both rectifier were almost
same. Fig. 8(b) is the waveform with the dual receivers at
the position of x = 70 mm. The coupling coefficients were
k12 = 0.60, k13 = 0.11. The voltage Vrec2 in the rectifier 2
decreased due to the coupling coefficient k13. However, the
voltage Vrec1 in the rectifier 1 was not changed dramatically
because Vrec1 is determined by not only k12 but also k13. This
is the output voltage stabilization in this paper.

B. Load Voltage, Transfer Power, and Transfer Efficiency with
misalignment

Figs. 9 and 10 show characteristics of the load voltage,
transfer power, and power transfer efficiency. These results are



(a)

(b)

Fig. 7. Experimental waveforms of the inverter and the single rectifier with
the condition of (a) initial position (face-to-face arrangement) and (b) position
at horizontal axis x = 50 mm.

measured by the constant switching frequency of 23.3 kHz,
which is the resonant frequency at the initial position.

Fig. 9 is the measurement results with the single receiver.
The load voltage VL1 increases when the coupling coefficient
becomes low. This is the well-known characteristic of the
series compensated topology in the primary side. VL1 is 84.7 V
at x = 0 mm but it becomes 113 V at x = 50. Then, the
measured transfer power also increases up to 530 W according
to the load voltage because the load resistance is constant in
the experiment. The measured power transfer efficiency keeps
a high efficiency more than 93% including the inverter and
rectifier circuits.

Fig. 10 is the measurement results with the dual receivers.
The load voltage VL2 decreases when the receiving coils move.
The reason is that the coupling coefficient k13 becomes low.
On the other hand, the load voltage VL1 does not increases
dramatically when the receiving coils move. This is the
contribution of adding the receiving circuit. However, VL1 and
VL2 increase when the receiving coils move than x = 70 mm.
The reason is that both receiving coils are far apart from the
transfer coil. The transfer power with dual receiver has similar
characteristics with the load voltage of that. Total transfer
power Psum is sum of the power from the rectifiers 1 and 2.
At initial position, the total transfer power Psum is 571 W. The
total transfer efficiency ηsum is defined by sum of efficiency
by he rectifiers 1 and 2. ηsum is also higher than 92%.

(a)

(b)

Fig. 8. Experimental waveforms of the inverter and the two rectifiers with
the condition of (a) initial position (balanced coupling coefficient) and (b)
position at horizontal axis x = 70 mm (unbalanced coupling coefficient).

As a results, the proposed dual-receiver-WPT system
demonstrated the characteristic of the load voltage stabilization
under the wide range of misalignment compared with the
single receiver. If an acceptable maximum load voltage is
120 V, the single receiver can operate within x = 50 mm but
the dual receivers within x = 120 mm based on experimental
results.

V. CONCLUSION

This paper has discussed characteristics of the load voltage
for a series-parallel-compensated WPT system based on dual-
receiver configuration without cross coupling of the receivers.
The WPT system can eliminate the cross coupling between
the receivers by adjusting their arrangement. The required
capacitance for SP compensation has been derived by a simple
equivalent circuit, where all coils have a same inductance and
the output resistance are equal. Then, the load voltage with sin-
gle receiver and dual receivers are compared. The experimental
results with the variation of coupling coefficients between the
transmitter and receiving coils demonstrate difference with
the number of the receiver about the load voltage, transfer
power, and power transfer efficiency. As a result, this paper
clarified the the overvoltage problem of the load voltage can
be avoided by adding the receiving circuit compared with the
single receiver under the wide range of misalignment.
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Fig. 9. Measured characteristics of (a) the load voltage, (b) transfer power,
and (c) power transfer efficiency with the single receiver.
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Abstract—A double output DC/DC resonant converter 

topology that utilizes a dual CL/LLC resonant networks for 

microwave magnetron application is proposed in this paper. 

The proposed dual CL/LLC resonant converter is able to 

achieve soft-switching operation for all the semiconductor 

devices.  The CL resonant network is used to provide the 

required high voltage gain for the magnetron, whereas the LLC 

resonant circuit network is used to provide the low voltage for 

the auxiliary supply for the magnetron (i.e. supply voltage for 

the filament).  The descriptions and theoretical analysis of the 

proposed resonant converter will be discussed in this paper. 

Simulation results on a full-scale 300V/4kV design and 

hardware results on a laboratory-scale 50V/900V, 108kHz 

proof-of-concept prototype will be given to highlight the 

features of the proposed circuit.   

Keywords—microwave magnetron, resonant converters, LLC 

I. INTRODUCTION

Carbon soot is a form of air pollution that is formed as a 
chain of carbon and hydrogen atoms. Soot is primarily formed 
as a result of fuel combustion [1] such as diesel engines, 
burning of fossil fuels, and wood fueled fires.  Soot particles 
can cause both short term and long term risks to human health 
such as increased risk of cardiovascular mortality. One 
approach that is being explored recently is the assisted 
oxidation of carbon soot particulate with microwave energy 
[1][2], generated by magnetron units. However, to supply 
power to the magnetron, two voltages are required: a high 
voltage DC and a low voltage AC or DC.  Fig. 1 shows the 
block diagram of the power interface for a microwave 
magnetron.    

Different power converter topologies with high voltage 
gain have been reported in literature for powering magnetrons 
[3]-[11].  A common configuration is to use a modular series-
connected diode rectifier structure at the output as presented 
in [3].  To generate the required high output voltage for the 
magnetron, a step-up transformer is typically used.   The use 
of a resonant LLC circuit for such application has been 
discussed in [12]. However, using a LLC resonant circuit for 
step-up voltage conversion is not ideal, as either the ratio 
between the series resonant inductance and the parallel 
inductance needs to be reduced, or a large turns ratio high 
frequency transformer is required.     

This paper proposes a dual CL/LLC resonant circuit 
modules for microwave magnetron application.  The CL 
resonant network in the proposed converter is able to provide 
the high voltage gain to generate the microwave energy with 
the magnetron, whereas the LLC resonant circuit network will 
be used to provide the auxiliary power for the magnetron. 

Each of these resonant circuit networks is connected to a two-
switch two-level inverter circuit.  With this circuit 
configuration, all the switches are able to achieve zero voltage 
switching (ZVS) turn-on, and all the diodes will achieve zero 
current switching (ZCS) operation.  The theoretical analysis 
and descriptions of the proposed converter will be discussed 
in this paper.   The performance of the proposed circuit will 
be verified through hardware validation on a proof-of-
concept, 50V/900V prototype. 

II. DESCRIPTIONS OF THE PROPOSED CONVERTER

The proposed resonant converter topology is shown in Fig. 
2. The converter consists of two resonant circuit networks: a
parallel CL resonant step-up converter, and an LLC resonant
step-down converter.  In Fig. 2, the CL resonant tank and
voltage doubler output filter consist of Cr_CL, Lm_CL, T1, D3, D4,
Lo, Co1, Co2.  The LLC resonant tank and center tapped full
wave rectifier consists of  Cr_LLC, ,Lr_LLC, Lm_LLC, T2, D5, D6,
Co3 and the magnetrons filament connection.

The circuit that is responsible for the step-up voltage 
conversion consists of three parts to obtain the required 
voltage gain: the CL resonant circuit network, the transformer, 
and the voltage doubler.  To obtain the gain of the resonant 
circuit, the following equations must be established.  Equation 
(1) shows the equivalent resistance from the primary side of
the transformer (T1). The quality factor (QCL) of the CL
resonant circuit is shown in (2), with the resonant angular
frequency of the CL resonant circuit shown in (3). Equation
(4) represents the relative operating frequency of the CL
resonant circuit.
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The voltage gain of the CL resonant circuit is then 
obtained as shown in (5). Additionally, the CL resonant circuit 
impedance phase angle can be obtained as given in (6), which 
can be used to obtain the phase shift between the resonant 
current and the input voltage of the resonant circuit to ensure 
ZVS turn-on.  The voltage gain plot and the phase plot of the 
CL resonant circuit are then shown in Fig. 3(a) and (b) 
respectively. The maximum gain of the converter module is 
approximately given by (7).  Since the resonant current must 
operate above resonance to achieve the required phase shift 
for ZVS turn-on, the actual maximum gain is slightly less than 
the ideal value. 
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The LLC resonant circuit provides power to the magnetron 
heater / filament component. In comparison to the anode to 
cathode voltage, the filament requires low voltage and higher 
current.  The operation of the LLC resonant converter module 
is similar to that of the CL resonant circuit, with the anti-
parallel diodes and resonant capacitors allowing switches S3 
and S4, to achieve ZVS turn-on and near ZCS turn-off. The 
operation of S3 and S4 will differ from the CL resonant, as they 
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Fig.2 Proposed dual CL/LLC resonant DC/DC converter for magnetron application 

Fig. 3 (a) Voltage gain of CL resonant circuit; (b) phase plot of CL 

resonant circuit 
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will be controlled by adjusting the frequency instead of the 
duty ratio.  

To obtain the gain of the resonant converter, the primary 
side equivalent resistance of the output must be obtained as 
shown in (8). The fundamental angular frequency and the 
quality factor of the LLC resonant circuit are then defined by 
(9) and (10) respectively, the gain of the LLC resonant circuit
is obtained as given in (11), where k is given by Lm_LLC /Lr_LLC.
Two different plots of (11) with different values of QLLC and k
are shown in Fig. 4 (a) and (b).
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The steady-state operation of each resonant circuit module 
can be explained with six operating stages: 

[t0 < t <t1] Mode 1 starts with S1 turning on. During this 
interval the anti-parallel diode in the switch has current 
flowing through it, being provided by the resonant circuit.  

[t1  < t < t2] Mode 2 starts when the anti-parallel diodes current 
reaches zero, and  S1 starts to conduct. This allows the switch 
to achieve ZVS turn-on.  

[t2 < t < t3] Mode 3 occurs when S1 turns off. During this 
period, the snubber capacitor Cs1 charges up from zero to Vin 
whilst the snubber Cs2 discharges to zero volts. The snubber 
capacitor allows for S1 to have near ZCS turn-off. 

[t3  < t < t4]  Mode 4 occurs when S2 turns on. During this 
interval the anti-parallel diode of S2 conducts. This interval 
ends when the current across the anti-parallel diode crosses 
zero. 

[t4  < t <  t5] Mode 5 starts when the anti-parallel diode current 
crosses zero, and  S2  starts to conduct.  This allows S2 to 
achieve ZVS turn-on. During this mode the resonant voltage 
input is zero. 

[t5  < t < t6] Mode 6 occurs with S2 turning off. The voltage 
across the switch capacitor Cs2 increases from zero to Vin and 
the voltage across Cs1 drops to zero. The snubber capacitor 
allows for S2 to have near ZCS turn-off 

III. RESULTS AND PERFORMANCE

A. Simulation Results

To verify the performance of the proposed dual-output
resonant converter, simulation results on a 1kW design is 
presented with a fixed frequency of 106kHz for the CL 

resonant circuit module, and the duty ratio is fluctuating about 
.45 ± 0.05 to keep the output at 4kV.  TABLE I lists the design 
specifications and the circuit parameters.  Fig. 5(a) shows the 
output voltage across the anode-cathode terminals.  Fig. 5(b) 
shows the simulated switch current and voltage waveforms in 
S1, with ZVS operation observed. 

B. Experimental Results

A laboratory-scale hardware prototype of the proposed
circuit with an input voltage of 50V, and a high output voltage 
of 900V and low voltage of 5V was developed, as shown in 
Fig. 6.  The switching frequency of the CL resonant circuit is 

(a) 

(b) 

Fig. 5 Simulation results: (a) output voltage; (b) switch current and 

voltage waveforms 

TABLE I. LIST OF CIRCUIT PARAMETERS 

COMPONENTS CIRCUIT PARAMETERS 

Cr_CL 100nF 

Lm_CL 29.2µH 

NCL 1:4 

 Lo 3mH 

 Doublers Capacitors 3µF 

CL Switching Frequency 106kHz 

CL Duty Ratio Varies (Control Parameter) 

Cr_LLC 5nF 

Lr_LLC 515.6µH 

Lm_LLC 1mH 

LLC Output Capacitor 100µF 

LLC Switching Frequency Varies (Control Parameter) 

LLC Duty Ratio 0.5 



kept constant at 108kHz, which is increased to improve 
resonant current phase shift for ZVS turn-on. Fig. 7 and 8 
show the measured switching waveforms of the LLC resonant 
circuit module under solo operation with 240V input.  It can 
be observed from Fig. 7 that the switches are able to turn-on 
under ZVS, at the same time, an output voltage of 5V was 
achieved.  Fig. 8 shows the turn-off transition of one of the 
switches in the LLC resonant circuit.  Fig. 9 shows the 
switching waveforms of the CL resonant converter module, 
and the output voltage, which is regulated at 900V.  Fig. 10 
shows the measured switching waveforms of the two resonant 

circuit modules under shared operation 50V input.   It can be 
observed that ZVS operations are guaranteed for both resonant 
circuit modules.    

IV. CONCLUSION

In this paper, a dual CL/LLC resonant converter topology 

that utilizes double resonant circuit modules with full soft-

switched operation was proposed for magnetron application. 

The characteristics of the proposed converter and its analysis 

have been discussed.  Simulation results, and hardware 

validation on a proof-of-concept 50V/900V prototype were 

given to demonstrate the features of the proposed work. 
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Abstract—The Dual Active Bridge (DAB) DC-DC converter have 

several uses in current energy architectures, because of its 

numerous advantages, it is always possible to find the DAB in 

micro grids applications, energy storage systems applications, 

vehicles to grid applications, and a lot more. This wide range of 

applications subject the DAB to system variations and 

disturbances on both input side and output side, causing deficient 

performance of the DAB. This study proposes a model-free 

adaptive control based on feed-forward neural network, to control 

the output voltage of the DAB and to maintain it constant under 

system variation with finite time response. The proposed 

controller has the same layout as a PI controller. The study is done 

using MATLAB Simulink, where the system is tested under system 

variations. A performance test using time domain analysis is done 

for the proposed controller, a PI controller, and to a combination 

of an AANN in parallel with a PI controller. The comparison 

between the three controllers is concluded, and showed the upper 

hand for the proposed controller.   

Keywords—DC-DC power converters; DAB; SPS modulation; 

neural network; adaptive control; voltage regulation 

I. INTRODUCTION

The growth in renewable energy utilization in decentralized 
and distributed generations, and the development in electric 
vehicles domain [1], led to the need of a bi-directional DC-DC 
transformers/converters (BDC), to help assure bi-directional 
power flow between the elements of the system while meeting 
the required voltage for each element. Exist two main categories 
for the BDC [2], the non-isolated bi-directional DC-DC 
converters (NIBDC), and the isolated bi-directional DC-DC 
converter (IBDC), isolated means the addition of a high 
frequency (HF) transformer to insure the galvanic isolation 
between the input and the output sides of the converter. An 
example of the NIBDC is the highly efficient half bridge buck-
boost BDC [3], moreover, the cascaded four quadrant operating 
buck-boost converter [2]. Example of an IBDC is the fly-back 
converter [4], and the push-pull converter [5]. One of the most 
famous IBDC is the dual active bridge converter, firstly 
proposed in 1991 [6]. The DAB converter is basically two H-
bridges, separated by a HF transformer. The transformer leakage 
inductance or a coil in series with the transformer, are considered 
as the AC link between these two back to back bridges.  

The DAB importance is because of its wide range of 
applications [7] and advantages, like in energy storage systems 
(ESS), the DAB offers a power link between these energy 
storage devices and the DC bus while maintaining constant 
voltage [8] [9] [10]. DAB is also utilized in vehicles to grid 

(V2G) applications, where the charger must be able to support 
bidirectional power flow between the source and the EV battery 
and has to assure galvanic isolation for medium and high 
voltages, moreover, it have to have a high-frequency isolation, 
and the isolation is necessary for protection and safety, the bi-
directional DC-DC for V2G needs to have a high power density 
and high efficiency; all of these requirements are met by the 
DAB converter [11] [12], the DAB is also used in automotive 
[13], solid state transformers [14]. 

Three main modulation topologies are available to be applied 
to the DAB converter [15], the rectangular, called the phase 
shifted modulation, the trapezoidal and the triangular 
modulations, they basically differ by their current shapes and 
switching sequences [16]. In this study, the phase shifted 
modulation will be applied. Exist three main techniques for the 
phase shifted modulation, the single, dual, and triple phase 
shifts, and they basically differ by their number of control 
variables and performance [17] [18]. The study will mainly 
focus on the single-phase shift modulation due to its simplicity. 

Most available literature present on DAB control is based on 
close loop feedback control, the more robust the close loop 
controller is, the more stable is the bus voltage, the better the 
ESS management, and the overall fast dynamic system response. 
The classic PI controllers are used in [19] [20] for the DAB, 
although they gave decent results, however in the case where the 
PI parameters are not well known or well chosen, the robustness 
property of the closed loop controller is lost and then the system 
performance will become unsatisfying, the PI also give poor 
performance under uncertainties and change in system 
dynamics.  Moreover, intelligent control are widely present in 
the literature, a control approach based fuzzy logic system for a 
dual active bridge is done in [21], The proposed controller is 
fixed, making it vulnerable to fluctuations on the source and load 
sides, the same problem in [22] [23] [24], where fixed weights 
neural controllers are used to govern the power flow between a 
source and a hybrid vehicle. Moreover, in [25] model reference 
adaptive control is proposed to help provide better closed loop 
response, but the system is hard to implement since the need of 
reference model for the DAB which is hard to derive. Same 
drawback in [26], where an adaptive model predictive control is 
proposed to reduce the switching losses, the reference model is 
hard to obtain and to implement. In [27] a model-free adaptive 
control (MFAC) using a single layer adaptive artificial neural 
network (AANN) is proposed for SPS DAB, where a neural 
network combined with a PI controller is applied, the neural 
network will adapt and adjust its weights online in order to get 
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better response and better output of the MFA controller, 
however, the use of PI and AANN together seems meaningless, 
the idea of adjusting the gains of the PI using a NN is incorrect, 
since the usage of two controllers instead of one, basically using 
a non-robust controller with a robust one. In [28], the controller 
a combination of an ANN and a PID, the ANN role is to identify 
and adjust the parameters of the PID controller when a system 
variation has occurred, whereas in [27] the NN was adjusting the 
gains of the PID, this control method is hard to implement since 
the usage of the complex algorithms. 

The aim of this study is to design and simulate a new close 
loop controller for a step-down single-phase DAB converter, 
based on single phase shift modulation, to control its output 
voltage, and to provide perfect system dynamics with finite time 
response to system variations, like input side variations, and 
output side variations, and disturbances. The controller will be 
similar to the one used in [27], but instead of using a 
combination between a PI controller with an AANN controller, 
an AANN by itself will be used, because the PI is non-robust 
and it will affect the performance of the AANN, moreover the 
NN will be a special type of multi-layer perceptron, instead of 
single layer NN. The ability of the adaptive NN to adjusts its 
weights online in finite time, to any system change or variation, 
make it perfect for the DAB converter applications. The AANN 
will be taken from the MATLAB Simulink toolbox in [29]. The 
neural network used in this study is the generalized multi-layer 
perceptron (GMLP), called generalized because of the extended 
back-propagation (EBPA) algorithm it uses as learning process, 
this algorithm is firstly introduced in 1992 [30], and firstly 
implemented on MATLAB Simulink in 2002 [31], then 
published in a MATLAB Simulink library in 2007 [29].  To 
demonstrate the performance of the proposed controller, a 
comparison will be made between it, and between the 
PI+AANN combination controller, and between a PI controller, 
the comparison will be done under system variations to show the 
adaptive abilities of the controllers 

Section II of this paper will explain the DAB topology, the 
DAB operation, the control design, the NN learning process, and 
finally the systems parameters. In section III, the simulations 
results will be shown, a time domain analysis will be conducted 
on this simulation, and will be then discussed. 

II. THE DUAL ACTIVE BRIDGE DC-DC CONVERTER

A. Topology and Operation

A system having two bridges containing controllable
switches or transistors is a DAB converter. The operation of 
DAB converter is based on AC power transfer, assume two AC 
voltage sources linked by an impedance L, the first source is the 
reference source, and the second source has phase angle φ as 
shown in Fig. 1, the power flow between these two sources is set 
by the phase angle between them. 

When varying φ the power flow can be controlled, if φ 
between zero and π, the power will be from source one to source 
two, and the reciprocal is for φ between π and 2π. If the AC 
sources are replaced with DC sources, connected through an H-
bridge each, and using the leakage reactance of a high frequency 
transformer instead of an inductor, then the DAB converter is 
obtained. 

The phase angle between the two sources/elements becomes 
the angle between the primary and the secondary of the 
transformer, which is correspondingly, the phase shift angle 
between the output voltage of the first bridge, and the input 
voltage of the second bridge. Fig. 5 shows the DAB converter 
circuit on MATLAB Simulink. 

To assure single phase shift modulation, each bridge will 
operate with maximum duty cycle (50%), and the second bridge 
switching signals will be delayed by an angle Φ from the first 
bridge. Equation (1) shows the DAB output power in terms of 
output and input voltages, and in terms of Φ. 
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where D is defined as in (2): 
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Ts is the switching period of the two H-bridges. When D is 
between zero and one, the power is flowing from source one to 
source two, and the reciprocal for D between one and two. Fig. 
3 shows the DAB converter single phase shift modulation. 

B. Control Design

The control design will be based on model-free adaptive
control (MFA), which is a highly robust adaptive control 
method, as its name indicates, does not need process models 
MFA has the general-purpose property, not like the model-based 
adaptive (MBA) controllers that requires system identification, 
meaning the need of a reference model which is very hard to get, 
and especially for a DAB converter that have model 
complexities. Contrary to a classic controller, like the PI, the 
MFA controller does not need manual tuning, the need for 
manual tuning takes out the adaptive property from the used 
controller. Because of MFA's ability to adapt, it can fix a lot of 
problems related to system variation and system disturbances.  

Fig. 1 The DAB basic principle of operation 

Fig. 2 The DAB converter circuit 



Exist a lot of MFA control technology is based on its use 
[32]. In this study, the main focus is on the feed-forward neural 
network MFA that deals with system disturbances and 
compensate for the error in finite time. It is based on an online 
learning adaptive artificial neural network, it can provide a 
highly robust adaptive control to discrete-time non-linear 
systems, like the DAB converter. A neural network is called a 
model-free adaptive control because it takes the error of the 
system and work on minimizing this error online, whereas a 
normal supervised online learning neural network takes its own 
error; the desired value compared to the neural network output. 
The neural network type is the GMLP as previously mentioned. 

The controller, will resemble to a PI controller, will have two 
inputs, the error of the system, and its integration, the output of 
the controller will be the phase shift angle that will be sent to the 
single-phase shift modulation to generate the switching signals 
for the DAB converter. The error is the comparison between the 
reference and the feedback signals. The learning algorithm 
needs the input and the error signals to perform the EBPA. Fig. 
4 shows the diagram of the control design. 

C. The Neural Network Learning Process

The GMLP neural network in the MATLAB Simulink
library, is a shallow neural network, meaning it has one hidden 
layer. The neural network will keep adjusting its state online 
using the extended back propagation algorithm, till the system 
error reaches zero. The finite time computations of the neural 
network will make it a perfect solution to the DAB input and 
output sides variations, and disturbances. The GMLP is based 
on a special, or extended form of sigmoid function, as an 
activation function, it is an algorithm that is included in the 

‘global’ techniques [33], meaning that the method is based on 
the knowledge of the state of the whole network, like the 
direction of the overall weight-update vector, meaning this 
method is not like the normal BPA, where the adjustments were 
done only on the weights and the biases of the neural networks, 
instead, this method adjust all the variables (state) present in the 
neural network. Fig. 5 shows the shallow neural network with 
sigmoid activation function, resembling to the GMLP.  

The sigmoidal function is defined in (3) as: 
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The activation function in the GMLP is the extended sigmoidal 
function defined in (4) as: 
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where x is the input, and U and L are the upper and lower limits, 
and T is the slope, and as said before, the GMLP used has one 
hidden layer, so two activation functions are needed, one for the 
hidden layer and one for the output layer of the neural network. 
The output of the GMLP hidden layer, and output layer; the 
phase shift; at each time instant are respectively shown below in 
(5) and (6):
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The variables in (5) and (6) are defined in Table I. The 
adjustments done on the neural network will be the change in the 
L, U, and T for each node in every layer, meaning as if every 
neuron will have its own activation function. The state of the 
whole system is a column matrix, formed of two main parts, the 
first one called X (t) which contains the variables mentioned in 
Table I., and the second part is D (t). L and U are the upper and 
lower limits of the functions presented in (5) and (6), which are 
the output range of each node, whether it is in a hidden or an 
output layer, note that if L=0 and U=1, the extended sigmoidal 
functions in (5) and (6) will be reduced to the normal sigmoidal 
function (3). 

Fig. 3 The single-phase shift modulation for the DAB converter 

Fig. 4 Proposed control design 

Fig. 5 Shallow neural network 



The first part of the state vector will be updated using the 
EBPA, or extended gradient descent as it was referred to in [29], 
and it is as shown below in (7). 

( ) ( ) ( ) ( )
dys

X t T X t e t Z t
dX

η+ = + + (7) 

where η is the learning rate, the derivative of ys by the derivative 
of X is the Jacobian matrix, T is the sampling time (discrete), Z 
(t) represents an additional contribution from a filtered error and
will be updated in (8) and (9) like:

( ) ( ) ( )1
dys

D t D t e t
dX

α η+ = − (8) 

( ) ( )Z t D tα=  (9) 

The filter decay rate, alpha, is called "momentum", if alpha 
equal to zero, the algorithm reduces to the classic gradient rule. 
It can be seen Z (t) represents, in a way, all the past increments 
of X (t), the state will keep adjusting till the error converge to 
zero. By using small values of the learning rates for the 
adjustable upper and lower limits, both accelerated learning and 
reduced local minima are achieved using this algorithm [30].  

D. Applied Parameters

Table II. summarize the used parameters in the study for the
dual active bridge converter. 

The DAB uses a high frequency step down transformer with 
three to one turns ratio, the input voltage to the DAB will be 
400V, and the output of the DAB will be 48V, resembling to a 
high voltage and low voltage DC buses, the DAB output will be 
connected to a 2.3 ohm resistance, meaning a 1kW load demand, 
the DAB will then be called an unidirectional DAB (UDAB). 
Ideal IGBTs with reverse diodes are used for this study, to 
neglect the switching and conducting losses. Table III. shows the 
control system parameters used in the study. 

III. SIMULATION RESULTS AND DISCUSSION

This section will be divided into four subsections, the first is 
for the simulations under variable reference variation, the 
second and the third are for the simulations under voltage 
source and load variations, and the final one is for the time 
domain analysis. Each variation will be done on the DAB 
converter using each of the three previously mentioned 
controllers; the PI controller, the AANN+PI controller, and the 
proposed controller, the AANN. In each subsection the 
simulations results will be shown, then all the time domain 
values of the output voltage signals will be extracted, and 
analyzed in order to show the proposed controller performance 
under system variations, and to properly compare it with the 
other controllers. 

A. Simulations Results under Variable Control Reference

The DAB output reference signal will be initially 48, and
then will be changed to 24 at time t = 0.1s, then at t = 0.2s will 
be altered to 48. Fig. 6 shows the simulations results under 
variable reference signal, in red the reference signal, in black the 
DAB output voltage, moreover, Fig. 6 shows the results of the 
different controllers, on top the results of the PI controller, in the 
middle the PI+AANN controller, and on the bottom the results 
of the proposed controller, the AANN. 

In Fig. 6, although the focus of this study is not on the starting 
response in this study, but the PI controller took much time to 
reach the reference, where the MFA controllers both reached the 
reference in short time. The PI+AANN presented higher 
overshoot than that of the AANN controller. While doing the 
system variation, the PI controller fail to quickly adapt to system 
changes as clearly shown in Fig. 6, while both MFA controllers 
showed almost finite time adaptation, with slight overshoot in 
both of them. Fig. 7 shows the phase shift angles generated from 
the controllers under variable reference, note that these angles 
are transformed to degree unit for better visualization. On top 
the phase shift signal generated by the PI controller, in the 

TABLE I.    EBPA PARAMETERS DEFINITIONS 

Variables Definitions 

, , , , ,
h h h o o o

U L T U L T
Upper, Lower limits, and tangents 
for the hidden and the output layer, 
both defined as time series. 

,V W  

Input to hidden layer weights, and 
hidden to output layer weights 
respectively. 

x,z 
Input vector at time t to the hidden 
and output layers. 

,V WP P
Hidden and output layer 
corresponding thresholds. 

TABLE II.    THE DAB PARAMETERS 

Parameters Values 

Input Voltage Vin 400 V 
Output Voltage Vo 48 V 
Output Capacitance Co 2500*10^-6 F 
Output Load Po 1000 W 
Transformer ratio N 1/3 
Lsk + Lleakage 0.08 mH 
Simulation Sample Time 1e-7 s 
DAB Switching frequency 50 kHz 

Switches type 
Ideal IGBTs with 

reverse diodes 
Duty cycle 0.5 

TABLE III.    THE CONTROL SYSTEM PARAMETERS 

Parameters Values 

KP 0.02 
KI 1 
Momentum (α) 0.015 
Initial Conditions 1 
Weights limiters Inf 

Vη , 
Wη , 

Pη [0.006 0.006 0.006] 

Learning Algorithm Sample Time 5e-4s 



middle the phase shift signal generated by the PI + AANN and 
on the bottom the phase shift signal generated by the AANN. 
Note that in Fig. 7, the PI controller phase shift signal is clear 
from any oscillation, noise or ripples, where both the MFA 
controllers having this ripple in their signals, this is due to the 
learning algorithm that is constantly, at each learning sample 
time, adjusting the state of the GMLP, causing different neural 
network state values, implying varying phase shift signal, 
causing ripples, but it is noticeable that in the AANN controller, 
the phase shift signal was much smoother than that of the 
AANN+PI controller, due to the fact that the neural network in 
the latter is trying to compensate the gains of the PI controller. 

B. Simulations Results under Variable Source Voltage

The DAB input voltage initially 400V, will be reduced by
25%, to 300V at t = 0.2s, then at t = 0.3s will be transformed 
back to 400V, the starting response is ignored, the aim of this 
variation is to simulate , for example, a DC bus fault, or a source 
outage. 

Fig. 8 shows the simulations results under variable source 
voltage, again, the PI controller results on top, the AANN+PI 
controller in the middle, and on bottom the AANN controller. In 
Fig. 8, the phase shift signals of the controller with that of the 
output voltage actual and reference signals, for better 
visualization and for better comparison, in red the reference 
output voltage signal, in black the output voltage signal, and in 

blue the phase shift output signal of the controllers. With the PI 
controller, the output voltage signal presented an undershoot at 
t = 0.2s, and an overshoot at t = 0.3s, and took a lot of time to 
settle, meaning that the PI controller was prone to source voltage 
variation, where both MFA controllers presented graphically a 
nearly zero overshoot, showing finite-time error compensation 
due to system change, where they presented an immunity to 
input side variations. The phase shift signal was smoother with 
the AANN than that of the PI+AANN. 

C. Simulations Resutls under Variable Load

The output of the DAB converter is a 1 kW load, this load
will be changed at t = 0.2s to 1.5 kW, to simulate an increase in 
demand, and will be set back to 1 kW at t = 0.3s. 

Fig. 9 shows the simulations results under variable load, on 
top the PI controller results, in the middle the PI+AANN 
controller results, and on bottom the proposed controller results, 
in black the output voltage signal, in the red the reference output 
voltage signal, and in blue the phase shift signal. The results in 
Fig. 9 are a lot like the ones in Fig. 8, where the PI controller fail 
to adapt to system changes quickly, where both the MFA 
controllers showed graphically a finite-time adaptation to 
system variation, again the phase shift signal in the proposed 
controller was smoother than the PI+AANN, because of the 
constant change in the GMLP NN state. 

Fig. 6 The DAB output Voltages under Variable Reference with (a) PI 
Controller, (b) PI+AANN controller, and (c) AANN controller 

Fig. 7 The Phase shift signals under Variable Reference with (a) PI 
Controller, (b) PI+AANN controller, and (c) AANN controller 



D. Time Domain Analysis

The time domain values of the output voltage signals
previously will be taken out and placed in Table IV., including 
first the maximum overshoot, and undershoot percentages from 
reference signal, moreover the rise time, and finally the settling 
time. 

Note that because of symmetry, the settling time and the rise 
time will be taken for only one response in all the variations. 
The proposed close loop controller was able to function well in 
order to assure constant output voltage for the dual active bridge 
converter, and was able to adapt to changes in system dynamics 
with finite-time response with average of 0.5% 
overshoot/undershoot, and 1.5 ms average rise time, and 9 ms 
settling time. The PI controller presented high time domain 
values as expected, the MFA controllers both have shown 
supreme ability to adapt to system changes, system variations, 
and uncertainties almost instantly; they both had close time 
domain values with near zero values. The thing is that, as 
demonstrated, the AANN has a high ability to adapt to system 
variations, thus, even if it is paired with a non-robust PI 
controller or any other controller, it will simply dominate the 
other attached, or parallel controller and perform well due to its 
high capabilities and the complex algorithm it uses, hence, 
when comparing the AANN and the PI+AANN, it will be a 
tremendously slight difference, nonetheless, this slight 

difference favored the proposed controller over the other MFA 
controller, thus the addition of the PI controller is unnecessary, 
it is sufficient to use the AANN by itself. 

IV. CONCLUSION

This paper proposed a new close loop controller for the dual 
active bridge converter, based on model free adaptive control, 
using generalized multi-layer perceptron neural network. At 

Fig. 8 The DAB output voltages and controllers phase shift output under 
variable source voltage with (a) PI, (b) PI+AANN and (c) AANN  

Fig. 9 The DAB output voltages and controllers phase shift output under 
variable load with (a) PI, (b) PI+AANN, and (c) AANN  

TABLE IV.    TIME DOMAIN ANALYSIS 

Controller Response Reference 
variation 
0<t<300 

(ms) 

Source 
variation 
100<t<400  

(ms) 

Load 
variation 
100<t<400  

(ms) 

PI 

Overshoot (%) 0 3.5 5.6 
Undershoot (%) 0 -3.3 -5.7
Rise time 86 80 95
Settling time >100 95 >100

PI+AANN 

Overshoot (%) 1.6 0.3 0.2 
Undershoot (%) -3.5 -0.2 -0.2
Rise time 4 2 0.6
Settling time 37.5 2.7 1.1

AANN 
Overshoot (%) 1.4 0.2 0.2 
Undershoot (%) -3.2 -0.1 -0.1
Rise time 3.9 0.2 0.6
Settling time 26.5 0.3 1



first, the DAB converter concept is defined, the neural network 
learning process is explained, and the parameters used in the 
study are stated. Furthermore, the controller is simulated and 
tested using MATLAB Simulink, and showed its proper 
functioning, and its high adaptive ability when applied under 
system variations and disturbances. Moreover the, proposed 
adaptive neural network controller is compared using time 
domain analysis, to a PI controller, and to a combination of a PI 
with an adaptive artificial neural network. The proposed 
controller demonstrated its fast adaption property compared to 
the other controllers, presenting finite-time response to system 
changes, and uncertainties with near zero-time domain values, 
making it perfectly creditable, and feasible to be used in real 
scenarios under these situations in general, and for the DAB 
converter in particular. 
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Abstract—Grid-forming converters (GFM) and related con-

trol strategies in combination with renewable energy sources 

(RES) and energy storage systems (ESS) are considered a ne-

cessity in future more-electronic grids with increasing penetra-

tion of controlled switched-mode power supplies. Typically, LC-

filters serve for linking inverters and the grid with well-defined 

current. To stabilize the system and avoid oscillations, the LC 

resonance frequency is often chosen greater than one third of 

the sampling frequency. However, the grid impedance changes 

from site to site and can even change over time so that the 

effective filter resonance frequency shifts during operation. 

Such resonance shifts can lead the system into unstable regions. 

On the other hand, LC filters with high resonance frequency 

cannot comply with grid codes with respect to the suppression 

of switching distortion. LLCL filters are a compact higher-

order alternative that promises better robustness particularly 

in weak-grid conditions—after all one of the most important 

applications of grid forming. However, stable solutions and 

corresponding design rules are missing. In this paper, a single-

loop voltage control with negative proportion gain is presented 

with a low-resonance-frequency LLCL-filter. Finally, we verify 

robust and stable operation of the proposed controller with 

varying grid impedance in a detailed analysis. 

Keywords—Grid-forming converters, LLCL filter, single-loop 

controller, stability. 

I. INTRODUCTION

As a consequence of an increasing number of consumer 
electronics as well as battery chargers, renewable energy 
sources (RES), high voltage direct current (HVDC) transmis-
sion systems, and battery energy storage systems (BESS), 
future grids will be dominated by power electronics [1]. 
Generally, grid-tied converters operate with different control 
concepts, which can be categorized in grid-following, grid-
supporting, and grid-forming. In grid-following and support-
ing operation, the converter acts as current source to regulate 
the injected currents and power to follow a given stable grid 
voltage, while some additional functions are considered to 
help frequency/voltage control in grid-supporting converters. 
Grid-forming converters are operated as an ac voltage source 
to regulate frequency and amplitude [2], [3]. A seamless 
transition between grid-connected and islanded operation is 
possible. grid-forming converters and synchronous genera-
tors demonstrate a similar behavior with respect to grid syn-
chronization without phase-locked loop (PLL) after grid 
connection [4]. 

Grid-forming converters commonly are connected to the 
grid through passive filters (L or LC filters) for a well-
defined current of the voltage-source converter and to reduce 
the high frequency switching ripple. To provide better atten-
uation, high-order LCL filters can be used with smaller in-
ductance [5]. A modification of LCL filters can reduce the 
required inductance and capacitance by replacing the middle 
C branch of the LCL filter with a series LC branch [6]. The 
resulting circuitry is called LLCL filter. The middle LC 
branch is tuned to resonate at the converter switching fre-
quency, providing an exceptional filter performance for 
switching noise while allowing a more robust design of the 
grid path. Therefore, the LLCL filter can drastically reduce 
the total inductance of the system as well as harmonics 
around the switching frequency, while the injected current 
can comply with grid codes. Furthermore, the LC shunt path 
can reduce the dependency of the grid impedance on reso-
nances and stability. Particularly in weak grids—one of the 
important applications of grid forming as it can support the 
voltage there—the large grid impedance often pulls reso-
nances of conventional LCL filters into the control band-
width with the consequence of instability and massive oscil-
lations. Due to better performance in weak grids, LLCL 
filters may therefore be ideal for grid-forming converters. 
However, a potential drawback of the LLCL filter may be the 
higher resonance frequencies which render the use of 
damping schemes more challenging for a robust and stable 
operation while keeping higher power density [7]. 

In general, high-order LC filters can cause stability issues 
due to resonance [8]. There are two solutions to tackle this 
problem: 1) passive and 2) active damping. In passive damp-
ing, the resonance is suppressed by inserting resistors in 
series or parallel with capacitors in case of LCL filters [9]. 
This technique is inefficient and deteriorates filter effective-
ness. Active damping, basically, tries to improve the behavior 
through proper control [10]. Therefore, filter inefficiency 
related to loss can be improved. It is shown that neither ac-
tive nor passive damping are not necessary if the resonance 
frequencies are placed above one sixth of sampling frequen-
cy (fs / 6) [11]. However, eventual changes of the grid imped-
ance may shift the resonance below fs / 6 and cause instability 
[12]. On the other hand, such a high resonance frequency 
leads to poor harmonics attenuation and may violate grid 
codes. 
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Generally, linear and nonlinear controllers can serve in 
grid-forming converters. Well-known nonlinear control strat-
egies such as sliding-mode [13], predictive control [14], 
feed-back-linearization control [15], adaptive control [16], 
and model reference adaptive control [17] can achieve a fast 
dynamic response. However, difficulty in establishing a 
proper linearized model challenges the analysis and design of 
the power control. In addition, nonlinear controllers should 
be designed wisely to minimize the steady-state error due to 
the absence of an internal model-based controller. Linear 
controllers such as proportional–integral (PI) and proportion-
al–resonance (PR) is suitable to run grid-forming converters 
to eliminate the steady-state error. PI and PR controller are 
common techniques and have been widely applied to grid-
forming converters.  

A dual-loop structure is commonly used for current limi-
tation and protection [18]. However, the dual-loop controller 
complicates the design because an iterative design process is 
required and costs effective control bandwidth. The inner 
current loop is first designed for a desired bandwidth with 
respect to noise suppression and limitation of the switching 
frequency then the outer voltage loop can be designed with 
specific figure of merits such as phase margin, settling time, 
or bandwidth, which determine the dynamic response of the 
control [19]. 

Single-loop control with only a capacitor voltage loop 
would therefore be very attractive [20]. The control structure 
can be significantly simplified, and current sensors for the 
internal current loop can be saved. According to the stability 
criteria, the control system is stable if the number of unstable 
poles of the open-loop transfer function is equal to encircle-
ments of (–1, j0) by the Nyquist curve of the open-loop 
transfer functions. For single-loop voltage control, the num-
ber of unstable poles is zero and implies that the encircle-
ments of (–1, j0) should be zero for stable operation. The 
basic principle of single-loop voltage control is to employ a 
phase lag caused by 1.5 sampling time of controller to avoid 
the encirclement of (–1, j0). It is suggested that the resonance 
frequency ωr of an LC filter should be greater than ωs / 3 
when a PI controller performs capacitor voltage control [21]. 
However, in practical applications, the output filter can be 
designed with low resonance frequency (large values for L 
and C) to suppress harmonics and improve system robust-
ness. 

This paper proposes a design method for single-loop 
voltage controllers with a PI regulator for grid-forming con-
verters with an LLCL filter. This method uses a conventional 
PI controller with negative gain and tunes it to a low reso-
nance frequency. We demonstrate that we can reach a differ-
ent stable region of the LLCL filter even if the grid imped-
ance varies over a wide range. Following the introduction, 
Section II studies modeling and conventional stability re-
gions. Section III gives the proposed design method of the 
single-loop voltage controller. Section IV presents analysis 
results to verify the effectiveness of the proposed design. 
Finally, Section V concludes this paper.   

II. MODELING AND STABILITY ANALYSIS

Fig. 1 illustrates a three-phase grid-forming converter 
with an LLCL filter connected to the grid through an imped-
ance (Lgg), where single-loop control serves to control the 
capacitor voltage (vC). ii and vi indicate the inverter current 
and voltage, while ig and vg are the grid-injected current and 

grid voltage, respectively. A constant dc-link voltage Vdc is 
assumed so that the grid-forming converter with its LLCL 
filter can be modeled as a linear time-invariant system. 
Whereas the design of the LLCL filter is not the main con-

cern of this paper, a systematic design procedure is proposed 
in the literature [22]. Table I lists the main circuit parameters 
of the grid-forming converter. 

Fig. 2(a) shows the diagram of the voltage control in the 
s-domain and its equivalent form in Fig. 2(b), in which Gc is
the voltage controller. Gd(s) models the time delay as��(�) =  �	
.������
.���� ≈ �	�.���,  (1) 

where Ts is the sampling period [23]. 

Gvi and Gvg are the transfer functions from the converter 
side voltage vi(s) to the capacitor voltage vC(s) and from the 
grid voltage vg(s) to the capacitor voltage vC(s), respectively, 
written as 

���� =  ���� = ����������������������������������������������� =  ���� = ���������������������������������������������
.   (2) 

The open-loop transfer function GOL(s) can be written as �!�(�) =  �"(�)��(�)���(�).  (3) 

Fig. 1: Three-phase grid-forming converter converter with LLCL-

filter and single-loop voltage control.  

(a) 

(b) 

Fig. 2: Single-loop voltage control diagram: (a) Block diagram (b) 
Equivalent.  

Table I: Main circuit Parameters 

Symbol Description Value  

Vo AC output voltage 400 V 

fo Fundamantal frequency 50 Hz 

fsw Swtching frequency 10 kHz 
fs Sampling frequency 10 kHz 

Vdc dc-link voltage 800 V 

Li Converter-side inductor 2 mH 
Lf Filter inductor 50 µH 

Cf Filter capacitor 5 µF 

Lig Grid-side inductor 200 µH 
Lgg Grid impedance 0 – 10 mH 



We use a PI controller in the d/q reference frame with 
positive proportional and integral gains to regulate the 
capacitor voltage. The PI controller can follow 

�"(�) = #$ + #��
&∠�!� =  ' ∠�"(()) − 1.5)-�,   ) < )0

∠�"(()) − 1.5)-� − 1,   ) > )0|�!�| =  |�"(())||���(())| .  (4)                         

According to the Nyquist stability criterion, the magni-
tude of GOL(s) should be less than 1 when the phase of the 
GOL(s) is −π ± 2πn (n is integer). GOL(s) has peak magnitude 
of more than 1 and π phase jump at the resonance frequency. 
It is obvious that the GOL(s) phase at resonance frequency 
should be not equal to −π, thus it can be obtained as −1.5)0-� < −1 ⇒  )0 > )�/3.  (5) 

Fig. 3 (a) depicts the Bode diagram of GOL(s) with a P 
controller. As it can be seen, the −π phase crossing is located 
at ωr when ωr ˂ ωs ̸ 3. However, when ωr˃ωs  ̸ 3, the magni-
tude of GOL(s) is less than 1 by choosing a proper value for 
Kp when the −π phase crossing occurs. 

From (4), it can be concluded that the resonant frequency 
should be high enough to ensure system stability, which 
means selecting a small filter capacitance or inductors. On 
the other hand, a small capacitance will make the system 
sensitive to disturbance, and a too small inductor does not 
comply with grid codes. 

For the I controller, stability analysis can be analogous to 
the previous analysis for the P controller. According to (4), it 
can be derived as −1.5)0-� − 1/2 < −1 ⇒  )0 > )�/6.  (6) 

From (6), in comparison, the resonance frequency design 
region is wider than for a single P controller. In Fig. 3(b), it 
can be seen that the −π phase crossing is located at ωr when 
ωr ˂ ωs ̸ 6. According to (5) and (6), it can be concluded that 
stability of the system is achieved for the PI controller for 
resonance frequencies ωr greater than ωs / 3. However, this 
strategy is limited to lower resonance frequency and the 
system cannot be stable when ωr < ωs / 6.  

III. PROPOSED VOLTAGE CONTROLLER

A. P Controller with Negative Kp

Traditionally, the proportion gain Kp in the voltage con-
troller is positive. The previous section suggests that the 
resonance frequency should be greater than ωs / 3 to guaran-
tee the system stability, while this method is not valid when 
ωr is smaller than ωs / 3. In this work, a negative proportional 
gain Kp can provide π phase lag; phase and magnitude of GOL 

can be written as 

&∠�!� =  ' −1 − 1.5)-�,   ) < )0−21 − 1.5)-�,   ) > )0|�!�| =  |#9||���| .  (7) 

According to (7), the phase of GOL decreases from −π 
with the increase of ω. Therefore, the critical phase to be 
considered is −3π. To guarantee the encirclement of (–1, j0) 
is equal to zero, the phase of GOL at resonance frequency ωr 
should be greater than −3π, it can be derived that −21 − 1.5)0-� > −31 ⇒  )0 < )�/3.  (8) 

The Bode plots of GOL(s) with negative proportional gain 
Kp is shown in Fig. 4. As it can be seen, the system cannot be 
stable when ωr > ωs / 3 since −3π phase crossing at resonance 
frequency ωr occurs. Therefore, the system stability region 

Fig. 4: Bode plots of GOL(s) with negative proportional gain Kp. 

Fig. 5: Bode plots of GOL(s) with negative proportional gain Kp and 

LPF. 

(a) 

(b) 

Fig. 3: Bode plots of GOL(s): (a) with a single P controller, (b) with a 

single I controller. 



becomes ωr<ωs / 3. Following this design, LLCL filters with 
low resonance frequency can render the system stable. 

Therefore, for the single-loop voltage controller, the 
phase lag −π of negative Kp contributes to system stability 

with a low LLCL resonance. Based on this thought, using a 
low-pass filter in series with the controller improves the 
system stability as shown in Fig. 5, in which the low-pass 
filter given as ��9:(�) =  ;<��;<,  (9) 

where ωb is the 3 dB cut-off frequency of the low-pass filter. 

Fig. 6 illustrates the Bode plots of the open-loop transfer 
function of the system with and without low-pass filter. It is 
obvious that the stability of the system can be obtained, be-
cause the phase of the system at resonance frequency ωr is 
less than −π. 

In order to ensure stability of the system, the magnitude 
of the GOL(s) should be less than 1 at ωr = 0 and ωr = ωs / 3. 
It means that the gain margin should be greater than 0. Ac-
cording to (8) and Fig. 4, the gain margin can be obtained per  �= = min A−20 log�
|�FG((0)| , −20 log�
 H�FG IJ;�K LHM.

(10) 

With considering a safe margin of GM > 3 dB, we have 

N#$N < min OH 
.�
�PQR�(J
)H , S 
.�
�PQR�(TU�� )SV.  (11) 

Furthermore, a sufficient phase margin should be consid-
ered for system stability (PM > 30°). According to (7), α1 = 
1.5 ωp1 Ts and α2 = π − 1.5 ωp1 Ts as well as the phase margin 

is equal to min {α1, α2}. With 20 log�
N�!�(()$�,$W)N = 0,

ωp1 and ωp2 can be calculated. Then, |KP| can be derived with 
above constrains. It is obvious that choosing |KP| is not 
straight forward and numerical calculation is needed. 

In Fig. 7, the flow chart shows the iterated procedure to 
calculate the Kp. It is noted that the LLCL filter is designed 
with low resonance frequency. In the worst case, Lgg=0, we 
meet the highest resonance frequency. As it can be seen, 
maximum |Kp| is calculated by considering Li, Lg, Cf, Lf, and 
(11). Then, the frequency at which the open-loop transfer 
function is equal to one must be calculated. After that, the 
constraint (PM > 30°) should be satisfied.    

B. Stability Design of PI Controller

According to the previous discussion, the P controller
with a negative gain can make the system stable when ωr< 
ωs / 3. The design consideration of Kp is also presented based 
on the gain and phase margins to ensure system stability. 
However, to reduce the steady-state error between the 
capacitor voltage and the reference voltage, an I controller 
should be in parallel with the P controller in practical appli-
cations. Therefore, the stability of the Kp in previous section 
should be revisited. Fig. 8 illustrates the Bode plots of the 
open-loop transfer function GOL(s) with P and PI controllers. 
As can be seen, frequency characteristics of GOL(s) are al-
most the same, and there is only a critical phase crossing 
(−3π) at ω1. Thus, the design consideration in the previous 
section and one more constrain of −20 log�
|�!�(()�)| >3 dB  suffice. The phase and magnitude of GOL(s) can be
considered as 

Fig. 6: Bode plots of GOL(s) with and without LPF. 

Fig. 7: Flow chart showing KP design. 

Fig. 8: Bode plots of GOL(s) with P and PI controller. 



⎩⎪⎨
⎪⎧∠�!� =  & arctan c�;cd − 1.5)-�,   ) < )0arctan c�;cd − 1.5)-� − 1,   ) > )0

|�!�| =  e#$W + c�f;f |���(())|
.  (12) 

According to (12), frequency ω1 can be calculated as arctan c�;gcd − 1.5)�-� = −31.  (13) 

Moreover, with the constraint of −20 log�
|�!�(()�)| >3 dB, it can be obtained per

#$W + c�f;gf < 0.709W �|Q�R(J;g)|.  (14) 

Consequently, (11) and (13) are the design constraints of 
the PI controller to guarantee the system stability. 

IV. RESULTS

For three-phase systems, the dc-link voltage typically 
demonstrates harmonics due to power mismatches between 
ac and dc side. This study only focuses on the ac-side voltage 
(grid voltage) rather than the dc-link voltage. We evaluate the 
proposed design of the PI controller with a design example 
with the key parameters of Table I and Fig. 1. As per Section 
III, two parameters, specifically Kp and Ki, need to ensure 
stable operation. As outlined in Table I, |Kp| should be less 
than 1.6. Subsequently, according to (14), |Ki| is set to 10. 

We accordingly studied two scenarios in Matlab/Simu-
link to demonstrate the stability design. We set Kp = 0.6 & Ki 

= 10 for the PI controller with positive proportional gain and 
Kp = –0.6 & Ki = 10 for PI controller with negative propor-
tional gain. Fig. 9(a) and Fig. 9(b) show the voltage of the 
capacitor in the shunt path of the filter and the grid current in 
the case of a positive proportional gain when the resonance 
frequency ωr is greater than ωs / 3 and less than ωs / 3, re-
spectively. It is obvious that the system is not stable with the 
design of ωr < ωs / 3 as predicted in Section II.  

Fig. 10 displays the voltage of the capacitor in the shunt 

(a) 

(b) 

Fig. 9: Simulation results of capacitor voltage and grid current: (a) PI 

controller with positive proportional gain when ωr > ωs/3 (b) PI 
controller with positive proportional gain when ωr < ωs/3. 

(a) 

(b) 

Fig. 11: Simulation results of capacitor voltage and grid current: (a) 

grid impedance Lgg = 0 mH (b) grid impedance Lgg = 10 mH. 

Fig. 10: Simulation results of the voltage of the capacitor in the shunt 

path and grid current with negative KP. 



path of the filter and grid current in the simulation when the 
proportional gain is negative. As seen, the voltage of the 
filter capacitor is symmetric without any distortion. Further-
more, the system generates the grid current without consider-
able distortion but operate overall in a stable way. 

In Fig. 11(a) and (b), we show the grid current as well as 
the voltage of the filter capacitor for two grid impedance 
levels of Lgg = 0 mH and as high as Lgg = 10 mH. As men-
tioned in Section II, grid impedance variation, particularly 
with large inductive components, can influence the filter 
resonance frequency and pull it into the control bandwidth 
for most common filter designs. Filter resonances within the 
control bandwidth in turn typically lead to the unstable con-
ditions (ωr < ωs / 3). With the LLCL filter and our design 
rules, however, stable operation, including the filter capacitor 
voltage is reachable for both low and unusually high imped-
ances without adapting the controller. 

V. CONCLUSION

This paper presents a controller design for single-loop 
voltage controller of a grid-forming converter with LLCL 
filter which present a strong harmonics currents attenuation 
around the switching frequency. To achieve a stable system, 
the resonance frequency should be greater than the sampling 
frequency (ωr > ωs / 3). Instead of designing the LLCL filter 
with high resonance frequency to ensure stability, typically 
violating grid codes and electromagnetic compatibility re-
quirements, it is shown that a PI controller with negative 
proportion gain can stabilize the system with lower reso-
nance frequency, i.e., ωr < ωs / 3. Moreover, particularly with 
respect to weak grids, the system stability of grid-forming 
converters must not be vulnerable to grid impedance varia-
tion, which tends to shift the resonance frequency, particular-
ly of LCL filters. We could show for even large inductive 
grid impedances up to 10 mH little detuning and stable oper-
ation with good quality. The developed criterion presents a 
clear framework for PI controller design according to grid 
and filter parameter variations. Simulation results verify the 
proposed method. 
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   Abstract— This paper investigates the transient 

performance of parallel inverters and provides a solution to 

suppress the circulating currents between inverters in the 

island operation mode of an AC microgrid. The undesirable 

circulating current is mainly caused by the mismatch 

between the inverters’ output impedances and load demand. 

In this regard, we proposed voltage and current 

compensators, implemented with a virtual-impedance 

droop control loop to achieve accurate power sharing 

between inverters and a fast dynamic response to load 

changes. The proposed control method is validated with 

numerical simulations conducted on a 65 kW power system 

consisting of two grid-connected inverters. The obtained 

results confirm its reliability and capability to achieve fast 

dynamic response and accurate tracking of the target power 

references.  

Keywords—adaptive virtual impedance, droop control, AC microgrid, 

parallel inverters 

I- INTRODUCTION

 As a result of the increasing demand for renewable power 

sources, a more complex power system called inverter control 

system has been created [1]. Power Structures based on 

parallel-connected inverters are often adopted to boost the 

power level of a converter system while minimizing the current 

load on the switching components [2, 3]. The new scheme 

guarantees the users high-quality power that can support the 

function of many distributed generators [2].  As a result of the 

parallel operation, a modular design can also be realized, 

reducing the production time for distributed power systems [4]. 

Choosing the converters' topologies and appropriately utilizing 

them is crucial to reducing costs and improving efficiency [5, 

6]. The use of several topologies of static power converters has 

been demonstrated to be effective in transferring energy from 

the source to the AC network with a high-power quality [7]. 

Many industrial applications require converters, such as 

electrified railways, motor drives, and the integration of 

renewable energy sources into power grids [8, 9]. Due to their 

flexible control capability, parallel voltage source inverters are 

preferred for the AC bus of hybrid microgrids [10, 11]. 

According to the research conducted on consistency, 

synchronization, and optimization, the new power system in 

microgrids shows that the droop control system has multiple 

benefits [12]. Droop controller has various qualities of 

synchronous generators that make the controller superior to 

other systems [13]. Droop controllers are primarily applicable 

in microgrid control because they provide accurate power 

distribution [14]. Microgrids in island mode are challenging to 

optimize regarding energy sharing accuracy[15].  

Virtual impedance is widely used nowadays to ensure a 

solution to the problem of reactive power-sharing [16-18]. 

Inverter switches are typically constructed with an output 

impedance regulating section integrated into their exterior [15]. 
The virtual impedance suppresses the power supply of the line 

impedance. Another type of coupled virtual impedance senses 

power supply in the microgrid. The research conducted by [13, 

19] showed that virtual impedance is also essential for solving

power allocation issues and its consequent clampdown in droop

control. In order for this process to work, users must have more

information about the line impedance. Created a new

topography capable of improving power-sharing quality [20].

Parallel systems are subject to several challenges, including the

circulating current between the inverters [21, 22]. Zero sequence

circulating currents between parallel inverters  should be

counted [3, 23]. Several issues may arise from circulating

currents, such as distortion of the output current, an increase in

voltage total harmonic distortion, power loss, a decrease in

power density, a decrease in system efficiency, and a variety of

current stresses on the switching devices. Traditionally, to

eliminate this problem, an isolation transformer is added to the

output of the inverters, resulting in an open circuit for circulating

current [23].  Although transformers are generally designed to

operate at low frequencies, they are usually bulky and expensive

[23]. Virtual impedances are useful in the control of droop due

to their ability to eliminate the problem of power allocation and
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harmonic suppression[12]. Using a virtual impedance loop is 

considered a possible method to modify the output impedance 

of the inverters to reduce the circulating current and improve the 

performance of the current sharing system [24].  

The main objective of this paper is to reduce the current 

sharing between inverters connected in parallel to an AC 

microgrid in island operation mode. Fig. 1 illustrates a typical 

structure of an AC microgrid fed by two DC/AC inverters and 

performing power distribution to local AC loads. Therefore, to 

avoid circulating current between inverter1 and inverter 2, a 

droop controller is used to determine the appropriate voltage 

reference for each inverter. Moreover, the concept of virtual 

impedance is applied to regulate the inverters’ output 

impedance. The voltage and current compensator is used to 

perform more accurate power sharing. The main outcomes of 

the proposed control method are: 

• The accuracy of reactive power-sharing is substantially

improved

• The circulating current between  inverters is reduced

• The adaptive virtual impedance may be determined based on

local information, which reduces control complexity.

This paper is organized as follows. In Section II, an

overview of the circulating current is presented. Sections III and 

VI describe in detail the proposed control method. Simulation 

results are given and discussed in section VII. Finally, some 

concluding remarks are given in section VIII. 

II- CONCEPT OF CIRCULATING CURRENT BETWEEN PARALLEL

INVERTERS IN ISLAND OPERATION MODE 

Fig 2 illustrates the equivalent circuit of multi-parallel 

inverters with different rated powers and output impedances 

feeding a passive load. The current circulating through each 

inverter is:  

~

AC
 m

ic
ro

gr
id

Inverter 1

SW

Grid

PV generator 1

AC
DC

Inverter 2
AC

DC

AC loads

PV generator 2

Fig. 1. Typical structure of AC microgrid in island mode operation 

Fig.  2. Parallel inverters system 
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Where Ik̅ is the output current produced  by the kth inverter, �̅�𝑘

is the impedance for each inverter, �̅�𝑜 is the load voltage, �̅�𝑆𝑘 is 

the inverter’s output voltage. The voltage across the load is 
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The circulating current for each inverter is given by: 

𝐼�̅�𝑘 =
𝑁 𝐼�̅� − ∑ 𝐼�̅�

𝑁
𝑗=1

𝑁
 (𝑘 = 1,2, … , 𝑁)  (3) 

Where  𝐼�̅�𝑘 is the circulating current

III- VIRTUAL IMPEDANCE BASED DROOP CONTROL

A schematic block diagram of the droop controller with a 

virtual impedance of a three-phase inverter connected to the grid 

through an LC filter is depicted in Fig. 3. The control structure 

consists of an improved droop controller, PI based voltage and 

current controllers and an adaptive virtual impedance loop. 

Droop control provides power-sharing capabilities between 

inverters connected to a standard AC bus [25, 26]. This 

controller can operate without sharing any information between 

the inverters’ control systems. The idea behind parallel inverters 

optimization in AC systems is to adjust each inverter's output 

frequency and voltage amplitude to compensate for the 

unbalance of active and reactive powers between parallel 

inverters. 
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Fig.  3. Schematic block diagram of a grid-connected three-phase inverter and 

its droop control technique

A. Droop Controller

 The block diagram of Fig.4 illustrates the simplified 

principle of a droop controller. The active power generated by 

the inverter is compared to its reference counterpart. The 

difference is multiplied by a frequency droop gain and 

subtracted from the grid nominal frequency to deduce the 

appropriate inverters’ frequency as shown in equation (4).  

𝜔𝑖 = 𝜔𝑖
∗ − 𝑚𝑖(𝑃𝑖 − 𝑃𝑖

∗)  (4) 

𝜔𝑖
∗is the nominal frequency of the AC microgrid. 𝑚𝑖 is the

frequency dropping gain. 𝑃𝑖   and 𝑃𝑖
∗ are the active power

provided by the ith inverter and its reference value, respectively. 

Similarly, the reactive power generated by the inverter is 

compared to its reference counterpart. The difference is 

multiplied by a voltage droop gain and subtracted from the grid 

nominal voltage to deduce the appropriate inverters’ output 

voltage as given in equation (5).  

𝑉𝑖 = 𝑉𝑖
∗ − 𝑛𝑖(𝑄𝑖 − 𝑄𝑖

∗)  (5) 

𝑉𝑖
∗is the nominal amplitude of the AC microgrid voltage. 𝑛𝑖 is

the voltage dropping gain. 𝑄𝑖   and 𝑄𝑖
∗ are the reactive power

provided by the ith inverter and its target value, respectively. 

Therefore, the variables computed in (4) and (5), are used to 

deduce the reference of the voltage provided by the inverter in 

the dq reference frame, that is, 𝑣𝑑
𝑟𝑒𝑓

  and 𝑣𝑞
𝑟𝑒𝑓

 as shown in Fig.

4. 

B. Virtual impedance concept

The virtual impedance concept consists in introducing a 

virtual impedance that provides a voltage droop in 𝑣𝑑
𝑟𝑒𝑓

  and

𝑣𝑞
𝑟𝑒𝑓

  computed by the droop controller. Considering a virtual

impedance 𝑍 with resistance 𝑅 and inductance 𝐿, the voltage 

droop is computed as given in equations (6) and (7).  
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Fig.  4.  The proposed droop control strategy 

𝑒𝑣𝑑 = 𝑅 𝐼𝑑 − w 𝐿 𝐼𝑞   (6) 

𝑒𝑣𝑞 = 𝑅 𝐼𝑞 + w 𝐿 𝐼𝑑   (7) 

𝑒𝑣𝑑 and 𝑒𝑣𝑞 are the voltage drops caused by the virtual

impedance and expressed in the dq reference frame. 

Considering this, the new voltage references that should be 

provided across the LC filter capacitors are computed as 

follows:  

𝑣𝑓,𝑑
∗ = 𝑣𝑑

𝑟𝑒𝑓
− 𝑒𝑣𝑑  (8) 

𝑣𝑓,𝑞
∗ = 𝑣𝑞

𝑟𝑒𝑓
− 𝑒𝑣𝑞  (9) 

𝑣𝑓,𝑑
∗ and 𝑣𝑓,𝑞

∗  are the references of the voltages across the LC 

output filter. The latter are generated by the inverter using a 

cascaded voltage and current loops as will be discussed in the 

following subsection. The block diagram of Fig.5 illustrates in a 

simplified manner the methodology of computing  𝑣𝑓,𝑑
∗ and 𝑣𝑓,𝑞

∗

using the virtual impedance concept. 

C. Inverter’s control using cascaded voltage and current loops

The output voltages across output filer capacitors should 

track perfectly their target references 𝑣𝑓,𝑑
∗  and 𝑣𝑓,𝑞

∗  computed by

droop controller and considering the virtual impedance concept. 

Two cascaded voltage and current controllers are therefore used 

as shown in the block diagram of Fig.6. The outer loop is 

dedicated for the control of the voltage cross the output filter 

capacitor. Its PI controllers generate the appropriate current 

reference for the inner loop, that is, the reference of the currents 

in the output filter inductor, namely 𝑖𝑓,𝑑
∗   and 𝑖𝑓,𝑞

∗ , respectively [3,

23]. The PI controllers of the inner loop compute in turn the 

appropriate control laws, i.e. the dq components of the voltage 

across the inverter’s terminals, namely 𝑣𝑖𝑛𝑣,𝑑 and 𝑣𝑖𝑛𝑣,𝑞,

respectively. To reduce the inner PI controller’s effort, the 

reference  of the voltage across the output filter capacitor is also 

added to the input of the current loop as depicted in Fig.6 [23]. 

Once the appropriate value of 𝑣𝑖𝑛𝑣,𝑑 and 𝑣𝑖𝑛𝑣,𝑞 are determined,

a pulse width modulator is used to provide the gate pulses for the 

power transistors as depicted in Fig.3. 
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IV- NUMERICAL SIMULATIONS

      Several simulations are conducted using a numerical model 

of an AC microgrid and two two-level voltage source inverters. 

All simulation parameters, including the power circuit and 

controllers are listed in Table I.  

A first test is carried out, where the system starts the 

operation in grid-connected mode. The nominal active power 

demanded by the passive load connected to the AC bus is set to 

40 kW.  After 0.3 s, the SW switch is activated to disconnect the 

AC microgrid from the grid. Moreover, the load demand is 

decreased from 40 kW to 20 kW. The references of the active 

powers for inverters 1 and 2 are set to  𝑃1
∗ = 30 Kw, and 𝑃2

∗ = 30

kW, respectively.  At the time t = 0.6s, that is, after 0.3 s of the 

island mode activation, an additional 15 kW load  is  connected 

to the AC microbus.  

Figs 7 a-b-c-d. shows the waveforms of the active and 

reactive powers obtained with the proposed controller and 

without using a virtual impedance. It is clear that the proposed 

method provides a perfect active power sharing under island 

mode. However, the reactive power-sharing without using a 

virtual impedance is poor because of the mismatch in the line 

impedances, where low frequency ripple is created in both the 

active and reactive powers. 

Figs. 8a and 8b, display the voltage across the LC output 

filter obtained with the proposed controller and without a virtual 

impedance.  Both control techniques can supply high-quality 

AC output voltage during the island mode. However, the 

conventional droop control without a virtual impedance 

significantly degrades the voltage quality during load changes. 

The voltage amplitude reaches 450 V during load changes, 

whereas with the proposed control method, the amplitude does 

not exceed 410 V during the abrupt load change.  Additionally, 

a smooth transition is achieved between the grid-connected and 

island modes. These outcomes confirm the high performance of 

the proposed droop control method with virtual impedance and 

its capability to achieve a smooth transition between the grid-

connected and island modes even under an abrupt change of the 

load connected to the AC microgrid.  

TABLE I SIMULATION PARAMETERS 

Symbol Description Value 

𝑃1
∗ Active Power set point for inverter 1 45 kW 

𝑃2
∗ Active Power set point for inverter 2 20 kW 

𝑉𝑎𝑐 AC bus voltage 311V 

𝑉𝑑𝑐 Voltage across the inverter’s DC terminals 750 V 

𝐿 LC Output filter inductance  6.3m H 

𝐶 LC Output filter capacitance 6.3m H 

L1 Inverter number1 output inductance 3  mH 

L2 Inverter number 2 output inductance 15µF 

R1 Inverter 1 output resistance 0.1Ω 

𝑅2 

𝑍1 

𝑍2 

Inverter 2 output resistance 

Line impedance inverter1 

Line impedance inverter2 

0.2Ω 

0.64+j0.094 

0.5+j0.0816 

N Frequency drooping gain 1 ∗ 10−5 r/s/W

M Voltage drooping gain 2 ∗ 10−4 r/s/W

𝑓𝑜  Frequency set point 50 Hz 

𝐾𝑃 , 𝐾𝐼 

𝐾𝑃 , 𝐾𝐼 

𝐿𝑉𝑖, 𝑅𝑉𝑖 

Parameters of the conventional 

controller of the voltage controller  

Parameters of adaptive virtual impedance 

Parameters of the conventional 

controller of the current controller  

Parameters of adaptive virtual impedance 

30, 1 

28,0.2 

1× 10−3, 0.01 

(a)

(b)



(c)

(d)

Fig. 7.  Obtained waveforms of the (a) active power with the proposed controller 

(b) active power without using a virtual impedance (c) reactive power with the 
proposed controller (d) reactive power without using a virtual impedance. 

(a) 

(b) 

Fig. 8. Voltage across the LC output filter obtained with  (a) conventional droop 

control without a virtual impedance (b) the proposed controller  

Fig. 9 shows the circulating current obtained with the 

proposed controller. Basically, the circulating current ranges 

between - 0.5 A and + 0.5 A. However, the proposed controller 

is capable of keeping this current within a narrower interval 

varying from  - 0.1 A to 0.1 A. At the instant of disconnection 

from the AC grid and load change, the circulating current 

amplitude has increased up to 0.4 A during the first fundamental 

period of the grid frequency. However, thanks to the proposed 

controller's high performance, the current's amplitude is 

mitigated and kept within the range of ± 0.1 A. It is also clear 

that the current remains practically unchanged even under an 

abrupt increase of the load occurred at time t = 0.6 s.   

Fig .9.  Circulating current under load change obtained with the proposed 

controller 

V- CONCLUSION

This paper proposed an enhanced droop controller with 

virtual impedance and cascaded voltage and current control 

loops for voltage source inverters connected to an AC microgrid 

operating in island mode. The paper’s main contribution is the 

integration of the proposed controller in the inner current loops 

to achieve a fast dynamic response and higher accuracy. The 

obtained simulation results confirm the effectiveness of the 

proposed method, which provides an accurate active and 

reactive power-sharing. Moreover, the circulating current is 

reduced effectively.  
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Abstract—This paper proposes an optimized hybrid nearest 

level-carrier based pulse width modulation (PWM) strategy for 

binary asymmetric cascaded H-bridge (CHB) multilevel 

inverter applicable for high power photovoltaic (PV) systems. 

The binary asymmetric CHB topology requires only one 

isolated PV source in each phase irrespective of the number of 

submodules present. This paper investigates the effect of 

hybridization of low frequency nearest level PWM and high 

frequency carrier based PWM methods on the multilevel 

inverter topology specifically in terms of power loss 

distribution and voltage harmonic distortion. A particle swarm 

optimization based hybrid PWM technique has been proposed 

to optimally hybridize the PWM techniques depending on the 

operating modulation index in order to minimize the power 

loss incurred in the multilevel inverter and to maintain the 

voltage harmonic distortions within grid code standard at the 

same time. The optimized hybrid PWM controlled photovoltaic 

multilevel inverter has been simulated for different modulation 

indices and the simulation results justify the effectiveness of the 

proposed PWM strategy. 

Keywords—photovoltaic multilevel inverters, asymmetric 

CHB inverter, particle swarm optimization, power loss 

distribution, harmonic distortion.  

I. INTRODUCTION 

The electricity generation by photovoltaic (PV) sources 
has increased significantly over the last few years and this 
has enhanced interest in integration of PV source to electrical 
utility grid at high power levels. This has motivated the 
researchers to investigate the operation of medium/high 
voltage high power photovoltaic inverters during different 
incidents of operation and to achieve an improved power 
capture capability during certain PV heterogeneous 
conditions like partial shading, module mismatch etc. [1]. 

In recent times, several multilevel inverter topologies 
have gained popularity as high power photovoltaic inverters. 
Among the developed topologies, the symmetric cascaded H-
bridge multilevel inverters (SCMLI) and asymmetric 
cascaded H-bridge multilevel inverters (ACMLI) are very 
popular in high power system applications because of their 
simple and modular structure, ease of control, fault tolerant 
capability etc. The SCMLI and ACMLI topologies are 
similar in structure, the only difference between these 
topologies is the magnitude of isolated DC voltage sources. 
While the SCMLI employs the isolated DC voltage source of 
equal magnitude for all the H-bridge cells, the ACMLI uses 
the isolated DC voltage sources of different values in the H-

bridge cells. ACMLIs require lesser number of isolated DC 
voltage sources as compared to SCMLIs and produce higher 
number of voltage levels at it’s output [2].  

A continuous effort has been made to figure out the 
suitable PWM strategy for ACMLIs for high power 
applications. Although the nearest level PWM (sometimes 
referred as staircase modulation) has been a good choice for 
the ACMLIs because it makes the output voltage to contain 
higher number of levels and the H-bridge cell having the 
highest magnitude of isolated DC voltage source to operate 
at lowest switching frequency which reduces oscillations in 
the power delivered by the highest voltage fed H-bridge cell 
[3], the power distribution among the H-bridge cells become 
non-linear and depending on the modulation index of 
operation, one cell can supply power while another cell can 
consume power [4]-[6]. On the other hand, level shifted 
multi-carrier based PWM techniques are natural sampling of 
a single modulating or reference waveform (typically being 
sinusoidal) with several carrier signals (typically being 
triangular waveforms). This PWM scheme enhances the 
harmonic profile of the multilevel inverter output voltage 
waveform and reduces the total harmonic distortion (THD). 
However, the rise in switching transitions increases the 
switching loss of the inverter [7]-[8]. 

This paper proposes a particle swarm optimization (PSO) 
based hybrid PWM technique to optimally get the 
advantages of nearest level and multi-carrier based PWM 
techniques. The multilevel inverter considered for this study 
is a binary ACMLI having only one isolated DC voltage 
source in each phase and the remaining submodules in a 
phase being fed by self-balanced floating capacitors [9]. The 
floating capacitors have been naturally balanced to desired 
voltage levels at steady-state by the principle of level 
doubling network [10]. 

The remaining sections of the paper has been organized 
as follows, Section II explains the schematic diagram of the 
system. Section III discusses the effect of hybridization of 
nearest level and carrier based PWM techniques in terms of 
power loss distribution and voltage harmonic distortions. 
Section IV presents the proposed PSO based optimized 
hybrid PWM method. The simulation results of the 
multilevel inverter modulated by the proposed PWM 
technique for different modulation indices have been 
discussed in Section V. Section VI concludes the paper.  
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II. SYSTEM DESCRIPTION

The multilevel inverter topology considered for the 
analysis has been shown in Fig. 1. The inverter circuit 
consists of individual H-bridge units which are connected in 
cascade to form a particular phase leg; the DC link voltage of 

i-th H-bridge unit is 2𝑖−1𝑉𝐷𝐶 where 𝑖 ∈ 1,2, … 𝑁 and 𝑁 is the
number of H-bridge units in a particular phase leg and 𝑉𝐷𝐶 is
the DC link voltage of the H-bridge unit with the lowest
voltage rating. The inverter topology therefore forms the
structure of asymmetric cascaded H-bridge based multilevel
inverter (ACMLI) with binary asymmetric ratio. The unique
feature of this topology is the requirement of only one DC
voltage source per phase and the remaining H-bridge units
are supplied by floating capacitors.

 In each phase, the H-bridge cell supplied from DC 
voltage source has been termed as “Main H-bridge cell” 
while the remaining H-bridge cells which are supplied from 
floating capacitors have been named as “Auxiliary H-bridge 
cells”. The floating capacitors of these auxiliary H-bridge 
units have the self-balancing capability based on level 
doubling network (LDN) principle [10].  

The circuit configuration as shown in Fig. 1. produces 
nine voltage levels at inverter output phase and hence 
seventeen voltage levels at inverter output line-to-line at 
unity modulation index. Fig. 2 shows the nine voltage levels 
generated at the inverter output phase with each of the 
voltage levels being numbered from ‘0’ to ‘8’ where ‘0’ 
being the negative peak level and ‘8’ being the positive peak 
level. The higher number of voltage levels improve the 
inverter output voltage and current waveform qualities by 
reducing the harmonic distortions at or near the unity 
modulation index of operation. However, when the 
modulation index becomes less (under-modulation region) or 
it becomes more than unity (over-modulation region), several 
lower order harmonic components have been introduced in 
the inverter output voltage and current waveforms.   

III. HYBRIDIZED NEAREST LEVEL-CARRIER BASED PULSE

WIDTH MODULATION TECHNIQUE 

This section analyses effect of hybridization of nearest 
level pulse width modulation (NLPWM) and level shifted 

Fig. 2. Waveform showing the number of levels generated by the MLI 
output phase voltage at unity modulation index in a complete cycle.  

multiple carrier based pulse width modulation (CBPWM) 
techniques on different aspects of the multilevel inverter 
(MLI) specifically power loss distribution of the MLI system
and harmonic distortions present in MLI output voltage and
current waveforms.

A. Effect of Hybridization on Power Loss Distribution

The power semi-conductor devices present in the MLI
structure cause power dissipation in these semi-conductor 
devices mainly during it’s conduction state and it is known 
as the conduction loss, while power loss occurring during it’s 
switching instants (turn ON & OFF) is known as the 
switching loss. The switching and conduction losses 
contributed by a power semi-conductor device are mainly 
calculated in terms of energies as follows,   

Turn ON energy loss, 𝐸𝑠𝑤,𝑂𝑁 = ∫ 𝑣𝑠𝑤,𝑂𝑁𝑖𝑠𝑤,𝑂𝑁𝑑𝑡
𝑇𝑠𝑤,𝑂𝑁

0

Turn OFF energy loss, 𝐸𝑠𝑤,𝑂𝐹𝐹 = ∫ 𝑣𝑠𝑤,𝑂𝐹𝐹𝑖𝑠𝑤,𝑂𝐹𝐹𝑑𝑡
𝑇𝑠𝑤,𝑂𝐹𝐹

0

where, 𝑣𝑠𝑤,𝑂𝑁  & 𝑣𝑠𝑤,𝑂𝐹𝐹  are turn ON and OFF voltages

across a power semi-conductor device; 𝑖𝑠𝑤,𝑂𝑁 & 𝑖𝑠𝑤,𝑂𝐹𝐹  are

turn ON and OFF currents flowing through a power semi-
conductor device; 𝑡𝑠𝑤,𝑂𝑁  & 𝑡𝑠𝑤,𝑂𝐹𝐹  are turn ON and OFF

times of a power semi-conductor device during a switching 
transition. 

The total switching loss incurred in the MLI system can 
therefore be obtained as follows, 

Fig. 1. Schematic diagram of binary asymmetric cascaded H-bridge based multilevel inverter topology with single PV source in each phase leg. 



 

𝑃𝑠𝑤 =

𝑁𝑓𝑠𝑤 {∫ 𝑣𝑠𝑤,𝑂𝑁𝑖𝑠𝑤,𝑂𝑁𝑑𝑡
𝑇𝑠𝑤,𝑂𝑁

0
+ ∫ 𝑣𝑠𝑤,𝑂𝐹𝐹𝑖𝑠𝑤,𝑂𝐹𝐹𝑑𝑡

𝑇𝑠𝑤,𝑂𝐹𝐹

0
}

(1) 

where, 𝑁  is the total number of power semi-conductor 
devices in the inverter circuit, 𝑓𝑠𝑤 is the switching frequency
of the inverter. 

The total conduction loss incurred in the MLI system can 
similarly be obtained as follows, 

𝑃𝑐𝑜𝑛𝑑 = 𝑁𝑓 ∫ 𝐼𝑟𝑚𝑠
2 𝑅𝐶𝐸,𝑂𝑁𝑑𝑡

𝑇𝑐𝑜𝑛𝑑

0
 (2) 

where, 𝐼𝑟𝑚𝑠 is rms value of the current through the device
during it’s conduction state; 𝑅𝐶𝐸,𝑂𝑁  is the device (IGBT)

ON state resistance; 𝑇𝑐𝑜𝑛𝑑 is conduction time of the device

The effect of hybridization of NLPWM and CBPWM 
techniques in terms of power loss distribution of the MLI 
have been shown in Figs. 3 and 4. Referring to Fig. 2, 𝑥 pu 
( 𝑥 ∈  {0,0.25,0.5,0.75,1}) NLPWM/CBPWM region has 
been defined w.r.t. maximum inverter output phase voltage 
being normalized to 𝑉𝐷𝐶 in positive half cycle as follows,

NLPWM/CBPWM region of 𝑥 pu = 

 

Inverter output phase voltage level till xVDC  being modulated by NLPWM/CBPWM

𝑉𝐷𝐶

 (3) 

It is important to mention w.r.t. Eqn. (3) that for 𝑥  pu 
NLPWM region, the remaining voltage levels i.e., from 
(𝑥 + 0.25)𝑉𝐷𝐶 to 𝑉𝐷𝐶 will be generated by CBPWM method
and similarly for 𝑥  pu CBPWM region, the remaining 
voltage levels will be generated by NLPWM method. 

Figs. 3(a)-(c) demonstrate the effect on power loss 
distribution of the MLI system when the level of NLPWM 
technique has been increased from 0 to 1 pu and Figs. 3(d)-
(f) show the effect when the level of CBPWM technique has
been increased from 0 to 1 pu. The switching loss has been
observed to decrease with increase in the level of NLPWM
scheme (Fig. 3(a)) and it decreases sharply when NLPWM
region is in the range between 0.75 to 1 pu (i.e., positive and
negative peak voltage levels). The conduction loss however
remains unaffected by level of hybridization and depends
only on the load power-factor angle of operation. These
cumulatively affect the converter efficiency to increase with
increase in NLPWM region and also makes it dependent on
the load power-factor angle. The switching and conduction

(a)   (b)    (c) 

(d)    (e)    (f) 

Fig. 3. Variation of (a) Total switching loss, (b) Total conduction loss and (c) Converter efficiency w.r.t. load pf angle and NLPWM region & variation 

of (d) Total switching loss, (e) Total conduction loss and (f) Converter efficiency w.r.t. load pf angle and CBPWM region for the inverter operating at 

unity modulation index. 

(a) (b)  

Fig. 4. Variation of inverter line voltage THD w.r.t. load pf angle and (a) NLPWM region & (b) CBPWM region  for the inverter operating at unity 

modulation index. 



Fig. 5. Flowchart showing algorithm for PSO based optimized hybrid 

nearest level-carrier based pulse width modulation technique. 

losses have been observed to increase and decrease 
respectively when the level of CBPWM is increased from 0 
to 1 pu (Figs. 3(d) and (e)) with the most significant region 
is between 0.75 to 1 pu (i.e., positive and negative peak 
voltage levels). 

B. Effect of Hybridization on Harmonic Distorsions

The level of hybridization of NLPWM and CBPWM
techniques has an impact on non-fundamental harmonic 
contents present in the inverter output phase and line-to-line 
voltage waveforms. Fig. 4 demonstrates the effect of 
hybridization on the inverter output line voltage THD. With 
increase in NLPWM region from 0 to 1 pu (Fig. 4(a)), the 
line voltage THD increases and the maximum slope of 
increment occurs when NLPWM region is in the range 
between 0.75 to 1 pu (i.e., positive and negative peak 
voltage levels). On the other hand, the line voltage THD has 
been seen to decrease when CBPWM region increases from 
0 to 1 pu (Fig. 4(b)) and the maximum slope of decrement 
occurs when CBPWM region increases from 0.75 to 1 pu 
(i.e., positive and negative peak voltage levels).   

IV. PARTICLE SWARM OPTIMIZATION BASED HYBRIDIZED 

NEAREST LEVEL-CARRIER BASED PULSE WIDTH 

MODULATION TECHNIQUE 

As observed in the previous section, there are 
contradictory effects of hybridization level of NLPWM and 
CBPWM methods on the inverter switching loss and output 
line-to-line voltage THD and therefore an optimized level of 
hybridization can be formulated depending on the 
modulation index of operation. Also, since it is very difficult 
to mathematically construct a general expression for the 
different inverter parameters like, switching loss, voltage 
harmonic distortions etc. over entire modulation index range 
an optimization technique perfectly positions itself to 
optimize the abovementioned parameters. A Particle Swarm 
Optimization (PSO) based optimization method has 
therefore been implemented to obtain a hybrid nearest level 

Fig. 6. Optimization result showing the solution of hybridization factor (ℎ) 
w.r.t. modulation index.

(NL)-carrier based (CB) pulse width modulation technique 
to optimize the switching loss incurred by the multilevel 
inverter system and maintain the inverter line voltage THD 
within the grid code standard [11] at the same time. The 
hybridized NL-CB PWM technique has been formulated by 
hybridizing the positive and negative peak voltage levels of 
the inverter output phase voltage waveform and modulating 
the other voltage levels by CBPWM technique, the 
percentage of hybridization of NLPWM and CBPWM 
techniques in these voltage levels of the inverter output 
phase has been determined by the PSO method depending 
on the modulation index of operation. 

The flowchart of PSO algorithm has been shown in Fig. 
5. The algorithm starts with the particles having specific
population size and dimensionality and each of them has
initial position and velocity. The fitness value corresponding
to each particle has been calculated based on the fitness
function as defined below,

𝐹𝐹 = (
(0.1𝑃𝑐𝑜𝑛𝑑−𝑃𝑠𝑤)

𝑃𝑐𝑜𝑛𝑑
)

2

+ (
𝑇𝐻𝐷𝑙𝑖𝑚𝑖𝑡−𝑉𝐿𝑖𝑛𝑒,𝑇𝐻𝐷

𝑉𝐿𝑖𝑛𝑒,𝑇𝐻𝐷
)

2

 (4) 

where, 𝑃𝑐𝑜𝑛𝑑  and 𝑃𝑠𝑤  are total conduction and switching
losses incurred by the multilevel inverter system, 𝑇𝐻𝐷𝑙𝑖𝑚𝑖𝑡  is
the inverter output line voltage THD limit as given by the 
grid code standard [11] and 𝑉𝐿𝑖𝑛𝑒,𝑇𝐻𝐷  is the calculated

inverter output line voltage THD.  

The objective function for the optimization therefore is to 
find an optimal solution of hybridization factor (ℎ ) or ℎ 
factor that minimizes the fitness function as defined in Eqn. 
(3) and therefore,

𝑂𝐹 = 𝑚𝑖𝑛⏟
ℎ

{(
(0.1𝑃𝑐𝑜𝑛𝑑−𝑃𝑠𝑤)

𝑃𝑐𝑜𝑛𝑑
)

2

+ (
𝑇𝐻𝐷𝑙𝑖𝑚𝑖𝑡−𝑉𝐿𝑖𝑛𝑒,𝑇𝐻𝐷

𝑇𝐻𝐷𝑙𝑖𝑚𝑖𝑡
)

2

} 

subjected to, 0 ≤ ℎ ≤ 1  (5) 

The optimal solution of ℎ factor w.r.t. modulation index 
has been shown in Fig. 6. The range of modulation index for 
convergence of the optimization is [0.63, 1.29] which means 
the MLI structure can be modulated by the proposed PWM 
technique for the abovementioned modulation index range of 
operation.  

V. RESULTS AND DISCUSSION

The proposed PSO based optimized hybrid NL-CB PWM 
modulated multilevel inverter (MLI) system has been 
simulated in MATLAB/Simulink to investigate it’s operation 
under different modulation indices. Referring to Fig. 1, the 
MLI structure has three cascaded H-bridge cells in each 
phase with the binary asymmetric ratio of 4:2:1 and therefore 
the inverter can generate nine and seventeen voltage levels in 



Fig. 7. Simulation results showing inverter output (a) phase voltage 
waveform and (b) its FFT analysis, (c) line voltage waveform and (d) its 

FFT analysis, (e) line current waveform and (f) its FFT analysis for the 

multilevel inverter operating with proposed PWM technique at modulation 
index = 1. 

it’s output phase line-to-line respectively at unity modulation 
index. However the number of voltage levels will decrease if 
the modulation index reduces from unity. 

Fig. 7 illustrates the inverter operation under unity 
modulation index when it has been controlled by the 
proposed optimized hybrid NL-CB PWM technique. From 
Fig. 7(d) it can be observed that the line voltage THD 
remains within 5% (4.81% for Fig. 7(d)) and therefore 
maintains the grid-code standard [11] although the phase 
voltage THD becomes 8.96% (Fig. 7(b)). The fulfilment of 
grid code standard for the inverter line voltage also ensures 
that the inverter line current THD remains within 5% (2.68% 
for Fig. 7(f)) which satisfies IEEE 519 grid code standard 
[12].   

The performance of the MLI has also been investigated 
for 0.8 modulation index (under-modulation) and the 
simulation results have been shown in Fig. 8. It is important 
to note that as the modulation index reduces from unity, the 
number of voltage levels produced at the inverter output 
phase and line become less. For modulation index of 0.8, the 
MLI now generates seven (i.e., level numbers ‘1’ to ‘7’ 
according to Fig. 2) and thirteen voltage levels at it’s output 
phase and line respectively (Figs. 8(a) and 8(c)) which 
deteriorates the waveform quality and injects significant 
lower order harmonic components in the inverter output 
voltage and current waveforms. Therefore, the ℎ  factor 
required to maintain the line voltage THD within the grid 
code standard becomes more as compared to the unity 
modulation index case which is evident from Figs. 7(a) and 
8(a). With the MLI being modulated by proposed PWM, it 
generates line-to-line voltage with THD of 4.41% (Fig. 8(d)) 
and line current with THD of 3.59% under (Fig. 8(f)) which 
satisfy both the grid code standards [11]-[12].  

Fig. 8. Simulation results showing inverter output (a) phase voltage 
waveform and (b) its FFT analysis, (c) line voltage waveform and (d) its 

FFT analysis, (e) line current waveform and (f) its FFT analysis for the 

multilevel inverter operating with proposed PWM technique at modulation 
index = 0.8. 

Fig. 9. Simulation results showing inverter output (a) phase voltage 

waveform and (b) its FFT analysis, (c) line voltage waveform and (d) its 

FFT analysis, (e) line current waveform and (f) its FFT analysis for the 
multilevel inverter operating with proposed PWM technique at modulation 

index = 1.2. 

The MLI performance under 1.2 modulation index (over- 
modulation) has been verified in simulation and the results 
have been demonstrated in Fig. 9. With the proposed PWM 
technique the line voltage THD becomes 4.82% (Fig. 9(d)) 
which remains within the grid code limit [11] and the line 
current THD becomes 3.84% (Fig. 9(f)) which satisfies the 
grid code standard [12].   

  (a)    (b) 

  (c)    (d) 

  (e)    (f) 

  (a)    (b) 

  (c)    (d) 

  (e)    (f) 

  (a)    (b) 

  (c)    (d) 

  (e)    (f) 



 

A. Comparative Study of the Proposed PWM Technique

with the Conventional PWM Techniques

The comparison of the proposed PWM scheme with the
standard NLPWM and CBPWM schemes on the basis of 
power loss incurred in the system has been shown in Fig. 
10. The switching loss of the inverter becomes minimum
with the NLPWM method and remains unaffected with
change in modulation index of the inverter (Fig. 10(a)). The
proposed PWM method results in reduced inverter
switching loss as compared with the CBPWM method
within the speciefied modulation index range, the maximum
reduction in switching loss being 55.654% when the MLI
operates at modulation index of 0.96. The conduction loss
incurred by the inverter remains unaffected by the applied
modulation technique and increases linearly with increase in
modulation index (Fig. 10(b)). As a result, difference in the
total converter loss because of these modulation schemes
has been mainly dictated by the switching loss contribution
(Fig. 10(c)) and hence the converter efficiency with the
proposed PWM technique becomes higher than the
CBPWM method.

VI. CONCLUSION

This paper proposes a particle swarm optimization 
(PSO) based optimized hybrid PWM technique for binary 
asymmetric cascaded H-bridge multilevel inverter (MLI) 
targeted for photovoltaic applications. The binary 
asymmetric cascaded H-bridge MLI requires only one 
isolated DC voltage source per phase. The proposed PWM 
method reduces the inverter power loss incurred and 
maintains the inverter output line voltage THD within the 
grid code limit at the same time. The MLI operation has 
been investigated to obtain the most effective region of 
hybridization of nearest level and carrier based modulation 
techniques at unity modulation index. The PSO based 
optimization method produces the optimal hybridization 
factor or ℎ factor for the proposed method by considering 
the inverter switching loss and output line voltage THD in 
it’s objective function. The effectiveness of the proposed 
PWM method has been verified in simulation for different 
modulation index values. It has been observed that the 
optimal ℎ factor ensures that the inverter output line voltage 
and current THDs maintain their respective grid code limits 
within specified modulation index range. The power loss 
dissipated in the proposed PWM controlled MLI system has  

 

also been compared with the standard techniques to justify 
it’s power loss optimization capability.   
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Fig. 10. Simulation results showing comparison between the proposed optimized hybrid NL-CB PWM with NLPWM and CBPWM techniques in terms of 

(a) Switching loss, (b) Conduction loss, (c) Total converter loss and (d) Converter efficiency at different modulation indices.
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Abstract— This paper proposes an artificial neural network 

(ANN) based auto-tuned PI compensator to enhance the 

dynamic response of the DC-link voltage in a grid-connected 

voltage source converter (GVSC). The converter’s model is 

linearized using the Jacobian method and the optimized 

parameters of the PI compensator for many local operation 

regions are determined. The collected data are thereafter used 

as features and target for the learning process of an ANN. Two 

ANN structures are designed; first only one input is used, that 

is, the reference of the DC-link voltage.  In the second case, an 

additional input is added, that, is the active component of the 

grid current. The auto-tuned PI compensator with optimized 

parameters provided by the ANN is tested with numerical 

simulations conducted on a GVSC operating as an active 

rectifier. The results show that the ANN based auto-tuned PI 

compensator provides a better dynamic response of the DC-link 

voltage than the conventional PI controller, that is a lower 

settling time with practically no overshoot.  

Keywords— Grid-connected voltage source converter 

(GVSC), artificial neural network (ANN), artificial intelligence 

(AI), power quality, battery charger, renewable energy.  

I. INTRODUCTION 

Grid-connected voltage source converters (GVSC) are 

versatile devices that enable a flexible and bidirectional 

energy transfer between an AC grid and various types of DC 

loads or generators as depicted in Fig.1. Moreover, they are 

able to inject high quality AC currents in the grid with a 

controllable displacement factor. These salient features have 

pushed for their large integration in renewable energy 

systems such as wind and solar energies, where they operate 

as voltage source inverters. Their use as battery chargers for 

electrical vehicles, where they operate as voltage source 

rectifiers is expected to rapidly increase in a few years, thanks 

to the growth of EV market worldwide. In recent years, they 

have become a key element in hybrid microgrids, where they 

ensure the electric connection between the AC and DC buses. 

Besides, there exist many other attractive usages of GVSC 

such as active filters, static compensators, etc [1].  

Even though GVSC provide high quality of AC and DC 

waveforms, the design and tuning of the DC-link voltage loop 

is still a challenging task to achieve a fast dynamic response 

because of its non-linear behavior. Indeed, in many 

applications such as single-stage PV conversion systems, 

battery chargers, etc, the GVSC should operate with a 

variable DC-link voltage and provides a efficient tracking of 

the target reference. Moreover, the DC-link voltage is 

vulnerable to grid-voltage sags that may lead to important 

overshoots and oscillations.  

Various control strategies have been developed over the 

past years to handle this problem. Conventional PI 

compensator-based voltage-oriented control (VOC) strategy 

is still popular due to its implementation simplicity and its 

capability to provide high quality of DC and AC output 

signals in steady state conditions. However, it suffers from a 

slow dynamic response since it is mainly dedicated to control 

linear systems. Many non-linear and advanced control 

strategies have been proposed to overcome the limitation of 

the conventional PI compensator. In [2], the feedback 

linearization (FL) control technique is used. However, the FL 

is vulnerable to the system’s parameters variation and needs 

a precise knowledge of the converter’s model. Adaptive 

control is applied in [3] [4] [5]. However, this technique 

needs complex computation to determine the system’s 

parameters, which increases the computational burden in 

real-time implementation. Model predictive control was 

proposed in [6] [7]. This technique enables a fast dynamic 

response, however, it still needs many improvements to 

enhance its vulnerability to system’s parameters variation and 

measurement noise. Sliding mode control (SMC) technique 

was proposed in [8]. Though this technique is robust, 

however, it suffers from the problem of chattering and non-

constant switching frequency, which complicates the design 

of the AC filter. Few artificial intelligence (AI) based control 

methods have already been proposed [9]. For instance, in 

[10], a fuzzy- PI controller is used to stabilize DC-link 

voltage of a d-STATCOM.  In [11], the authors used an ANN 

that approaches the behavior of a sliding mode controller.  In 

[12], a type-2 fuzzy neural network (T2FNN) controller is 

designed to control the DC- link voltage of a PWM rectifier 

and the d-q-components of the grid currents. This method 

uses six layers, which increases the complexity of its 

implementation. In [13], the authors proposed an artificial 

neural network (ANN) based intelligent input-output 

feedback linearization (IOFL) control technique for a single-

phase nine-level grid-connected packed E-cell inverter 

(PEC9). The Artificial bee colony (ABC) is used to perform 

an unsupervised learning of the ANN, without any need of 

training data or a reference model. In [14] , the authors used 

a feedforward ANN with a particle swarm optimization 

(PSO) algorithm to update online the cost function 

parameters of a constrained predictive controller for a grid-

tied voltage source converter.   
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generators  

Motivated by the benefits that AI can bring to the control 

of power converters, this paper proposes an ANN based auto-

tuned PI compensator to enhance the dynamic response of the 

DC-link voltage in a GVSC. Two different structures of

ANNs have been designed using only the reference of the

DC-link voltage as feature or by adding a second input, that

is, the active component of the grid current. The ANNs are

trained off-line to estimate the optimized parameters of the PI

compensator for the DC-Link voltage loop. The supervised

learning was carried out using a dataset including different

operation points of the converters’ linearized model.

Simulations results confirm the effectiveness of the proposed

method, where a faster dynamic response is achieved as

compared to the conventional PI compensator.

This paper is organized as follows; in section 2, the 

modeling and designed procedure of the optimized PI 

parameters are presented in detail. The training of the 

proposed ANNs is performed in section 3. Simulation results 

are provided and discussed in section 4. Finally, some 

concluding remarks are provided in section 5.   

II. MODELING AND DESIGN OF CONVENTIONAL PI

COMPENSATORS FOR GVSC 

The power circuit of the 2-level VSC connected to the 

grid through a first-order filter is depicted in Fig.1. The DC 

terminals of the converter may be connected to various 

systems such as conventional passive loads, batteries, PV 

generators, The DC terminal of voltage source inverters fed 

by a wind turbine system, DC grid, etc. The control principle 

remains almost the same for all aforementioned systems 

expect the sign of active power transfer between the DC and 

AC sides of the converter.  Indeed, for active rectifier or 

battery charge applications, the active power is transferred 

from the AC grid to the DC bus. As for renewable energy 

applications, the active power transfer is performed from the 

DC bus to the AC grid. In all cases, the converter should 

provide a regulated DC-link voltage (��� ) with minimum

ripple and sinusoidal grid currents ( ��� , ��� , ���)  with a

controllable input displacement factor.  

Based on the power circuit of Fig.1, assume the power 

switches are ideal and neglecting the power loss of the filter 

and converter, the dynamics of the DC-link voltage and   grid 

currents can be expressed in a dq synchronous reference 

frame as given in equation (1). The state variables are the 

direct and quadrature components of the grid currents ( ���,��
) and DC-link voltage ��� . The control laws are the direct

and quadrature components of the voltages across the AC 

terminals (�� ,�
). In addition, (���, ��
) are the direct and

quadrature components of the grid voltages, respectively. �
is the current flowing through the DC-load or generator. � is

the grid velocity. ��� is the DC-link capacitance.

⎩⎪⎪⎨
⎪⎪⎧ ������ = − �� ��� + ���
 + 1� ���� − ������
�� = − �� ��
 − ���� + 1� ���� − �
� ������ =  32 ���  ������ + ��
��
��� ! − ����

 (1)
The GVSC’s model includes cross couplings between 

the currents  ���  and ��
  because of terms ���
  and −����
that appear in their respective dynamics. The model is also 

non-linear due to the term 1 ���⁄  found in the dynamics of

the DC-link voltage. First, two modified control-laws are 

used as follows: $� = ����
 + ���� − ���   and $
 =−����� + ���
 − �
�. A modified state space model of the

GVSC is therefore obtained:

⎩⎪⎪⎨
⎪⎪⎧ ������ = − �� ��� + 1� $����
�� = − �� ��
 + 1� $
 ������ =  32 ���  ������ + ��
��
��� ! − ����

 (2)
A local linearization is thereafter performed in the 

neighborhood of the equilibrium point (%&, $&) ='���& ��
& ���& $�& $
&() . Applying the Jacobian

method, the dynamics of the linearized system is obtained: 

⎩⎪⎪⎪
⎨⎪
⎪⎪⎧ ��� ∆��� = − �� ∆��� + 1� ∆$�  ��� ∆��
 = − �� ∆��
 + 1� ∆$
  ��� ∆��� = 3 ���2 ������& ∆��� + 3 ��
2 ������& ∆��
   − 32 ���  + ������& + ��
��
&���&, - ∆���

 (3)
Consider now introducing a PI compensator for each 

inner current control loop. The equivalent block diagram of 

the closed-loops for the active and reactive currents is 

depicted in the schema of Fig.2. ./(0�
)
 and .0(0�
)

 are the

proportional and integral gains of the PI compensators, 

respectively. We considered also the linearized transfer 

function of the SPWM block, where, 1�  is the static gain of

the converter set to unity for a linear sine-triangle modulation. 234567284567  is the first- order Padé approximation, which linearizes

the delay (�356 69 ) caused by the SPWM block; the latter is

equal to half the switching period :4. The appropriate gains

of the PI compensators can therefore be deduced from the 

open-loop transfer function by imposing the phase margin 

(PM) and bandwidth (BW) of the closed-loop system which 

yields: 



⎩⎪⎪
⎨⎪
⎪⎧./(0�
) = �&(0�
)1��; <1 + =�� �&(0�
)>,?1 + @tan @DE(0�
) − F2 + :42 + GHI�GJ =�� �&(0�
)>KK,!

.0(0�
) = ./(0�
)�&(0�
) tan   DE(0�
) − F2 + �&(0�
) :42 + arctan �� �&(0�
)!!
 (4)
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Fig. 2. Inner control loops for ���  and ��

Considering that the BW should be small enough as 

compared to the switching frequency (fs), and a PM varying 

from 45° to 60°, we adopted a cross over frequency �&(0�
)=750 HG�/S  for a fs set to 5kHz and DE(0�
) = 60°
[2]. With regard to the system’s parameters reported in Table 

1, the compensator gains are deduced from equation (4) : ./(0�
) = 6.46  and .0(0�
) = 2.89 10X.  As for the design of

the DC-link loop PI compensator’s gains, we first define the 

open-loop transfer function between the dynamics of  ∆���
and ∆���, which is the control-law for this loop. The transfer

function is deduced from equation (3) and considering the 

rotating reference frame is synchronized with the grid 

voltage, that is, ��
 = 0:∆��� ∆��� = 3 ������&2 ���  ���&,  S + 3 ��� ���&  (5)
Similarly, as done with the current loops, the gains of the 

PI compensator are computed as shown in equation (6) and 

considering the target cross over frequency �&(YZ[)
and phase

margin DE(YZ[) . Basically, the bandwidth of the DC-Link

voltage loop should be lower-enough as compared to the 

current loop to avoid the appearance of the DC-link voltage 

ripple in the waveform of the grid current reference [2] [3]. 

In this paper, �&(YZ[)
is set to one tenth of �&(0�
) , that is,�&(YZ[) = 2F. 5 HG�/S.  Considering this, the optimized gains.0(YZ[)

 and ./(YZ[)
 given in equation (6) are not constant.

Indeed, there is a large dependence on the value of the DC-

link voltage and grid current. This implies that optimized 

dynamic performance is achieved only when the converter is 

operating near the point where the optimized gains are 

designed. 

III. ANN BASED INTELLIGENT PI COMPENSATOR FOR THE DC-

LINK VOLTAGE 

To achieve an optimized dynamic performance of the 

DC-link voltage, the parameters of its PI compensator need

to be updated upon the operating point of the converter. Two

multilayer ANNs with different input neurons are designed to

determine the optimized parameters of the PI compensator.

A. Dataset design

The first ANN (ANN1) uses only the reference of the

DC-link voltage as feature. The targets are ./(YZ[)
  and.0(YZ[)

. The input dataset is built by varying the reference of

the DC-link voltage (\��]^_
) from 200 V to 600 V with a step

of 5 V. The target dataset, that is, the appropriate values of ./(YZ[)
 and `0(YZ[)

 is deduced from equation (6), while setting��� constant.

The second ANN (ANN2) uses an input layer that 

consists of the reference of the DC-link voltage and the grid 

current active component ���. The input data set is built by

varying \��]^_
 in a similar manner as the previous case. As for���, we consider the operation range from 4 A to 12 A with a

step change of 0.1 A. The output dataset is determined by 

computing the appropriate gains ./(YZ[)
 and `0(YZ[)

 using

equation (6), for different values of \��]^_
and ���.

B. ANN structure and training methodology

Fig. 3 illustrates the structure of ANN2. The input array

consists of the two features, that is, the voltage \��]^_
 and the

current ��� . The hidden layer consists of 5 neurons. The

activation of their neurons’ outputs is made using the sigmoid 

function. The output array consists of the PI gains, that is, `0(YZ[)
 and `/(YZ[)

.

⎩⎪⎪⎪
⎨⎪⎪
⎪⎧.0(YZ[) = �&(YZ[)3������& ⎷⃓⃓⃓⃓

⃓⃓⃓⃓⃓c =2������&,  �&(YZ[)>, + �3 ���  ���&�,
d1 + e�GJ +DE(YZ[) − F2 + G�GJ +2��� ���&,  �&(YZ[)3 ��� ���& --f,g

./(YZ[) = .0(YZ[)�&(YZ[) �GJ hDE(YZ[) − F2 + G�GJ h2��� ���&, �&(YZ[)3���  ���& ii 
(6)
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Linear functions are used to activate the outputs of the 

neurons. The structure of ANN1 is obtained simply by 

removing the input neuron used for the current ��� .  A

supervised training process is performed using the 

backpropagation algorithm to determine the appropriate 

weighting factors j0k  and jkl . For each sample ℎ  of the

dataset, the values of  j0k  and jkl  are updated using

equations (7a-b): jkln = jkln32 − o. pqn(j)pjkl  (7G)
j0kn = j0kn32 − o. pqn(j)pj0k  (7r)

ε is the learning step and  qn(j) is the quadratic error.qn(j) = 12 st�n − t̂ 4u ns,  (8)t�n = @./(YZ[)   .0(YZ[)K)
 includes the target PI parameters 

of the sample ℎ.  t̂ 4un = @./(YZ[)^4u    .0(YZ[)^4uK)
 includes the

parameters estimated by the ANN during the training. 

The training process is conducted with 2000 epochs, and 

the obtained MSEs of ANN1 and ANN2 are illustrated in 

Fig4.a and Fig.4b, respectively. The MSE of the training 

process is obtained as 1.215e-8 with ANN1 and 1.538e-4 with 

ANN2. Moreover, a faster convergence speed is achieved 

with ANN1, where the MSE is practically constant after 500 

epochs. 

IV. NUMERICAL SIMULATIONS

Numerical simulations are conducted on a two-level 
GVSC operating as an active rectifier connected to the grid 
through a first-order low-pass filter. The DC-link voltage is 
feeding a resistive load. The block diagram of the control 
system using ANN2 is depicted in figure 5. The electrical 
parameters of the power circuit are listed in Table 1. The 
parameters of The PI compensator for the current loops are set 

to ./(0�
) = 6.46 and .0(0�
) = 2.89 �X. The control system is

operating with a sampling frequency set to 5 kHz. The 
reference of the DC-link voltage is first set to 300 V. A step 
change to 400 V is applied at time t = 0.5s. Fig.6 illustrates the 
waveform of the DC-link voltage obtained with the 
conventional PI controller, and with auto-tuned PI parameters 
using ANN1 and ANN2, respectively. 

(a) 

(b) 

Fig. 4. Training error of (a) ANN1, (b) ANN2 
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TABLE I.   ELECTRICAL PARAMETERS OF THE POWER CIRCUIT 

Parameter Value 

Grid voltage amplitude (V) 200 

Grid fundamental frequency (Hz) 50 

Grid filter inductance L (mH) 10 

Grid filter resistance R (Ω) 0.67 

DC-link capacity vwx (µF) 1000 

Load resistance  yz (Ω) 100 

It is clear that both ANN1 and ANN2 enable the PI 
compensator to provide a faster dynamic response. The 2% 
settling times are obtained as 0.05s with ANN1, 0.046s with 
ANN2 and 0.07s with the conventional PI compensator. 
Moreover, both ANNs favorably allow the voltage loop to 
perform a smooth transient response, whereas the 
conventional PI compensator undesirably leads to an 
overshoot of about 11%. This conforms the high performance 
of the proposed ANN based auto-tuned PI compensator and 
its capability to enhance the dynamic response of the DC-link 
voltage. Notice also that ANN1 and ANN2 provide practically 
similar performance with a very little advantage of ANN2.    

Fig.7 shows the active component of the grid current ���and its reference value ���]^_
computed by the outer voltage

loop. It is clear that the use of an ANN based auto-tuned PI 
compensator results in the demand of more important active 
current within a shorter time interval as compared to the 
conventional PI compensator. This leads to a faster response 
of the current loop, but a higher current peak is observed. Fig.8 
illustrates the waveforms of the grid current reactive 
component. In all cases, the reactive current remains near zero 
implying the converter is operating with near unity power 
factor. The ANN method provides an overshoot of about 1.2 
A, whereas the overshoot provided by the conventional PI 
compensator is in the range of 0.2 A. This obtained overshoots 
in the active and reactive components of the grid current is 
expected since the DC-link voltage loop is requesting more 
important effort from the inner current loops to achieve a 
faster regulation of the voltage across the DC-link capacitor. 

V. CONCLUSION

This paper proposed and validated the reliable operation 

of an ANN that enables an online tuning of a PI 

compensator’s parameters in a GVSC. The motivation behind 

this work was to improve the dynamic performance of the 

DC-link voltage. In this regard, two multilayer ANNs with

different input layers have been designed to determine the

optimized parameters of the PI compensator for the DC-link

voltage. The simulation results showed that the dynamic

performance of the DC-link voltage using the two ANN

based auto-tuned PI compensator has been considerably

improved as compared to the conventional PI controller. This

implies that artificial intelligence tools can effectively

contribute to the enhancement of power converters’ dynamic

performance without the need of a complex computation.

Fig. 6. Voltage across the DC-bus 

Fig .7.  Grid current active component ��� and its reference ���]^_

Fig. 8. Grid current reactive component ��
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∗ MOTCE Laboratory, Department of Computer and Software Engineering
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Abstract—This paper presents a new approach for the mod-
eling and real-time simulation of power electronic converters
(PECs) switched at high frequencies. The proposed method is
based on the modified-augmented nodal analysis to determine
the matrix equations. It uses the previous time-point current of
each diode and checks against its previous state to determine the
next state. This research shows how precise real-time modeling of
the HSF of PEC may be achieved using low-cost FPGA systems.
The suggested platform employs a solver to ascertain the status of
uncontrolled switches. The performance of the presented method
is evaluated using a test scenario using a Dual Active Half-Bridge
circuit. The research shows that the suggested solution achieves
a time-step of 32 ns while being latency and resource-efficient.

Index Terms—Real-time simulation, low-cost FPGA, high-
frequency converters, Dual Active Bridge.

I. INTRODUCTION

Due to its numerous benefits, including high efficiency,

high power density, galvanic isolation, soft-switching, the

ability for bidirectional power flow, symmetrical structure,

etc., the DAB converter is one of the best DC/DC converter

topologies for Medium Voltage DC (MVDC) applications [1].

Power electronics advancements support the creation of high

efficiency and high power density converters and drive switch-

ing frequencies up to higher ranges (�50 kHz). During the

development phase of control systems, the verisimilitude test

technique known as Hardware-in-the-Loop (HIL) is employed.

The three components of a typical power electronic system

are a plant, its power electronic converter, and a control

system. With the help of a real-time model connected to a

physical controller, an FPGA-based HIL simulation platform

can replace the plant. In order to communicate with the control

system, the model sends simulated sensor data as well as

control signals. The switching frequencies of modern power

electronic converters (PEC) range from tens to hundreds of

kHz, which makes it challenging to conduct a trustworthy HIL

test.

The small time step required, often below 100 ns, makes

running high switching frequency (HSF) PECs models on

real-time simulation platforms extremely difficult. Due to their

parallel architecture and quick execution times, FPGAs are the

perfect hardware platform for real-time systems, though some

stability and accuracy difficulties still exist. An alternative

approach is to use custom platforms made of off-the-shelf

boards. Although many of these platforms have been described

in the literature [2]–[4], only a few have integrated the low cost

of the hardware platform with HSF PEC models [5], [6].

The feasibility of simulating an HSF PEC model on an

affordable platform using off-the-shelf boards is examined in

this research. For the suggested DAB converter case study, the

Eclypse Z7 FPGA platform is taken into consideration and

assessed. A straightforward approach named explicit switch

handling (ESH) is suggested to mimic HSF PEC models due

to the platform’s constrained hardware resources. The offline

reference for the case study, a DAB converter, is shown to be

in good agreement with the performance and accuracy of the

ESH algorithm. A 32-ns time-step is achieved by the FPGA

implementation.

The rest of this paper is structured as follows. The Dual

Active Half-Bridge converter (DAB) circuit utilized as a case

study for this work is presented in Section II, where it is

discussed in relation to its simulation using the ESH approach

introduced in this research. Offline simulation results are

presented in Section III with the goal of evaluating ESH’s

correctness. Section IV addresses the FPGA implementation

of the DAB circuit on the Eclypse Z7 board, results, and

experimental findings are also exposed. The conclusion is

provided in Section V.

II. DUAL ACTIVE HALF-BRIDGE CIRCUIT

A. Modeling

This section presents network equations to perform real-

time simulations. A Dual Active Half-Bridge (DAB) is con-

sidered as the case study, see Fig. 1. The DAB circuit consists

of a primary NPC bridge, a secondary full bridge, an auxiliary

inductor, and high-frequency transformer T with the ratio n:1.

The network equations are formulated based on the Modified

augmented nodal analysis (MANA) [7] as:

Aσx(t) = B
[
u(t), ih(t)

]T
(1)

In (1), Aσ is the MANA matrix for switch combination

σ, x(t) is the vector of unknown node voltages and branch

currents0, B is an incidence matrix and u(t), ih(t) are input

and history vectors, respectively. To reduce the computational
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Fig. 1. Dual Active Half-Bridge (DAB) circuit.

TABLE I
DAB CIRCUIT PARAMETER

E1 400 V
E2 400 V
R1 10 Ω
R2 10 Ω
L 3.2 μH
R3 1 Ω
R4 1 Ω
C1 10 μF
C2 10 μF
Rout 16.36 Ω

burden of solving (1) at each time-point of the simulation, the

following formulation is used:[
ih(t+Δt)

y(t)

]
=

[
H

σ(t)
h,u H

σ(t)
h,h

H
σ(t)
y,u H

σ(t)
y,h

][
u(t)

ih(t)

]
(2)

where y(t) is the desired output variables, and Hσ
-,- are

matrices resulted from the algebraic manipulations of (1).

B. Explicit Switch Handling Method

The switch model characterizes the accuracy and comput-

ing cost of simulation at the center of FPGA-based real-

time simulation. The associated discrete circuit (ADC) model

produces spurious oscillation and yields erroneous findings,

especially in high-frequency converter applications, but it is

computationally economical since it maintains the system

matrix constant [5].

The resistive model, on the other hand, is more precise

but works with a changeable system matrix [8], [9], which

is problematic given the finite amount of RAM in an FPGA.

In the resistive switch approach, a switch’s on and off states

are represented by a resistance, respectively Rsw = Roff � 0
or Rsw = Ron � 0. In this model, the switch’s state can

be evaluated using either its voltage or current (vsw(t) =
Rsw.isw(t), Rsw > 0). The status of a diode depends on the

circuit variables at the same simulation time point, hence an

iterative solver is needed to determine the precise status [10].

Using the previous time-point value of the diode current

to determine its status, the method suggested in this research

reduces the high computing requirement for iterative solutions.

The following parts provide an explanation of the suggested

method [5].

C. ESH Method for DAB circuit

This section goes into more detail regarding the proposed

ESH technique, which provides a different algorithm for each

converter in the DAB circuit. It is important to point out that

the ESH approach uses the implicit integration method, which

allows for very small time-step simulations.

Fig. 1 includes two bridge converters, in the input and in

output stages. The ESH uses the previous time-point current

of each diode and compares it to its prior state to identify

the mode of the bridge. Algorithm 1 illustrates this procedure

for diode D1. If a diode status differs from its current in

accordance with Algorithm 1, the algorithm modifies the diode

status for the following time step. As a result, this approach

permits a diode’s current to accept a negative value for one

time step in which it is conducting and a positive value for

one time step in which it is blocking. However, the ESH is

capable of handling all DAB converter modes.

Algorithm 1: ESH: DAB Algorithm

DualActiveBridgeConverter (D1, i
h
L)

if T1 = 1 then
D1 ← 0

else
if T2 = 1 then

if ihL < 0 then
D1 ← 1

else
D1 ← 0

end
else

D1 ← 0
end

end

III. OFFLINE RESULTS

In this section, the presented algorithm’s accuracy is eval-

uated in comparison to references from SPS Simulink/Matlab

and SIMBA Software [11]. The parameters of the DAB circuit

are listed in Table I. The simulation time step is set to 32 ns.

In this test, the DAB circuit starts from zero initial condi-

tions, and the switching frequencies of the switches are set to

200 kHz.

Figure. 2 shows the waveforms of the inductance current iL
during the test sequence and a close-up view in the middle of

the interval, which clearly shows the switching frequency of

200 kHz. while Fig. 3 demonstrates the output voltage vout for

the three references (Matlab code, Matlab SPS, and SIMBA

software).



TABLE II
COMPARISON BETWEEN SCRIPT-MATLAB, SIMBA, AND SPS

CIRCUIT-%2-NORM RELATIVE ERRORS

Variable iL iout vC1 vout
Error SIMBA-SPS 1.37% 0.30% 0.36% 0.30%

Error Script-SIMBA 5.58% 1.46% 1.63% 1.46%

Fig. 2. DAB waveforms during test sequence: Comparison of the iL current
between the Matlab script, the SIMBA software, and the SPS-based model
on Matlab.

Fig. 3. DAB waveforms during test sequence: Comparison of the vout voltage
between the Matlab script, the SIMBA software, and the SPS-based model
on Matlab.

According to Table. II, errors are larger for currents, es-

pecially for inductor currents; while they are very small for

capacitors voltages. The results are generally acceptable for

real-time simulation since their errors for capacitors voltages

are not exceeding 1.63%. The inductance current error can be

minimized by decreasing the time step as has been demon-

strated in the previous work [5].

Table. II displays the 2-norm relative errors of 4 states

generated from SIMBA versus SPS Simulink/Matlab software;

take note that both programs employ a variable time step

solver. Since the error is so small and doesn’t even approach

1.5%, we can conclude that the SIMBA software provides

accurate results while accelerating the simulation over 84

times.

Fig. 2 and Fig. 3 also show a close-up view of the middle

of the sequence test interval, where oscillations are observed

during switching actions. According to Table. II, the errors of

vC1 and vout are generally less than 1%.

IV. FPGA IMPLEMENTATION OF DAB CIRCUIT

This section details the FPGA implementation of the DAB

circuit using the proposed method. The Xilinx Zynq-7020 chip

embedded in the Digilent Eclypse Z7 board is considered to

be the target platform.

A. Normalization

The MANA equations for a given network can be rewritten

in the form of Eq. 2, which solves for the history terms and

the desired outputs only:[
ih,y

]T
= Hσz (3)

Assume îh, ŷ and ẑ represent normalized counterparts of

respectively ih, y, and z, based on diagonal normalization

matrices Niy and Nz . The relation of the original vectors

with their normalized counterparts are:⎧⎨
⎩
[̂
ih, ŷ

]T
= Niy

[
ih,y

]T
z = Dz ẑ

(4)

where Dz = N−1
z is a de-normalization matrix. Replacing

Eq. 4 in Eq. 3 yields:[̂
ih, ŷ

]T
= NiyH

σDz ẑ (5)

where NiyH
σDz is the normalized network matrix.

A fixed-point (FXP) data format is utilized to implement

real arithmetic, with a data length of 35 bits and 32 frac-

tional bits, in order to achieve a low latency datapath. All

precomputed matrices, as well as input ac voltage, are scaled

using the appropriate scaling factors in order to cover a greater

dynamic range with the considered fixed-point data format.

These provide a greater dynamic range while preserving the

necessary hardware resources [5].

To keep all calculation outcomes inside the range of [0-

3], it is important to choose normalization matrices carefully.

Setting their values to the maximum values of the inputs,

history terms, and output serves as one criterion for choosing

these matrices’ components [10].

B. Hardware Architecture

The proposed solver’s datapath is shown in Fig. 4. It consists

of four primary DP units that calculate s(t). Each DP unit will

calculate one of the state variables, namely ihL, ihC1, ihC2, and

vout, in order to maximize parallelism, five (5) ROM blocks

are used to store the precomputed matrices from Eq. 5. The

control signal for the ROMs memory is obtained by the switch

update bloc, it requires the inductance current ihL to determine

the diodes status and the current switch state.

In this datapath, the switch status of the circuit is determined

based on the ESH method. The ESH technique is solely

working based on the previous time-point values of variables

and hence proceeds with very low hardware and timing cost.

As a result, in each sub-block’s datapath, the main computing

unit is the MVM module. MVM modules update history terms

and compute diodes currents and output variables. Since each
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Fig. 4. Datapath of the ESH-based FPGA implementation of the DAB circuit.

TABLE III
THE RESOURCES UTILIZATION OF THE PROPOSED DESIGN ON ECLYPSE Z7

Item Resource utilization
LUTs (53,200) 1,808 (3.40%)
Flip Flops (106,400) 2,057 (1.93%)
Bonded IOBs (200) 51 (25.5%)
BRAM (140) 62 (44.28%)
DSP48E1s (220) 86 ( 39.09 %)

sub-blocks is being executed in parallel, the minimum DAB

simulator time-step is given by:

Δtmin = τmin
(
max{�DP1

}) (6)

where τmin is the minimum clock period, �DP1 is the DP units

latencies.

C. FPGA Design Exploration

The hardware solver was designed and verified in simulation

using the Xilinx XSG block set under Matlab/Simulink envi-

ronment and tested in real-time. The model targets the Zynq-

7020 chip provided with the Eclypse Z7 board. The real-time

test was performed by using the Eclypse Z7 board as a target,

and implementing the control on a second FPGA board, the

Nexys A7 as shown in Fig. 5.

In order to effectively compare the results of the hardware

implementation with those of the software implementation, we

used the same control signals, so we extracted the control

signals from SIMBA software and stored them in ROMs on

the Nexys A7.

The data exchange between the two boards Nexys A7 and

Eclypse Z7 is one way, so that the Nexys A7 board sends at

each clock cycle the new control signals to the Eclypse Z7

board which represent the state of the switches T1-to-T8.

According to Table. III, the implementation reached a

very small time-step of the simulation (32 ns) using fully

parallel architecture, while it has relatively low FPGA resource

consumption.

Eclypse Z7 - Solver

Nexys A7 - Control

Fig. 5. Experimental setup for DAB using Eclypse/Zmod-AWG for solver
implementation and Nexys-A7 for the control implementation.

Fig. 6. DAB waveforms during test sequence: Comparison of the iL current
between the Matlab script and the FPGA-based model on XSG.

Fig. 7. DAB waveforms during test sequence: Comparison of the vout current
between the Matlab script and the FPGA-based model on XSG.

TABLE IV
DAB CIRCUIT-%2-NORM RELATIVE ERRORS OF FPGA IMPLEMENTATION

VERSUS OFFLINE RESULTS

Variable iL iout vC1 vout
Relative error 1.59 % 0.12 % 0.9 % 0.12 %

D. Hardware Implementation Accuracy

Table. IV lists the 2-norm errors of results obtained from the

FPGA implementation compared to its offline ESH method.



Fig. 8. Results obtained by Analog Discovery using Eclypse/Zmod-AWG
configuration. inductor current (orange plot), and voltage output (blue plot).

According to this table, all the errors are below 1 % for current

and voltage output, which verifies the accuracy of the FPGA-

based simulator.

Fig. 6 shows the inductance current plot for the results

obtained by the FPGA implementation versus the Matlab code.

As shown in the close-up, the plots are very similar, which

is why the error was small as shown in Table. IV. Figure 7

compares the output voltage vout obtained with the FPGA

hardware implementation and the software implementation on

Matlab. It also shows a close-up view in the middle of the test

sequence interval. This figure clearly shows the similarities

between the results obtained offline and those obtained with

the hardware implementation. The blue plot shows the results

of offline simulation using a Matlab code while the red one

illustrates the results of the hardware implementation using

FPGA. Similarly, the current of the inductance iL and the

output voltage vout are shown in Fig. 8 obtained with the

Analog Discovery tool at the output of the digital-to-analog

converter DAC Zmod. The current waveform of the inductor

iL is shown in orange in this figure, while the output voltage

vout is shown in blue. On the inductor current iL waves, the

switching frequency is clearly visible to be 200 kHz.

V. CONCLUSION

This paper presented a hardware implementation of a real-

time simulation of a Dual Active Bridge Converter running at a

high switching frequency. This implementation was performed

using a new modeling approach based on the modified-

augmented nodal analysis named explicit switch handling

(ESH). It just requires the use of the previous time-point switch

voltage/current values to determine the diode condition. This

method may be an effective substitute for achieving reasonable

accuracy in real-time simulation. Offline results for the DAB

study case have demonstrated very strong agreement with

the reference results. The 2-norm relative errors produced

by the ESH are typically less than 5.6%. Regarding FPGA

implementation, The ESH-based FPGA implementation of the

DAB circuit was performed and executed on the Eclypse-Z7

board, while the control was implemented separately on the

Nexys-A7 board. All implementations have relatively small

FPGA resource consumption; while reached to very small time

steps of simulation. The best reported time step is 32 ns.
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Abstract—The power generated using solar photovoltaics is the
DC output voltage. The percentage requirement of DC loads in
any household and the industrial appliance is rapidly increasing.
Generally, during a fault in the DC system, a DC circuit breaker
isolates the DC source from the load. The present investigation
focuses on developing a novel hybrid DC circuit breaker that
can accommodate the mechanical time constant taken by the
mechanical switch after the pulse is provided to the actuator
or relay. The fault clearance time may vary with the circuit
parameters’ modifications. The proposed DC circuit breaker
operates when the current through the mechanical switch is
zero and provides arc-free fault clearance. A detailed analysis
of the proposed DC circuit breaker and MATLAB simulation
is conducted. The results are validated through appropriate
hardware on 100V and 2A load using an electromechanical
relay GR2G − 2A − X12V DC and a DC contactor (part no.
DCNLEV 100−BN ) used as the mechanical switch.

Index Terms—hybrid dc circuit breaker, mechanical time
constant, zero current crossing

I. INTRODUCTION

The power grid is a complex power system consisting of
both DC and AC power generation. The penetration of DC
generation through solar photovoltaics is increasing rapidly.
Similarly, the DC power distribution is also increasing because
of the use of battery charging systems for various applications
like electric vehicles, uninterruptible power supply (UPS), DC
motors, etc. The recent survey indicates that the percentage
share of global electric vehicles is around 29% [1]. The trend
of electrification for aviation applications is leaning toward
DC power systems. DC electrification distribution systems of
3kV and 800V will be used for large loads, while 28V will
be used for signaling and loads for the cockpit [2] for future
aircraft.

There is a need for a proper protection scheme for protecting
the DC systems. Analogous to various circuit breakers for
AC systems, DC systems use DC circuit breakers. A broad
categorization of DC circuit breakers can be classified into
three types. First, the mechanical DC circuit breaker, which
works on the principle of thermal protection and magnetic
protection like AC circuit breakers. The main drawback of
mechanical DC circuit breakers is that it generates electric
arc, which can lead to a fire in the system. Due to the arcing,

it takes more time to interrupt the circuit, and the life of the
breaker reduces. The cost of a mechanical DC circuit breaker
is lesser than the other DC circuit breakers because of the
simple design. A proper arc quenching medium is required
for mechanical DC circuit breakers. The second category of
DC circuit breaker is a solid-state DC circuit breaker that uses
a semiconductor switch in the path of the source and load. The
gate terminal of the semiconductor switch is used as a control
to make or break the path of electrical circuits. The time for
operation of a solid-state DC circuit breaker is significantly
low and is in the order of microseconds. The cost of solid-
state DC circuit breakers is high because of the high cost of
the high voltage and current rated semiconductor switches. A
forward voltage drop, when the semiconductor switch is in
the ON state, will create a continuous conduction loss in the
circuit leading to a reduction in the efficacy of the system. Due
to the drawback of continuous conduction loss, the solid-state
circuit breaker is used in low-current carrying circuits [3].

The third type of DC circuit breaker is a hybrid DC circuit
breaker, a combination of mechanical and solid-state DC
circuit breakers. It uses the mechanical switch while operating
in a normal conduction state to avoid forward voltage drop
and uses semiconductor switches whenever a fault occurs in
the system. A circuit consisting of semiconductor switches
decreases the current in the mechanical switch. The arc can
be avoided in the hybrid DC circuit breaker if the mechanical
switch is operated at an instant of zero current crossing. The
reduction of current in the mechanical switch can be controlled
by adopting various methods available in the literature.

A mechanical bypass switch is used to ensure the low
resistance path parallel to the multiple integrated gate com-
mutated thyristors (IGCT), as a scheme [4] to interrupt the
fault current occurring in the DC system. As the fault is
detected through the current sensor connected to a series of a
mechanical switch, the switching signal is fed to the IGCTs so
that current can be passed through the semiconductor switches.
At the same time, the mechanical switch is opened so that
the resistance can be more than the semiconductor switches.
Although this scheme uses the conventional idea of a hybrid
circuit breaker, arcless operation is not possible with this
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topology. Thyristor-based current interruption scheme [5]- [6]
can be used to commutate the current from the mechanical
switch to the commutation circuit; however, the control of
thyristor and its accessories (forced commutation circuit and
snubber) is complex compared to the MOSFETs/IGBTs. A
coupled inductor-based hybrid DC circuit breaker [7]- [9] can
address bidirectional fault clearance using a unipolar capacitor.
The primary winding of the coupled inductor is connected to
the path of the primary circuit, and the secondary winding of
the coupled inductor is connected to the commutation circuit.
When a fault occurs in the primary circuit, the commutation
circuit allows the flow of current in the secondary circuit
so that the reflected current in the primary inductor opposes
the current flowing in the primary circuit. Although the fault
clearance is speedy, mechanical switches are not fast enough.
The drawback of the literature is the motivation of the present
investigation, which is as follows:

• Fault clearance should be such that it can accommodate
the time taken to operate the mechanical switch.

• Fault clearance time can be modified according to the
different mechanical time constants of various mechanical
switches.

Further organization of the paper is done in four sections.
In section II, the operational and mathematical analysis [10]
of the proposed hybrid DC circuit breaker is performed. In
section III, simulation studies were conducted on MATLAB
Simulink environment, and appropriate waveforms were pre-
sented. In section IV, the proposed DC circuit breaker hard-
ware was tested with 100V and 2A loads using an electrome-
chanical relay GR2G− 2A−X12V DC and a DC contactor
(part no. DCNLEV 100 − BN ) as the mechanical switch.
Some important conclusions of the present investigation are
presented in section V.

II. PROPOSED DC CIRCUIT BREAKER

Fig. 1 shows the proposed hybrid DC circuit breaker, which
can break the DC load current with a sufficient fault clearance
time such that a mechanical switch can be operated. The circuit
breaker consists of four IGBTs S1−S4, four diodes D1−D4,
one mechanical switch MS, an inductor L, a capacitor C, a
load, a DC source Vg , and a fault creating switch FS. A fault
switch FS is required to simulate the fault in the circuitry.
The highlighted portion can be called a commutation circuit,
creating an artificial zero-current instant for the power circuit.

The proposed circuit breaker’s timing diagram is shown in
Fig. 2. The operation of the circuit breaker is divided into five
modes, description of individual modes is as follows:

Mode – 1 (t0−t1): As mentioned in Fig. 3(a), the capacitor
C will be charged up to source voltage by turning ON
the switches S1 and S2. Switches S3 and S4 are turned
OFF , blocking the voltage in the forward direction. The
mechanical switch is still in the OFF state, isolating it from
the commutation circuit. A Resistor RC is connected to the
capacitor to reduce the capacitor’s initial charging current.
The capacitor is charged through a series RLC circuit in the
overdamped condition. The roots (m1andm2) of the series

S1 S3

D1

D3

S4 S2

D4 D2

Vg

L IL
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L
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Fig. 1: Proposed DC circuit breaker
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Fig. 2: Timing diagram and waveforms for circuit breaker

RLC circuit in terms of circuit variables are mentioned in
equations (1)-(2).

m1 =
−RC

L +
√
(RL )

2 − 4L
C

2
(1)

m2 =
−RC

L −
√
(RL )

2 − 4L
C

2
(2)

The equation for the current for the series RLC circuit can be
written as given in equation (3).

it =
Vg

L(m1 −m2)
(e−m1t − e−m2t) (3)

Mode – 2 (t1 − t3): This mode describes the normal
condition of the circuit in ON state. After charging the
capacitor C up to the source voltage, the circuit is kept idle
for a while. Following this time, keeping switches S1 −S4 in
OFF state, the mechanical switch MS is turned ON , which



leads to the current in the load through the inductor L. The
inductor current IL will saturate after a specific time; hence
a constant current ILs will flow in the load as mentioned in
Fig. 3(b). The instantaneous current flowing through the load
iL is written in equation (4).

iL =
Vg
Rload

(1− e−
Rloadt

L ) (4)

Mode – 3 (t3 − t4): A short circuit occurs in the circuit
by turning ON the switch FS. The load is shorted, and the
current through the inductor rises linearly. The commutating
action to reduce the load current will be taken when the current
reaches a predefined value ILf . The circuit diagram for fault
condition is shown in Fig. 3(c).

Mode – 4 (t4 − t5): When the fault current reaches a
predefined value ILf , the commutating action will be taken by
turning ON switches S3andS4. The capacitor C discharges,
and a reverse current flows in the mechanical switch MS,
reducing the fault current passing through the short circuit. The
instantaneous current iC through the capacitor C is written as
equation (5).

iC =
VCinit

RC
e
− t

RCC (5)

In equation (5), VCinit is the initial voltage of the capacitor,
which was charged during the mode – 1.

Mode – 5 (t5−t6): When the capacitor current iC becomes
equal to the inductor current ILp, the mechanical switch
MS can be turned OFF ; hence arcing can be avoided. The
switches S1 and S2 are turned ON to neutralize the inductor
current iL. The schematic diagram for inductor current neu-
ralization is the same as Mode – 1.
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Fig. 3(a): Capacitor charging

III. SIMULATION RESULTS

Simulation of the proposed circuit breaker is done using the
circuit specifications as mentioned in Table 1.

The simulation results for the inductor current iL, capacitor
current iC , and capacitor voltage vC are shown in Fig. 4. The
whole simulation runs for 1 second. The capacitor charging
starts at 0.03 seconds instant and gets fully charged up to
source voltage Vg in 0.6 seconds. The mechanical switch is
turned ON at a time instance of 0.7 seconds; hence load
current is 2A. An artificial fault is created at 0.9 seconds,
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Fig. 3(b): Normal operation
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Fig. 3(c): Fault occurance
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Fig. 3(d): Fault clearance

TABLE I: Simulation Specifications

Parameters Specifications
Input voltage (Vg) 100V

Inductance (L) 50mH
Capacitance (C) 20mF

Preset fault current (Imf ) 3A
Capacitor initial voltage (VCinit

) 0V
Current limiting resistor (RC) 5Ω

Load 100V, 2A



cleared through commutation action. It is clear from the
simulation that when the fault occurs, and the inductor current
reaches a predefined value, the commutation current flows
through the capacitor and opposes the fault current.
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Fig. 4: Simulation results of proposed DC circuit breaker

IV. HARDWARE SETUP AND RESULTS

The simulation results are validated through appropriate
hardware setup as mentioned in Fig. 5.

Four capacitors, each of 4.7mF and 500V dc, are connected
in parallel to design an 18.8mF capacitor. Similarly, five
inductors, each of 10mH , 20A rating, are connected in series
to provide an effective inductance of 50mH , 20A. A current
limiting resistance of 5Ω is used so that the initial charging
current of the capacitor can be limited. Four IGBTs (part no.
FGA25N120) and eight diodes (part no. STTH15S12D) are
connected to make the power board for the DC circuit breaker
as shown in Fig. 6. Each diode has an average forward current
rating of 15A; hence two diodes are connected in parallel
to provide the appropriate rating to the power board. Gate
driver circuits based on isolated gate driver IC ISO5451 are
used to operate the IGBTs. An isolated supply of +15V and

Fig. 5: Hardware setup of the proposed hybrid DC circuit
breaker 1. inductor, 2. current limiting resistor, 3. load, 4.
fault switch, 5. mechanical switch, 6. power board, 7. micro-
controller, 8. measurement board, 9. DC source, 10. capacitor
bank, 11. regulated DC power supply, 12. data processing unit
and 13. digital storage oscilloscope

Fig. 6: Power board with gate drivers

−8V is supplied to the ISO5451 through a high-frequency
tertiary winding transformer. The primary winding supply of
the transformer is from the output pins of PWM IC SG3525.
A DC contactor (part no. DCNLEV 100 − BN ) is used to
emulate the mechanical switch and fault switch, for which
the mechanical time constant of the switch is around three
milliseconds.

The measurement of various currents and voltages is done
through the measurement board. The measurement board con-
sists of LV 25P and LA55A as voltage and current sensors, re-
spectively. A C2000 launchpad based on TMS320F28379D
is used to record the analog inputs coming from the measure-



ment board and provide the appropriate signals to the switches.
Two electromechanical relays, each of 10A rating, are

connected in parallel to emulate another type of mechanical
switch, which is used as both MS and FS in the circuit. The
operation time for this mechanical switch system is around
7ms. The hardware board for this switch is mentioned in Fig.
7.

Fig. 7: Electromechanical relay based mechanical switch

The hardware results for the inductor current iL, capacitor
current iC , and capacitor voltage vC are shown in Fig. 8.
A factor of 0.5 is taken for both currents, and a factor of
0.1 is taken for capacitor voltage so that clear and complete
waveforms can be seen in the digital storage oscilloscope
(DSO). The hardware tests show that the proposed hybrid
DC circuit breaker can break the path of the DC source
and the resistive load in several miliseconds (around 15ms).
The enlarged capacitor current waveform shape infers that the
current flows in the negative direction to clear the fault, and
after fault clearance, the capacitor charges again in Mode-V.

V. CONCLUSION

A novel DC circuit breaker topology is presented in the
paper, which has the following features:

• The circuit operation is such that it can accommodate the
mechanical time constant taken by the mechanical switch
to operate.

• A provision of variable fault clearance time is available
with changes in specific circuit parameters.

• The usage of IGBTs and diodes enables simple control
compared to the DC circuit breaker, which uses SCR.

The hardware validation of the proposed DC circuit breaker is
done for a load of 100V and 2A rating. An electromechanical
relay GR2G−2A−X12V DC is also tested as a mechanical
switch in the circuitry, which operates on a 12V DC supply.
The mechanical time constant of the relay is approximately
7ms. The testing on different mechanical switches validates
the applicability of the proposed DC circuit breaker for various
combinations. Further, tests are being conducted for a load of
270V and variable current, which fits the aircraft applications.

(a) Inductor current

(b) Capacitor current

(c) Enlarged Capacitor current waveform

(d) Capacitor voltage

Fig. 7: Hardware results of proposed DC circuit breaker
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Abstract—In this paper, a bridge-less (BL) Cuk-derived voltage
doubler based power factor correction (PFC) rectifier is pro-
posed. The voltage gain of this converter is doubled through
the use of two Cuk converter cells whose inputs are organized
in parallel and the outputs in series. In comparison with a
conventional dual BL-PFC converter, the proposed converter
can either reduce voltage stress over the switches or doubles
the output voltage gain. Moreover, each converter cell operates
with an alternative voltage half cycle, which improves thermal
management and power density of the rectifier. Also, BL-PFC
Cuk derived rectifier uses a cost-effective single sensor based
voltage control approach. As a result, the converter is designed
to operate in discontinuous inductor current mode with power
factor correction and minimal total harmonic distortion (THD).
Further, the steady-state analysis of the converter is presented
along with its design, simulation and experimental results. The
proposed rectifiers verified by experimental prototype with re-
duced power rating. The test results shows the effectiveness of
proposed converter. The significant outcomes of the proposed
rectifier are doubled output voltage gain, lesser THD, and almost
unity power factor.

Index Terms—Bridge-less (BL), Cuk converter, discontinuous
inductor current mode (DICM), power factor correction (PFC),
voltage doubler.

I. INTRODUCTION

Today, conventional power factor correction (PFC) rectifiers

are gradually being replaced by bridge-less (BL) rectifiers in

applications such as LED drivers, small-scale electric drives,

EV chargers, and power conditioners etc [1]–[14]. Conven-

tional PFC rectifiers are built with a diode bridge rectifier

(DBR) at the front-end and a dc-dc converter in the second

stage. Significant conduction losses occur in this rectifiers

due to simultaneous conduction of three devices. In addition,

voltage drop across the DBR diodes reduces the converter’s

efficiency especially when the input voltage is at lower side

[11]. On the other hand, BL-PFC rectifiers partially eliminate

front-end DBR diodes and reduce the number of current

carrying devices. As a result, the overall system’s efficiency

would improve during PFC operation. However, in interleaved

dual BL-PFC rectifiers, the converter switches suffered from

higher switching voltage stress and converters have limited

output voltage gain [7]. These converters will also require

a higher voltage capacitor at the output, which increases its

cost. It is noted that DBR-PFC converters can function without

common mode noise (CMN), but BL-PFC converters require

either slight modifications in the circuits or complex control

strategies to reduce CMN [6].

Fig. 1. A visual representation of BL Cuk-derived voltage doubler based PFC
rectifier.

A variety of work has been reported for DBR-based PFC

and BL-PFC Buck, Boost, Buck-boost, Sepic, and Cuk con-

verter topologies. Wherein, BL-PFC Buck can work efficiently

at lower input line voltage, but it has significant disadvantages

of its discontinuous conduction mode (DCM) operation and its

potential for malfunction during startup and transient condi-

tions, which restricts its use for PFC operations [1], [2]. The

BL-PFC Boost converters were popular due to their excellent

operation at higher output voltage range (380 - 400 V) [3]–[5].

Also, the input electromagnetic interference filter volume is

reduced substantially for this converter since it has influenced

by input inductor. In some of the Boost topologies, more con-

duction losses are produced due to switch parasitic capacitance

and reverse recovery current of converter diode, resulting in

poor efficiency. Despite, Sepic and Cuk BL-PFC converters

have inherent start-up abilities, can handle over current, have

better input-output isolation and good inductor positions than

Boost and Buck-boost converters [6], [11]. Additionally, unlike

Buck, Buck-boost, or Boost PFC rectifiers, the Sepic and Cuk

PFC rectifier in DCM doesn’t require an additional bulk filter

inductor because it doesn’t exhibit the third harmonics in input

current [7]. The article [8]–[14] reports various BL-PFC Cuk

and Sepic converters which are operating in DCM for different

applications.

The input-output configurations of two similar or dissim-

ilar dc-dc converter cells serve as the foundation for the

construction of BL-PFC voltage doubler rectifiers, which are

used to address the aforementioned drawbacks of conventional

rectifiers [5]. Similar to interleaved BL-PFC converters, input

of converter cells can be connected in parallel and outputs in

series to form dual output rectifiers. Fig. 1 illustrates creation

of BL-PFC voltage doubler rectifiers using two Cuk converter

cells. In similar line, different dc-dc converter cells can be

used to create several voltage doubler BL-PFC rectifiers. This

paper presents Cuk converter-derived BL-PFC voltage doubler
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Fig. 2. Proposed BL-PFC Cuk derived voltage doubler rectifier.

rectifier, wherein Section II outlines theoretical analysis and

converter operational modes. Section III explains the detailed

converter design for DCM operation. The simulation and

experimental results are discussed in Section IV and followed

by conclusion in Section V.

II. OPERATION OF BL-PFC VOLTAGE DOUBLER CUK

RECTIFIER

The proposed BL-PFC Cuk derived voltage doubler rectifier

is shown in Fig. 2. This converter operates with voltage

follower mode i.e., discontinuous inductor current mode. The

advantage of this control is that power switches and output

diodes can be turned on and off with zero current, which

further lowers conduction losses and improves commutation

in the converter. Normally, output inductors follow rectified

pulsed current shapes for deep discharges. Therefore, the

shape of input current is determined by the precise design

of intermittent passive components such as inductors and

capacitors.

Assuming that, the input inductors and intermediate capac-

itors are operating in CCM, whereas output inductors are in

DCM. Further, it is also assumed that the converter operates

in steady-state conditions, along with the following additional

presumptions.

1) The supply voltage is fully sinusoidal, with a peak

amplitude of Vm and an angular frequency of ω.

2) Every switching and passive elements in the circuit is

ideal and entirely effective.

3) Since supply frequency is substantially lower than switch-

ing frequency, it is anticipated that input supply voltage will

remain constant throughout a switching cycle.

4) The output capacitors (Co1 and Co2) are sufficiently large

to ensure lesser voltage ripples, while the output inductors

(Lo1 and Lo2) obey the volt-second balancing theory and have

zero steady-stage voltage.

5) The supply voltage is exactly equal to the average steady-

state voltage across the intermediate capacitors (C1 and C2).

The operational modes of the converter and its theoretical

analysis over one full switching cycle are covered in detail for

only the positive half cycle of the supplied voltage.

In the first operational mode (shown in Fig. 3(a)), the

rectifier diode Di1 and inductor Li carries current when the

power switch S1 is enabled. Inductor Lo1 receives energy

from intermediate capacitor C1 via switch S1. The inductor

currents ILi and ILo1 rise linearly during this time. The output

Fig. 3. Operational modes of BL-PFC Cuk-derived voltage doubler rectifier;
(a) Mode I; (b) Mode II; (c) Mode III.

capacitors, Co1 and Co2, feed the output load simultaneously.

Meanwhile, circuit designed for a negative half-cycle remains

ideal. The rate of rise of input and output inductor currents

are stated as,

VAC = Lx

dILx

dt
, x = i, o1 (1)

equation (1) can also be written as,

LxdILx = VACd1Tsw (2)

The equivalent inductance appears across input supply dur-

ing this operational state is given as,

1

Leq

=
1

Li

+
1

Lo1

(3)

effectively, the power switch’s peak current is given by,

IS1,pk =
Vm

Leq

d1Tsw (4)

where Tsw is the switching period and d1 is the duration of

this operational mode.

When switch S1 is turned off, the second topological oper-

ational stage (shown in Fig. 3(b)) begins. The forward biased

diode D1 offers an alternative path for the inductor currents

ILi and ILo1. The output capacitor Co1 is being charged by an

inductor Lo1, and the intermediate capacitor C1 is also charged

from the energy of inductor Li. Owing to DCM operation, the

current ILo1 will decrease to zero after the completion of this

operational mode. However, as inductor Li is made for CCM



operation, ILi still exists. Inductors current during this mode

can be written as,

VDC = Lx

dILx

dt
, x = i, o1 (5)

alternatively, (2) can also be written as,

LxdILx = VDCd2Tsw (6)

from (2) and (5), duration d2 can be determined as,

d2 =
d1 sin(ωt)

m
(7)

where, m is voltage conversion ratio (m = VDC/Vm).

Meanwhile, peak current through a diode D1 is determined

as,

ID1,pk =
Vm

Li

d2Tsw +
VDC

2Lo1

d2Tsw (8)

When the currents ILi and ILo1 becomes equal in magnitude

but opposite in direction, the third operational state begins

(as shown in Fig. 3(c)). The switch and diode remains off in

this stage. The output load is supplied by both the capacitors

Co1 and Co2. To operate the converter in DCM, the following

condition must satisfy,

d1 + d2 < 1 (9)

from (7),

d1(1 +
sin(ωt)

m
) < 1 (10)

when wt = 90◦, the worst situation happens, so the condition

for DCM operation is,

d1 <
m

m+ 1
(11)

During the negative half cycle, the same operating stages

will recur.

III. DESIGN OF BL-PFC CUK VOLTAGE DOUBLER

RECTIFIER FOR DCM OPERATION

The proposed BL-PFC Cuk-derived rectifier is theoretically

analyzed in the following section. Equations presented allow

the rectifier design to be carried out in the steady state.

A. Critical Conduction Parameter for DCM Operation

The average input current taken by the BL-PFC Cuk voltage

doubler rectifier converter is given as,

IAC(t)AVG = ILeq AV G (12)

so, current of inductor appears across input during one switch-

ing cycle can be written as,

dILeq =
VACd1Tsw

Leq

(13)

and, average input inductor current is given as,

ILeq AV G =
VACd1

2Tsw

2Leq

(14)

Average input power taken by the rectifier can be expressed

as,

Pin AV G =
2

T

T
2∫

0

Vm
2sin2(ωt)d1

2Tsw

2Leq

dt (15)

solving (15) for complete cycle results in,

Pin AV G =
Vm

2d1
2Tsw

4Leq

(16)

also average converter input current is obtained as,

Iin AV G =
Vmd1

2Tsw

4Leq

(17)

Assuming that, losses in converter are zero and average

input and output powers are equal Pin AV G = Po AV G. So,

average output current can be calculated as,

IDC AVG =
Vm

2d1
2Tsw

4LeqVDC

(18)

output average current can also be represented as,

IDC AVG =
VDC

RL

(19)

comparing (18) and (19) results in,

d1 =
√
2m

√

2Leq

RLTsw

(20)

or

d1 =
√
2m

√

Kα (21)

where kα is the dimensionless conduction parameter. From

(11) and (21), the value of critical conduction parameter for

converters operation in DCM can be obtained as,

Kα crt <
1

2(m+ 1)
2

(22)

B. Inductors of Proposed Rectifier

Generally, Cuk and Sepic converter have sufficient input

inductor for continuous in-phase sinusoidal input current.

Also, input current doesn’t involve third harmonics, hence no

requirement of additional filter inductor [7]. So, input inductor

value can be obtained as,

Li =
VAC AVGd1Tsw

∆ILi

(23)

where, ∆ILi represents allowable ripples in the inductor

current and its value is generally considered to be 10 - 15%

of input current.

Output side inductors value is obtained from the reference

of (3) and (23) as,

Loy =
LiLeq

Li − Leq

, y = 1, 2 (24)



TABLE I
INPUT SPECIFICATIONS OF BL-PFC CUK RECTIFIER

Parameters Specifications

Supply voltage 110 V , 50 Hz

Power rating 300 W

Output voltage range 50 - 200 V

Switching frequency 50 kHz

Ripples in inductor current 20%

Ripples in output voltage 3%

C. Capacitors of Proposed Rectifier

The waveform of the input current being greatly affected

by the intermediate energy transfer capacitor. Therefore, to

prevent current oscillations while in operation, the resonance

frequency of energy transfer capacitors and inductors should

always be higher than the line frequency. The value of inter-

mediate capacitors are obtained as,

Cy =
1

ωr
2(Li + Loy)

, y = 1, 2 (25)

where, ωr is the resonant frequency and ω < ωr < ωsw.

The imbalance between the input and output instantaneous

power for active PFC rectifiers results in output voltage ripples.

This imbalanced power must therefore be compensated by the

output capacitor. Hence, two output capacitors connected in

parallel in proposed converter. The value of a output capacitor

is as follows,

Coy =
IDC

ω∆VDC

=
(Po/VDC)

ω∆VDC

, y = 1, 2 (26)

Meanwhile, the output voltage ripple is expressed as,

∆VDC = −
IDC sin(2ωt)

ωCoy

, y = 1, 2 (27)

It is observed from the (27) that, the proposed converter

requires a double valued capacitor to fulfill the requirement

of output voltage ripple like a conventional dual BL-PFC Cuk

rectifier. However, the capacitors voltage ratting is reduced

to half than that of conventional converter. This indicates that

size and price get reduced substantially.

IV. DISCUSSION OF SIMULATION AND EXPERIMENTAL

RESULTS

The proposed rectifier’s input and design parameters are

given in Tables I and II, respectively. A steady-state and

dynamic condition are taken into account in order to study

the behavior of proposed rectifier. Under rated load and

steady-state condition, Fig. 4 shows input voltage VAC , input

current IAC , output voltage VDC , and output current IDC

of proposed rectifier. From the result, it can be observed

that input current tracks the supply voltage with a unity

power factor (PF) and with less THD (1.56 %). Intermediate

capacitor voltages (VC1, VC2) and output inductor currents

(ILo1, ILo2) under rated condition is shown in Fig. 5. Input

current maintains sinusoidal shape due to continuous voltages

across intermediate capacitors (C1, C2). Despite, unity PF

TABLE II
DESIGN SPECIFICATIONS OF BL-PFC CUK RECTIFIER

Parameters Value

Input inductor (Li) 1.6132 mH

Intermediate capacitors (C1, C2) 2.4 µF

Output inductors (Lo1, Lo2) 70.66 µH

Output capacitors (Co1, Co2) 2200 µF

Duty cycle (dmax) 0.4097

Fig. 4. Input voltage VAC ; input current IAC ; output voltage VDC ; output
current IDC under steady-state condition.

Fig. 5. Intermediate capacitor voltages (VC1, VC2) and output inductor
currents (ILo1, ILo2) under steady-state condition.

can be achieved due to deep discharge of output inductors

(Lo1, Lo2). The voltage and current stresses across the switch

and diode (Vsw1, Isw1, VD1 and ID1) under rated operation

are shown in Fig. 6. It is noted that the maximum voltage

across the switches and diodes is 255.56 V, which is less

than the voltage stress in conventional converters i.e., 355.56

V for the same input. However, the RMS currents of output

diodes would be slightly higher due to a reduction in voltage

across the output inductors. It is observed from Fig. 7 that,

the output capacitor voltages are well balanced and its peaks



Fig. 6. Voltage and current stress across the switches and diodes (Vsw1,
Isw1, VD1, ID1) under rated condition.

Fig. 7. Voltages across the output capacitors (VCo1, VCo2).

Fig. 8. Dynamic response of the converter when output voltage changed from
100 V to 160 V at RL = 100 Ω.

occur at different instants because capacitors are charging and

discharging alternately in its respective half cycles. Which

cause reduction in the output voltage ripples and improves

output power quality.

In order to analyze the dynamic response of the converter,

varying voltage commands at the output and input are em-

ployed. Fig. 8 shows the response of the converter when the

output voltage changes from 100 V to 160 V at 1 s with a fixed

load resistance of 100 Ω. It is seen from the results, the output

voltage follows the reference voltage command smoothly and

settles within 0.2 s. Furthermore, at 100 V output voltage, the

converter draws sinusoidal currents and hence has less THD

(2.37%). In addition, the converter response was observed by

changing input voltage from 85 V to 126.5 V (RMS) at 1 s for

desired output voltage of 150 V as shown in Fig. 9. As per

the result, even when input voltage changes, output voltage

Fig. 9. Dynamic response of the converter when input voltage changed from
85 V (RMS) to 126.5 V (RMS) at RL = 100 Ω.

Fig. 10. Experimental results for VDC = 170 V, RL = 130 Ω under steady-
state condition: (a). VAC ; IAC ; VDC ; IDC , (b). VC1; VC2; ILo1; ILo2.

remains consistent despite some disturbances occurring at the

moment of input voltage change.

A hardware prototype with a power rating of 300 W is

developed to verify the simulation results. In Figs. 10 and 11,

hardware results are presented under steady-state condition

for the output voltage 170 V and load resistance of 130 Ω.

The input current appears sinusoidal, and all experimental

results are consistent with simulation results. In the presence

of changing output and input voltages, a dynamic response

of the converter was observed. Despite the change of output

voltage from 100 V to 180 V as shown in Fig. 12(a), input

current remains sinusoidal with increasing magnitude to match

input-output power level. In addition, Fig. 12(b) shows that,

variation in magnitude of input voltage from 85 to 115 V

(RMS), has no effect on the nature of current drawn by the

converter.

The Table III shows the variation in the THD and PF for

different input and output voltages. A comparison of Cuk

converter cell derived BL-PFC rectifiers is given in Table

IV. The proposed rectifier has reduced voltage stress over

diodes and switches compared to other existing rectifiers.

As a result of the split capacitor arrangement and different

charging and discharging times, the proposed rectifier has a

reduced output voltage ripple. Since the voltage across the

devices is low, conduction and switching losses are relatively

lower in proposed converter, which resulting in better thermal

performance.



Fig. 11. Experimental results for VDC = 170V , RL = 130 Ω under steady-
state condition: (a). Vsw1; Isw1; VD1; ID1, (b). VCo1; VCo2.

Fig. 12. Experimental results for RL = 130 Ω under dynamic conditions:
(a). When output voltage changes from 100 V to 180 V, (b). When input
voltage changes from 85 V (RMS) to 115 V (RMS).

V. CONCLUSION

This paper propose BL-PFC voltage doubler rectifier de-

rived from Cuk converter cells. In comparison to a dual inter-

leaved PFC converter, the proposed rectifier either minimize

voltage stress on the switches for same magnitude of output

voltage or increase output voltage gain by double with same

voltage switching stress. Additionally, because two converter

cells run for separate half cycles, the proposed rectifier im-

proves thermal management. As output capacitors are charged

and discharged during its alternate half cycles, ripples in the

voltage are reduced. Also, low voltage capacitors are needed at

the output side of the proposed rectifier, which will drastically

lowers the cost of the rectifier. Furthermore, rectifiers act

as voltage followers in voltage control techniques and seek

input currents that follow the supply voltage with less THD.

Simulations of the proposed converter have been performed,

and the results have been verified based on theoretical analysis.

The input sinusoidal current has a THD of 1.56% and a power

factor of 0.9998. Furthermore, the feasibility of proposed

rectifier has been verified with a 300 W hardware prototype.
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Abstract—Battery energy storage systems (BESS) have become
an integral part of the renewable energy system and second life
batteries offer a cheaper solution for storage. Electric vehicle
(EV) batteries at 70-80% capacity, which are no longer ideal for
mobility applications, can still be used for stationary storage
purposes. This creates a market for used batteries, thereby
reducing EV costs. In this paper, a novel Four-Port Converter
(FPC) capable of integrating second-life batteries of different
voltage ratings and capacities with Photo-voltaic (PV) system
and DC grid is proposed. The proposed converter consists of five
MOSFETs and is capable of controlling charging and discharging
of batteries while ensuring Maximum Power Point Tracking
(MPPT) operation of PV. The MPPT for PV is implemented
using Perturb and Observe (P&O) algorithm. The analysis
of the FPC is given and the control strategy for charging,
discharging and MPPT modes are validated through simulation
in MATLAB/Simulink.

Index Terms—DC-DC converter, DC grid, electric vehicle,
energy storage, four-port converter, photo-voltaic, second life
batteries

I. INTRODUCTION

The Photo-voltaic (PV) based low voltage DC micro-grid
(48V) is becoming an increasingly viable option for rural elec-
trification [1]. PV systems are integrated with energy storage
systems due to the intermittent nature of solar irradiance [2].
Lithium-ion (Li-ion) battery is the suitable candidate due to
high energy density but the higher cost makes the usage of new
batteries a less desirable option for storage purposes. Li-ion
batteries are widely used for electric vehicle (EV) applications
but these batteries are not preferred for transportation applica-
tions when their capacity is degraded to 70-80% of nominal
capacity. These second life batteries can still be used for
storage applications before being recycled [3]. Experimental
evaluation has been done on the technical viability of using

second life batteries from an aging perspective, and it has been
found that first life aging data is crucial for deciding the safety
and time to failure of second life battery usage [4], [5]. Studies
on the life-span of second life batteries are reported in [6], [7].
By providing an alternate option for energy storage, second life
batteries not only reduce the cost of EVs and storage options,
but also have an indirect positive environmental impact [8].

The second life batteries have different voltages, state of
charge and capacity unlike first life batteries, and this will
complicate the series/parallel connection of multiple units of
such batteries. Therefore, the control of second-life batteries
require converters capable of controlling each batteries inde-
pendently. The topology reported in [9], [10] use dedicated
converters for each battery ports, on account of that the
topology has a higher requirement of switches. The higher
number of switch count can be reduced by introducing multi-
port converters, where multiple batteries are controlled using
a single converter.

The multi-port converters reported in the literature [11]–
[16] have four-ports, and hence they can be configured for the
application targeted in this paper. Out of the four ports, one
port for PV, one for grid and two ports are dedicated for the
batteries. Moreover, three ports must be bidirectional viz. the
grid port and the two battery ports. The grid can be either a
source or sink (for charging batteries in the absence of PV
power), and similarly the battery ports must be bidirectional
by considering the charging and discharging operation of the
batteries. Topologies reported in [11]–[14] have only one
bidirectional port and the FPC reported in [15] do not have any
bidirectional power ports. Moreover, the Four-Port Converters
(FPCs) reported in [11]–[15] have a higher count of diodes.
The FPC reported in [16] requires only three switches and two
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diodes. However, the topology has the following problems: (1)
there are only two control variables in the converter, which are
not enough for an effective control of a four-port converter
based system, (2) charging of the battery from the PV power
is in two-stages, higher number of converter stages reduce the
efficiency, and (3) the number of bidirectional ports are limited
to two.

The MPPT efficiency of the PV and the life time of the
batteries can be improved by using inductively interfaced
current ports integrating both PV and batteries [17], [18].
Unfortunately, none of the FPCs reported in [11]–[16] have
inductively interfaced current ports for all PV and battery ports
while reconfiguring for the application targeted in this paper.

This paper addresses the limitations of the topologies re-
ported in the literature by novel four-port DC-DC converter.
The devised converter is capable of integrating two second-
life batteries, PV and DC grid of 48V. All the four ports
of the devised converter allow bidirectional power flow. This
allows more design flexibility. The four inductors used in
the converter are arranged such that all four ports are in-
ductively interfaced. All semi-conductor switches used in the
devised topology allow bidirectional power flow, and hence
the converter always operates in Continuous Conduction Mode
(CCM). This paper is structured as follows: operation of the
proposed converter is presented in Section II. Design proce-
dure is given in Section III, and control strategy is discussed
in Section IV. The simulated results from MATLAB/Simulink
are presented in Section V and Section VI concludes the paper.

II. OPERATION OF THE CONVERTER

The circuit diagram of the proposed FPC is given in Fig. 1.
The topology has five switches S1-S5, of which S1 and S2 are
complimentary and S3, S4 and S5 operate in pairs. Therefore,
there are two switching modes associated with S1 and S2 and
three switching modes associated with S3, S4 and S5, which
when combined all together result in six modes of operation.
Two ports (Vb1 and Vb2) are for second-life battery integration
and two for PV integration (Vpv) with DC grid (Vg).

The power balance is given in equation (1),

Vb1i1 + Vb2i2 + Vgi3 + Vpvip = 0 (1)
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Fig. 1: Proposed Four-Port Converter

The switching states of the five different switches (S1-S5)
lead to six different modes which are shown in Fig. 2.

A. Mode 1: S1, S3 and S4 are ON

The current through the inductor L1 (i1) increases as Vb1
appears across it. The current through the inductor L2 (i2)
decreases as Vpv > Vb2. The current through the inductor
L3 (i3) increases as Vc + Vg − Vpv appears across it while i4
through L4 decreases as Vpv−Vc is less than zero. The current
through the inductor L2 and the PV current flow through the
capacitor C.

vL1 = Vb1, vL2 = Vb2 − Vpv

vL3 = Vc + Vg − Vpv, vL4 = Vpv − Vc

ic = I2 + Ip

(2)

B. Mode 2: S1, S3 and S5 are ON

The current through the inductor L1 increases as Vb1 appears
across it. The current through the inductor L2 (i2) decreases
as Vpv > Vb2. The current through the inductor L3 starts to
decrease as the switch S5 is turned ON and Vpv > Vg . The
current through the inductor L4 continues to decrease as the
switch S3 is still ON and Vc > Vpv . The current through the
capacitor C is given in equation (3).

vL1 = Vb1, vL2 = Vb2 − Vpv

vL3 = Vg − Vpv, vL4 = Vpv − Vc

ic = I2 + Ip − I3

(3)

C. Mode 3: S1, S4 and S5 are ON

As the switch S1 is ON, Vb1 appears across the inductor
L1 and the current through L1 increases. Current through L2

decreases as Vc+Vpv > Vb2. The current through L3 decreases
as Vpv > Vg while that through the inductor L4 increases as
Vpv is across L4. The current through the inductor L2 flows
through the capacitor C.

vL1 = Vb1, vL2 = Vb2 − Vc − Vpv

vL3 = Vg − Vpv, vL4 = Vpv

ic = I2

(4)

D. Mode 4: S2, S3 and S4 are ON

When S1 is OFF, the current through the inductor L1 falls
as Vc > Vb1. The current through the inductor L2 rises as
a positive voltage appears across it as given in equation (5).
Current through the inductor L3 rises as the voltage across it
is greater than zero and that through L4 falls since Vc > Vpv .
The current through the inductor L1 and the PV current, Ip
flow through the capacitor C.

vL1 = Vb1 − Vc, vL2 = Vb2 + Vc − Vpv

vL3 = Vc + Vg − Vpv, vL4 = Vpv − Vc

ic = I1 + Ip

(5)



vpv
Vg

C
L3i3

i4 L4

  PV 
Array

ip

Cp

ic

Cb2

Cb1

L1 i1

L2 i2

Vb1

Vb2

S1S5

vg

Mode 2

vpv
Vg

C
L3i3

i4 L4

  PV 
Array

ip

Cp

ic

Cb2

Cb1

i1

L2

Vb1

Vb2

S1

S4

S5

vg

Mode 3

S3 L1 i1

vpv
Vg

C
L3i3

i4
L4

  PV 
Array

ip

Cp

ic

Cb2

Cb1

L2 i2

Vb1

Vb2

S2S4vg

Mode 4

S3

vpv
Vg

C
L3i3

i4 L4

  PV 
Array

ip

Cp

ic

Cb2

Cb1

L1 i1

L2 i2

Vb1

Vb2

S2

S5

vg

Mode 5

vpv
Vg

CL3i3

i4 L4

  PV 
Array

ip

Cp

ic

Cb2

Cb1

L1 i1

L2 i2

Vb1

Vb2

S2S4

S5

vg

Mode 6

S3

vpv
Vg

C
L3i3

i4 L4

 PV 
Array

ip

Cp

ic

Cb2

Cb1

L1 i1

L2 i2

Vb1

Vb2

S1

S4vg

Mode 1

S3

vc vcvc

vc vc vc

L1

Rg

Rg Rg Rg

RgRg

Fig. 2: Modes of operation corresponding to various switching states

E. Mode 5: S2, S3 and S5 are ON

Current through the inductor L1 falls as Vc > Vb1 and that
through the inductor L2 rises as Vb2+Vc−Vpv appears across
it. The currents through L3 and L4 fall as Vpv > Vg and
Vc > Vpv . The current through the capacitor C is given in
equation (6).

vL1 = Vb1 − Vc, vL2 = Vb2 + Vc − Vpv

vL3 = Vg − Vpv, vL4 = Vpv − Vc

ic = I1 + Ip − I3

(6)

F. Mode 6: S2, S4 and S5 are ON

Current through the inductors L1 and L2 decrease as Vc >
Vb1 and Vpv > Vb2. Current through L4 increases as S3 is
switched OFF and Vpv appears across it. The current through
L3 continues to fall as S5 is kept ON and Vpv > Vg . The
current through inductor L1 flows through the capacitor C.

vL1 = Vb1 − Vc, vL2 = Vb2 − Vpv

vL3 = Vg − Vpv, vL4 = Vpv

ic = I1

(7)

Out of the six possible modes, only four modes are op-
erational in a switching cycle. The operational modes in a
switching cycle depend on the duty ratios, d1, d3 and d5 of
switches, S1, S3 and S5. Considering the switching cycle starts
with Mode 1, the switching transitions can be explained as
follows: (i) when d1 < (1 − d5), modes 1, 4, 5 and 6 are
operational, (ii) when (1− d5) < d1 < d3, modes 1, 2, 5 and
6 are operational and (iii) when d1 > d3, modes 1, 2, 3 and 6
are operational, and in this case, Vb2 > Vpv . The waveforms
corresponding to the three conditions are given in Fig. 3.

III. CONVERTER DESIGN

The mathematical relation involved in different modes of
operation can be derived using volt-sec balance of inductors.
There are four inductors, L1, L2, L3 and L4, the currents of
which are to be controlled by varying the duty ratios of the

switches. Applying the volt-sec balance principle for inductors
L1, L2, L3 and L4,

Vb1 = Vc(1− d1); Vb2 =Vc(d1);Vc = Vb1 + Vb2

Vpv = Vc(d3); Vg =Vc(1− d4)
(8)

The four inductors are designed such that the ripple current
is limited to 15%. The inductors L1 and L2 are designed
for rated battery currents and L3 and L4 are designed based
on power balance and rated PV current. Inductor values are
decided based on the equations given in (9). Where ∆I1, ∆I2,
∆I3, ∆I4 denote the ripple currents in inductors L1, L2, L3,
and L4 respectively, and Ts is the switching period.

L1 =
Vb1d1Ts
∆I1

L2 =

{
(Vb2+Vc−Vpv)(d3−d1)Ts

∆I2
, d1 < d3

(Vb2−Vc−Vpv)(d3−d1)Ts

∆I2
, d1 > d3

L3 =
(Vg − Vpv)d5Ts

∆I3

L4 =
Vpv(1− d3)Ts

∆I4

(9)

The expressions for RMS currents of the capacitor C under
various conditions are given in equation (10)-(12).

Condition I (d1 < (1− d5)):

ICrms =((I2 + Ip)
2d1 + (I1 + Ip)

2(1− d1 − d5)

+ (I1 + Ip − Ig)
2(1− d4) + (I1)

2(1− d3))
1
2

(10)

Condition II ( (1− d5) < d1 < d3):

ICrms =((I2 + Ip)
2(1− d5) + (I2 + Ip − Ig)

2(d5 − d2)

+ (I1 + Ip − Ig)
2(d3 − d1) + (I1)

2(1− d3))
1
2

(11)
Condition III (d1 > d3):

ICrms =((I2 + Ip)
2(1− d5) + (I2 + Ip − Ig)

2(1− d4)

+ (I2)
2(d1 − d3) + (I1)

2(1− d1))
1
2

(12)
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IV. CONTROL STRATEGY

The control strategy of the proposed FPC is shown in Fig. 4.
The proposed control strategy is valid for port Vb2 < Vpv(d1 <
d3). Among the four ports, the power handled by three of them
are regulated using the duty cycles d1, d3, and d5. The power
handled by the remaining port can be given by the power
balance equation (1). The currents through the inductors L1

and L2 can be negative or positive depending on whether the
batteries are charging or discharging. The charging/discharging

operation of battery-1 can be regulated by controlling the
current through the inductor L1 using the duty ratio d1 of
the switch S1. It can be seen from Fig. 3(a) and (b) (where
d1 < d3) that the current in inductor L2 is increasing when
switches S2 and S3 are both ON. The charging/discharging
operation of battery-2 can be regulated by controlling the
current through the inductor L2 by controlling the period
where both switches S2 and S3 are conducting. The PV
voltage is controlled by using a dual loop, where the voltage
across the capacitor Cp forms the outer loop, and current
through the inductor L3 forms the inner loop. The output of
the inner loop sets the duty ratio d5 of the switch S5. MPPT
is implemented using the P&O algorithm, which is used to
generate the reference voltage for the PV panel corresponding
to the maximum PV power available.

V. VALIDATION OF THE PROPOSED FPC

The proposed FPC is validated under various operating
conditions using MATLAB/Simulink. The parameters of the
proposed FPC are shown in Table. I.

The dynamic response of the proposed FPC due to the
changes in battery current (i1) and (i2) is shown in Fig.5. In
this case, PV insolation is kept at 1000W/m2 (Vmpp = 69.4V
(37.8*2) and Impp = 7.8A) throughout the operation. It can be
seen from Fig.5 that Vpv and ip reach their respective Vmpp

and Impp values respectively thereby proving MPP tracking.
In the beginning, battery-1 and battery-2 are discharging at 1A
and 5A respectively. Therefore, PV and the batteries supply
power to the grid which can be inferred from the negative value
of the grid current (i3) thereby operating in TISO (Triple-
Input Single-Output) mode. The i1 is changed from 1A to



TABLE I: Simulation parameters

Parameter Specifications

Power rating 750W

Inductors L1=136µH, L2=100µH, L3=60µH, L4=40µH

Capacitors C = 10µF, C1 = C2 = Cp = 22µF

MPPT algorithm P&O algorithm

Switching frequency 100kHz

PV panel (each)
Two solar panels are connected in series
Vmpp = 34.7V, Impp = 7.8A Pmpp = 270.66W

Battery
Vb1nom = 48V, Capacity = 31Ah
Vb2nom = 36V, Capacity = 20Ah

Grid 48V DC; Rg= 0.1 Ω

Vmpp, Impp and Pmpp are the voltage, current and power at MPP

Fig. 5: Simulation results corresponding to change in battery
current references

-8A at ta. Hence it can be seen that PV and battery-2 are
supplying power to both battery-1 and the grid which can be
inferred from the negative value of i3 thereby operating in
DIDO (Double-Input Double-Output) mode. The i2 is changed
from 5A to -4A at tb. Hence it can be seen that PV and grid
are supplying power to both battery-1 and battery-2 which can
be inferred from the positive value of i3.

The dynamic response of the proposed FPC due to the
insolation changes of the PV panel is shown in Fig.6(a)
and Fig.6(b). In this case, i1 and i2 are regulated at -8A
and -1A respectively throughout the operation. At ta, PV
insolation is changed from 1000W/m2 (Vmpp = 69.4V (34.7*2)

Fig. 6: Simulation results corresponding to change in irradi-
ance from 500W/m2 to 1000 W/m2

Impp = 7.8A) to 500W/m2 (Vmpp = 70.7V (35.35*2) and
Impp = 3.88A)). It can be seen from Fig.6(a) and Fig.6(b)
that vpv and ip reach their respective Vmpp and Impp values
respectively thereby proving MPP tracking. Also, it can be
inferred from the direction of i3 that PV and grid together
supply power to the batteries before ta thereby operating in
DIDO (Double-Input Double-Output) mode, and PV supplies
power to batteries and grid after ta thereby operating in SITO
(Single-Input Triple-Output) mode. Hence it is proved that the
proposed FPC can be operated in SITO, DIDO, and TISO
modes based on the operating conditions.

A detailed comparison of the devised FPC with the existing
topologies is given Table II. When compared to the other
FPCs, all four ports of the proposed topology allow bidirec-
tional power flow. Even though the devised converter has a
higher number of inductors, all four ports of the converter
are inductively interfaced. Moreover unlike the other FPCs,
the devised FPC doesn’t have a diode, thereby eliminating the
problems associated with discontinuous mode of operation.

VI. CONCLUSIONS

This paper proposed a novel four-port DC-DC converter
integrating second life batteries, PV and DC grid of 48V.
When compared to the other schemes reported in the lit-
erature, the devised converter has the following combined
advantages: (1) all four ports allow bidirectional power flow,
which is a desirable feature while integrating batteries and
grid, (2) all four ports are inductively interfaced, thereby
improving the MPPT efficiency and battery life time, (3) the



TABLE II: Comparison table of various topologies

Topology
No. of
switches

No. of
diodes

No. of
inductors

No. of
bidirectional
ports

*Inductively
interfaced
ports

[11] 4 4 1 1 No

[12] 4 4 1 1 No

[13] 3 4 3 1 No

[14] 4 6 2 1 No

[15] 2 4 1 0 No

[16] 3 2 2 2 No

[Proposed] 5 0 4 4 Yes

*=Inductively interfaced ports for two battery ports and one PV port

topology offers three control variables required for a four-
port converter, (4) eliminates the requirement of dedicated
converter for each battery unit, (5) eliminates higher number
of power conversion stages, and (6) eliminates the issues
associated with the discontinuous mode of operation as the
converter always operates in CCM. The overall solution is
validated through detailed analysis and simulation results from
MATLAB/Simulink. The comparison of the devised system
with existing schemes proved the effectiveness of the devised
FPC.
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Abstract— This paper presents the control of photovoltaic 

(PV) voltage using the Internal Model Control (IMC) technique, 

for battery charging systems utilizing the buck converter. The 

system consists of photovoltaic (PV) array, buck converter and 

battery.  It has been modeled using small signal analysis. The 

proposed controller results fast and accurate tracking of 

reference PV voltage. This reference voltage is decided by 

MPPT under varying environmental conditions. To track this 

reference voltage, proposed IMC controller provides gate signal 

to buck converter. It exploits the full capacity of the PV panel. 

Also, it reduces switching stress, settling time and losses. Which 

cannot be achieved through direct duty cycle control (DDCC) of 

converter through Maximum Power Point Tracking (MPPT) 

algorithm. The efficiency of the proposed battery charging 

system has been evaluated under varying environmental 

conditions using MATLAB/Simulink. Finally, hardware results 

have verified the correctness and effectiveness of the proposed 

control strategy.  

Keywords— PV system, Maximum Power Point Tracking 

(MPPT), Buck Converter, Internal Model Control (IMC), Electric 

Vehicles (EVs), Direct Duty Cycle Control (DDCC) 

I. INTRODUCTION

Conventional electricity generation affect severely our 
environment. To overcome this, shifting towards Green 
Energy i.e., Renewable Energy Sources (RESs)  [1-4] is 
needed. The RERs are abundant, free and available nearly 
everywhere in some extent. Among all, solar power via PV 
panels is in trend. Power generated through PV panel is a 
nonlinear function of environment conditions (typically solar 
irradiance and temperature) [5]. MPPT is used to maximize 
the efficiency of PV systems by regulating the duty cycle of 
the converter. This DDCC produces sub-harmonic 
oscillations, quasi-periodicity, and chaos [6]. It increases 
switching stress and losses [7]. The additional controller 
employed after DDCC to tracks the reference voltage set by 
MPPT technique avoids oscillation and reduces settling time. 
The reference voltage control method is preferred because the 
PV voltage at maximum power point (MPP) is less affected in 
compare to PV current [8]-[9]. 

Based on DDCC of DC-DC converter, wide variety of 
MPPT techniques have been reported in the literature [6], [10-
14]. Among these perturb and observe (P&O) [10] and 
incremental conductance (INC) [11] are commonly used 
methods due to their simplicity and generic nature. P&O 
algorithm results oscillation around the steady state MPP 
under rapid fluctuations of solar irradiation. Hence, this 
algorithm is very likely to lose tracking the MPP. In contrast, 
INC method has better accuracy than P&O and it doesn’t 
suffer loss of tracking. However, implementation of INC is 

expensive and it takes longer time to track MPP [6], [13]. To 
overcome this, several research works have used artificial 
intelligence (AI) approach such as fuzzy logic (FL), neural 
network (NN) and particle swarm optimization (PSO). 
Although these AI methods deal more effectively with 
nonlinear I-V characteristics of PV system but require heavy 
computation which cannot be achieved using low-cost 
processor [12], [13]. Further this cost limitation was solved by 
analogue MPPT controller [14]. It has high tracking efficiency 
and low-cost implementation, but only applicable for low 
power PV applications [6]. 

The proportional and integral (PI) controller with 
feedback compensator is proposed in [15] for regulating the 
converter voltage but verified only for standard test condition 
(STC). The state space feedback control method presented in 
[16] tracks the MPPT output, but disturbance applied to the
system results noticeable small changes in the control signal.
This is designed by using Ackermann matrix method [17], it
has limitation of compromise between error vector response
speed and the sensitivity to disturbances and measurement
noises. Tracking of reference current generated by MPPT
controller presented in [10]. The reference  current was given
to the current controller loop (PI), to control the switch by
generating duty ratio. The PI controller exhibits faster tracking
performance under varying environmental condition but fails
to eliminate oscillation. The K factor control method proposed
in [18] satisfactorily track the reference voltage, shows faster
transient response in compared to simple PI control method
and is more stable. But the oscillations in the MPP reference
voltage does not provide accurate MPP voltage instead
oscillates across MPP. Among nonlinear control strategies,
sliding mode control (SMC) has powerful control ability but
it suffer from chattering behaviour under large uncertainties
[19]. In this regard, internal model control (IMC) [20–24]
provides effective, novel, robust and optimal properties with
simple framework for the analysis of the control system
performance, especially [25].

In this paper, a detailed small signal model is proposed for 
PV battery charging system utilizing Buck converter for EV 
applications (Fig. 1). Based on this modeling a procedure for 
systematic design of PV voltage loop controller is proposed. 

The rest of the paper is organized as follows: The 
mathematical modeling of whole system has been discussed 
in section II; section III describes the method for reference 
voltage computation and section IV provides detailed study of 
the controller design based on IMC scheme. Simulation 
studies are presented in Section V. Finally, section VI 
summarizes the main conclusions. 

Paper ID - 000125



Fig. 1. Block diagram of PV fed DC-DC converter for battery charging 

system with a voltage controller. 

II. SYSTEM MODELING DISCRIPTION

This section includes mathematical modelling of system 

shown in Fig. 1. To overcome nonlinearity of battery 

charging system, small signal analysis is used to approximate 

the behavior of nonlinear system with linear equations, which 

needs equivalent linear circuit model. This section is divided 

into three parts. 

A. Photovoltaic (PV) Array modelling

The non-linear characteristic of PV array makes controller
designing part difficult. In this work, non-linear system (Fig. 
1) is characterized as several linear models.

Fig. 2. (a). Equivalent circuit of a practical PV array. (b). Thevenin’s 
equivalent model of PV array valid at the linearization point. 

For system analysis and MPPT design static single diode 
model of PV (Fig. 2) is considered. It consists of series 
resistance (��) , shunt resistance (���), a diode, a PV cell
photon current (���). The mathematical model of considered
PV module can be expressed as 

	
� = 
�
� − 
�� ��� ���������� − 1�. (1) 

Where 	
� is PV output current, 
 is number of cells in

parallel, �  is number of cell in series, ��  is cell reverse
saturation current,   is the electron charge ( = 1.6 ×
10$%&'), )  is Boltzmann constant �) = 1.3805 ×
10$-. /

�� , 0  is the diode ideality factor, 1  is the cell

temperature (in Kelvin), �
� is the ideal current source, 2�3
is the open circuit PV output voltage. �� is calculated as

�� = ��4 � �
�5�. �6789

:; � <
;5$<

;�=
. 

(2) 

Where ��4  is the reverse saturation current at reference
temperature 1> and  BC  is the band-gap energy. Further��4 , �
� , ��  and ���  is expressed in equation 3 to 6

respectively. 

��4 = ��3
�� ���������� − 1

(3) 

�
� = (��3 + )E(1 − 1>)) F
F>

(4) 

��  =  2�3 − 2G
�G

(5) 

��� + �� =  2G
��3 − �G

(6) 

Where ��3  is short circuit current at reference temperature;)E  is the coefficient of short circuit current; F  is solar
radiation; F> is the reference solar radiation; 2G
 is PV output

voltage at MPP; �G
 is PV output current at MPP.

The PV output characteristics are important in designing 

the static and dynamic properties of interface converter in 

different modes. Fig. 3 shows 	
� versus 2
� curve.

Fig. 3. Current versus voltage characteristic curve of PV array  

From Fig. 3, PV characteristic can be divided in three 

parts: current area (2
� < 2G
), maximum power point (MPP)

and voltage area ( 2
� > 2G
 ). As, current source model

representation is poor than voltage source model, discussed in 

[26]. In this paper current source model is adopted and further 

analysis is done considering the worst case. The equivalent 

Thevenin’s circuit model shown in Fig. 2(b) is drawn with 2J� = �
����  and �J� = ��� + �� , where 2J�  is the

Thevenin’s equivalent voltage and �J�  is the Thevenin’s

equivalent resistance. This Thevenin’s equivalent circuit is 

valid for all linearization point of PV array. 

B. Battery modeling

The proposed battery charging system requires a simple
mathematical model to understand and predict battery 
behaviour under varying charging and discharging current. In 
this work, simple Shepherd battery model [27] is used. The 
equivalent circuit of battery (Fig. 4) consists of controlled 
voltage source (E), battery internal resistance (�L�J), battery
output voltage (2L�J) and battery current (I).

Fig. 4. Equivalent battey circuit  

Parameters of battery model [28] can be easily extracted 
from manufacturer’s discharge curve as 

B = BN − )OG�P   	L�JOG�P − O + Q�($RS5�T)

�L�J = B>�G
1 − 

0.2 ∗ O>�GQ = BWXYY − BZP

[ = 3

OZP

) = \BWXYY − B>�G] + Q �$RS5�T(O − O>�G)

	O>�GB� = BWXYY + ) + �	 − Q.

Where E is no-load voltage, B� is battery constant voltage,K  is polarization voltage, OG�P  is battery capacity, Q  is actual
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battery capacity, A is exponential zone amplitude and B is
exponential zone time constant inverse. 

This model parameter extraction approach is general and 
can be applied to any battery. However, Li-ion batteries are 
preferred due to light weight, faster charging, maintenance 
free and longer life. 

C. Battery charger modeling

Fig. 5 shows the linearised model of whole PV fed buck
system with a battery. In this study, circuit averaging is used 
rather than averaging the converter state equations. It gives 
more physical interpretation. For circuit averaging technique, 
switch network shown in Fig. 6 is considered. 

Fig. 5. Linear model dipcting complete system. 

Fig. 6. Switch network circuit. 

The relationship between both the model (Fig. 5 and Fig. 
6) parameters are shown through following equations

< 2- > = < 2% > b = < 2G > b (8) < 	% > = < 	- > b = < 	c > b. (9) 

The symbol < > used in equations denotes average value 

of variable in switching period 1�. The capital letter stands for

steady state value and ~ denotes small AC perturbations. The 

switching ripples are removed by averaging over one 

switching period 1� . After averaging only low frequency

components remains. Hence, the low frequency components 

of the PV voltage and inductor current of linear model shown 

in Fig. 6 are modeled as Eq. (10). The minus sign in duty 

cycle represents positive voltage increments as < 2
� > = 2
� + 2d
�(e)
< 	c > = �c + f̃cb = h − bi.

(10) 

Based on the linear model (Fig.5) and above derived 

equations, small signal transfer function can be analytically 

derived by applying KVL in loop L1as 

−2- + j kEl
kJ + 2L�J = 0. (11) 

Substituting Eq. (10) in Eq. (11) 

j b < 	c >
bm =< 2
� > b − 2L�J . (12) 

Again from Fig. 5, applying nodal at node A 2Jℎ−< 2
� >
�Jℎ

− ' b < 2
� >
bm − 	% = 0. (13) 

Similarly, from Eq. (10) and Eq. (13) �nℎ$o�pqr
snℎ

− ' ko�pqr
kJ −< 	c > b = 0. (14)

Substituting Eq. (8) in Eq. (12) and Eq. (14) and 

neglecting second order term  like fc̃ × bi, as the second order

terms are much smaller in magnitude thus can be neglected, 

only linear first order AC terms are considered. Further by 

applying Laplace transform ejf̃c = −2
�bi + 2d
�(e) h (15) 

−2d
�(e)
�Jℎ

− e'2d
�(e)  + �cbi − fc̃h = 0. (16) 

Solving Eq. (15) and Eq. (16), the small signal transfer 

function of equivalent model which relates the bi(e)  and2d
�(e) can be computed, given by

F�
�(e) = �tpq(�)
kd(�) = snu(�pqvw�cxl)

�ysnuczw�cwvysnℎ
. (17) 

Steady state value of 2
� and �c  can be found by simple

DC circuit analysis of the linear model circuit. 

�c = 2Jℎ − 2
��Jℎh  ,    2
� = 2L�Jh (18) 

The control to PV output voltage small signal transfer 

function F�
�(e) thus obtained is useful in design of voltage

controller discussed in section IV. 

III. MAXIMUM POWER POINT VOLTAGE

The output power of PV module is mostly affected by the 
environmental conditions. Though, there exists a MPP in the {
� − 2
�  curve [19][29] at which system operates on

available maximum power. The PV power is the 
multiplication of PV voltage and PV output current as {
� = 2
�	
�. (19) 

The PV system will operate at MPP if it satisfies the 
equation 

k�pq
kEpq = 2
� + 	
� k�pq

kEpq = 0. (20)

The PV output voltage can be obtained through Eq. (1) is 

2
� = �����
� |}~ �xpq$Epqwx�

x� �. (21) 

Now, taking derivative of the Eq. (21) with respect to 	
�
results 

k�pq
kEpq = $�����

�  %
xpq$Epqwx� . (22) 

Substituting Eq. (20) and Eq. (21) in Eq. (22): 

j}~ ��
� − 	
� + ���� � = 1
�
� − 	
� + ��

(23) 

The resolution of obtained Eq. (23) gives a linear 
relationship between MPP �4ZW and �
� as

�4ZW = 0.909�
� . (24)

By substituting �4ZW value, MPP 24ZW can be obtained as

24ZW = �����
� j}~ �xpq$x���wx�

x� �. (25) 

This 24ZW needs to be further tracked by the IMC control

scheme which is discussed in next section. 

IV. INTERNAL MODEL CONTROL SCHEME DESIGN

This section discuss the design of IMC based voltage 
controller which ensures that 2
� tracks 24ZW obtained through

MPPT algorithm. In IMC scheme performance of the system 
can be specified in terms of a single parameter i.e., the desired 
closed loop time constant � . Fig. 7 shows the basic IMC
structure where, O(e)  is IMC controller, F
(e ) is process
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model, � is the input, B is the error and � is the output, F(e)
as plant. 

Fig. 7. Basic IMC structure. 

Fig. 8.  Proposed controller scheme. 

The O(e) is obtained by taking the inverse of the model to
be processed (Eq. 17) and multiplying it with the low pass 
filter. The controller design involves simple two steps shown 
below: 

Step-1: The F�(e) is factored as

FG(e) = FGw(e)FG$(e). (26) 

Where FGw(e) consists of any right half plane zeroes and
time delays, and FG$(e) is minimum phase transfer function.

Step-2:  The O(e) is defined as shown in Eq. (17), where
filter �(e) is divided with inverse of the minimum phase partFG$(e) of the process model transfer function

O(e) = �(�)
(�T� )�<. (27) 

Low pass filter �(e) is given by

�(e) = %
(��w%)5. (28) 

Where, � is the desired time constant (tuning parameter)
and � is the positive integer selected such that O(e) controller
designed using IMC is a proper function. Large value of  �
results better robustness of controller but system speed 
decreases and less accurate tracking. Hence,  � values should
be smaller as it shows inverse relation with that of speed of 
close loop response and accurate tracking. 

V. SIMULATION AND RESULTS

In order to assess the performance of proposed controller 
scheme, theoretical analysis carried out in earlier section has 
been verified by simulation results. Fig. 9 shows comparison 
between response of plant model FG(e) and plant F
(e).
Simulation result clearly shows that plant model almost 
mimics the plant. Battery rating, converter and PV module 
parameters are listed in Table-I. 

TABLE I. CONVERTER AND KYOCERA KC200GT SOLAR ARRAY 

PARAMETERS, BATTERY RATING  

Converter 

parameters 

KC200GT solar array parameters 

Maximum Power 210�
j 1mH PV Current (���) 8.21Q
' 1200�F Max. power Voltage (2G
) 26.32
2� 122 Max. power current (�G
) 7.61Q
�� 20��� Open circuit voltage (2�3) 32.92
h 0.5 Short circuit current (��3) 8.61Q

Cells in series (�) 54 

Battery rating 

12 Volt, 8Ah 

Fig. 9. Step response comparision between estimated model transfer 

function FG(e) and plant at duty cycle h=0.5. 

The selection of tunning parameter is a tread-off between 
performance and robustness. It has been found that suitable 
value for minimized ISE and IAE error, � is 0.03 and 0.02
respectively. The proposed system is designed in such 
manners, as its efficiency and performance is not affected 
under atmospheric variation. The method presented in section-
III gives the PV module voltage at MPP through online 
computation for every change in solar irradiation or 
temperature and 24ZW is found 262 To verify the effectiveness

of the proposed system work has been carried out under four 
different cases: 

A. Case 1: Standard operating condition

Fig. 10 shows the tracking response for STC (fixed solar

radiation 1000W/m2 and temperature 25℃). The output power 

extracted from PV module and delivered to the load is 
illustrated in Fig. 11. 

Fig. 10. PV voltage and Duty cycle control under STC. 

Fig. 11. PV power and output power in standard operating condition. 

B. Case 2: Varying solar insolation and fixed temperature

In this case, solar insolation is varied from 1000 W/m2 to

200 W/m2 and temperature is fixed at 25℃. 

Fig. 12. PV voltage and Duty cycle control under varying solar radiation and 

fixed temperature. 
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Fig. 13. PV power and output power under varying solar radiation and fixed 
temperature. 

TABLE II. EFFICIENCY ESTIMATION UNDER VARING SOLAR 

RADIATION AND FIXED TEMPERATURE 

G (W/m2) ��� (watt) Output power (watt) Efficiency 

1000 199 185 93% 

800 160.5 150 93% 

600 120 113 94% 

400 81 79 97% 

200 38 37 97% 

The output power extracted from PV module and 
delivered to the load is illustrated in Fig. 13. The effectiveness 
of the proposed system for this case can be concluded through 
Table-II. 

C. Case 3: Fixed solar insolation and varing temperature

In this case, solar radiation is fixed at 1000 W/m2 and

temperature is varied from 20℃ to 36℃. Fig 14 shows the PV 

voltage tracking control under varying temperature. Fig 15 
shows power extracted and delivered to load. 

Fig. 14. PV voltage and Duty cycle control under varying solar temperature 

and fixed insolation. 

Fig. 15. PV power and output power under varying cell temperature and 

fixed solar radiation. 

D. Case 4: Varying solar insolation and varing temperature

Fig. 16. PV voltage and Duty cycle control under varying solar irradiation 

and temperature. 

Fig. 17. PV power and output power under varying solar radiation and 

temperature. 

Fig. 18. Battery SOC, charging current and battery voltage under varying 

solar radiation and temperature. 

For varying solar radiation from 1000 W/m2 to 200 W/m2 
& temperature from 25℃ to 36℃, Fig. 16 – Fig. 17 shows PV
voltage and output power respectively. Fig. 18 shows battery 
state of charge (SOC), charging current and battery voltage for 
the same varying condition. Result shows that 3.5% SOC gain 
in 2.5 min hence battery will take nearly 1.5 hour for full 
charge. 

Fig. 19. PV voltage and Duty cycle control under varying solar temperature 
and fixed insolation. 

Fig. 19 shows the experimental setup with battery rating 

12V, 8Ah with same converter rating as given in table-I. Fig. 

20 shows hardware results. PV voltage and current at 

different duty cycle has been observed. As 2G
� = 262, till

b = 0.5 output voltage of buck-converter is less than battery

terminal hence no significance change observed. For b >0.5, PV current variation vary significantly. Hence battery

charger based on PV with MPPT controller and IMC 

controller using buck converter operation has been found 

satisfactory.   



Fig. 20. PV voltage PV current for varying  Duty cycle under STC solar 
temperature and insolation 

VI. CONCLUSION

In this work, control of PV voltage fed to a buck converter 
for battery charging system is studied. Small signal circuit 
averaging technique is used for mathematical modeling of PV 
array. IMC control scheme is implemented to track 24ZW
obtained via MPPT, by adjusting duty cycle of buck converter. 
The voltage 24ZW is obtained through online computation for

every change in solar irradiation or temperature. The proposed 
controller provides fast and accurate tracking even under 
varying environmental conditions. Smaller value of τ is 
recommended. The results of hardware setup to charge 12V, 
8Ah battery, validates proposed control strategy. 
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Abstract—This paper presents the PI controller design, 

MATLAB simulation and experimental validation for single 

inductor dual output buck converter (SIDO-BC) with minimum 

number of switches. The PI controller is designed based on 

frequency response approximation using equivalent transfer 

function (ETF) model of proposed converter. The ETF model is 

obtained by closed-loop state-space average model of SIDO-BC 

and it is considered that, there is no cross-regulation between 

outputs as controller is designed perfectly. To the working of 

proposed controller is properly, decoupler is used to nullify the 

cross-regulation for the SIDO-BC. The proposed control 

technique is validated in MATLAB simulation as well as 

experimental setup and it is found that the output voltages are 

regulating at their reference command with niggling cross-

regulation. 

Keywords—single inductor dual output (SIDO) buck 

converter, effective transfer function (ETF) modelling, DC-DC 

converter, decoupler design, cross-voltage regulation (CVR) 

I. INTRODUCTION

Instead of multiple power converters one can used a single 
inductor dual output buck converter (SIDO-BC) [1]–[7]. It 
reduces converter size and power losses as well. It utilizes 
single inductor to share power to the two output terminals, 
which creates cross-voltage regulation (CVR). To overcome 
this drawback many control techniques have been proposed 
such as time multiplexing control technique [8]–[10], inductor 
ripple current based technique [11], decouple control 
technique[4], [5], [12]–[14] and capacitor voltage and 
capacitor current based technique [1].   

A novel control technique, capacitor current and voltage 
ripple for wide load range operation for SIDO buck converter 
in continuous conduction mode, has been proposed by Wang 
et al. [1], based on small-signal modeling. It provides the CVR 
over wide range load. In this method output capacitor current 
and capacitor voltage ripple is controlled to suppress the CVR 
significantly. For CI-SIDO buck converter CVR problem 
Nayak et al. [4] has been proposed decoupling method. Since 
for high gain operation instability occurs, to overcome this 
instability and decoupling cumulatively, a design procedure 
has been proposed. A multivariable controller topology based 
on matrix of open loop MIMO transfer function, by Dasika et 
al. [5] has been proposed for SIDO buck converter to control 
the output voltage under CCM operation. This topology 
diminished the CVR by using convex optimization, it also can 
be used for any no. of output SIMO converter. Ma et al. [9] 
proposed a controller which suppress current stress, cross 
voltage regulation for SIDO PCCM/DCM boost converter.  

 Another method by Patra et al. [14] for SIMO converter 
has been proposed to resolve CVR and instability issue. 
Likewise Wang et al. [1]  proposed method, it is also based on 

small-signal averaging approach. It gives better stability 
performance in both transient and steady state. Lots of such 
techniques have been proposed, based on various control 
schemes for SIMO and SIDO converter, but the stability and 
CVR challenges in the design still persist.  

A direct synthesis (DS) [15]–[19] based control technique 
is proposed in this paper for SIDO-BC. To design this 
controller, closed-loop transfer function (CLTF) of SIDO-BC 
is compared with desired CLTF, which results a sophisticated 
controller. For simplification, it is further approximated as PI 
controller by comparing real and imaginary part at low 
frequency point. Effective transfer function (ETF) model 
[20]–[25] has been evaluated based on closed-loop small-
signal average model of SIDO-BC with assumption that, 
controller is perfectly regulating both outputs independently. 
A decoupler [21]–[23], [26], [27] is used to reduce the cross-
regulation in-between the outputs of converter. MATLAB 
simulation results shows that SIDO-BC regulates the output 
voltages, and hardware setup also satisfactorily validates the 
proposed controller technique.  

The circuit diagram and small signal average model of 
SIDO-BC is described in section II. The process of designing 
ETF model is introduced in section III. PI controller design 
procedure is studied. The design of decoupler is detailed in 
section IV.  The MATLAB simulation and hardware results 
are carried out in section V and finally section VI conclude the 
paper. 

II. MODELLING OF SIDO-BC

Fig. 1. Circuit Diagram of SIDOBC 

The Fig. 1 shows schematic circuit diagram of SIDO-BC 
with two output voltage 𝑣𝑜1 and 𝑣𝑜2 (where 𝑣𝑜1 < 𝑣𝑜2). The
input and output power shared by a single inductor (L). 𝐶1 and
𝐶2  are used to reduce the ripple in output voltage. The
manipulated variables  𝑑1  and 𝑑2  are used to regulate the
output powers. The manipulated variables  𝑑1  regulates the
supply power by manipulating the duty cycle of switches 𝑆1,
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𝑑2  regulates the load power for terminal of low voltage by
controlling the duty cycle of switches 𝑆2 and rest of the power
is shared by diode to the high voltage terminal.  

The equation describing the steady state dynamics of 
SIDO-BC is provided by assuming ideal switches and diodes 
while ignoring the inductor ripple 

𝑉𝑜1

𝑉𝑑𝑐

=
𝐷1𝐷2𝑅1

𝐷2
2𝑅1 + (1 − 𝐷2)2𝑅2 (1a) 

𝑉𝑜2

𝑉𝑑𝑐

=
𝐷1(1 − 𝐷2)𝑅2

𝐷2
2𝑅1 + (1 − 𝐷2)2𝑅2 (1b) 

𝐷1 =
𝑉𝑜1[𝐷2

2𝑅1 + (1 − 𝐷2)2𝑅2]

𝑉𝑑𝑐𝐷2𝑅1 (1c) 

𝐷2 =
𝐼𝑜1

𝐼𝑜1 + 𝐼𝑜2 (1d) 

The averaged state-space model of SIDOBC is obtained as 

�̇� = 𝐴𝑥 + 𝐵𝑢 

𝑦 = 𝐶𝑥 
(2)

where, 

𝑥 = [𝑖𝐿 𝑣𝑐1 𝑣𝑐2]𝑇;  𝑢 = [
𝑑1

𝑑2
] ;  𝑦 = [

𝑣𝑜1

𝑣𝑜2
];

A = [

0 −D2/L −(1 − D2)/L

D2/C1 −1/(R1C1) 0
(1 − D2)/C2 0 −1/(R2C2)

]; 

𝐵 = [
𝑉𝐷𝐶/𝐿

0
0

(−𝑉𝑜1 + 𝑉𝑜2)/𝐿
𝐼𝐿/𝐶1

−𝐼𝐿/𝐶2

]  and 𝐶 = [0 1 1] 

The input-output relation of the SIDO-BC is obtained 

through the gain transfer function matrix as given by: 

𝐺(𝑠) = [
�̂�𝑜1

�̂�𝑜2
] = [

𝐺11(𝑠) 𝐺12(𝑠)

𝐺21(𝑠) 𝐺22(𝑠)
] [

�̂�1

�̂�2

] 
(3) 

where, 

𝐺11(𝑠) =

𝐷2𝑉𝑑𝑐

𝐿
(

1
𝐶1

𝑠 +
1

𝑅2𝐶1𝐶2
)

|𝑠𝐼 − 𝐴|
; 

𝐺21(𝑠) =

(1 − 𝐷2)𝑉𝑑𝑐

𝐿
(

1
𝐶2

𝑠 +
1

𝑅1𝐶1𝐶2
)

|𝑠𝐼 − 𝐴|
; 

𝐺12(𝑠) =
𝛼1𝑠2 + 𝛽1𝑠 + 𝛾1

|𝑠𝐼 − 𝐴|
; 

𝐺22(𝑠) =
𝛼2𝑠2 + 𝛽2𝑠 + 𝛾2

|𝑠𝐼 − 𝐴|

|𝑠𝐼 − 𝐴| = 𝑠3 + 𝛼3𝑠2 + 𝛽3𝑠 +
𝐷2

2

𝐿𝐶1𝐶2𝑅2

−
(1 − 𝐷2)2

𝐿𝐶1𝐶2𝑅1

𝛼1 =
𝐼𝐿

𝐶1

;  𝛼2 = −
𝐼𝐿

𝐶2

;  𝛼3 = (
1

𝑅1𝐶1

+
1

𝑅2𝐶2

) 

 𝛽1 =
(𝑉𝑐2 − 𝑉𝑐1)𝐷2

𝐿𝑅1𝐶1𝐶2

−
(1 − 𝐷2)2𝐼𝐿

𝐿𝐶1𝐶2

+
𝐷2(1 − 𝐷2)

𝐿𝐶1𝐶2

𝛽2 =
(𝑉𝑐2 − 𝑉𝑐1)(1 − 𝐷2)

𝐿𝐶2

−
𝐼𝐿

𝑅1𝐶1𝐶2

𝛽3 = (
1

𝑅1𝐶1

1

𝑅2𝐶2

+
𝐷2

2

𝐿𝐶1

−
(1 − 𝐷2)2

𝐿𝐶2

) 

𝛾1 =
(𝑉𝑐2 − 𝑉𝑐1)𝐷2

𝐿𝑅1𝐶1𝐶2

−
(1 − 𝐷2)2𝐼𝐿

𝐿𝐶1𝐶2

+
𝐷2(1 − 𝐷2)

𝐿𝐶1𝐶2

𝛾2 =
(𝑉𝑐2 − 𝑉𝑐1)(1 − 𝐷2)

𝐿𝑅1𝐶1𝐶2

−
𝐷2

2𝐼𝐿

𝐿𝐶1𝐶2

−
𝐷2(1 − 𝐷2)𝐼𝐿

𝐿𝐶1𝐶2

(3) makes it clear that the outputs of SIDO-BC rely on both

the duty cycle (𝑑1  and 𝑑2 ), which makes controlling the

outputs very challenging. For controller design, linearized 

model of SIDO-BC from (3) has been adopted.  

III. EFFECTIVE TRANSFER FUNCTION MODELLING OF SIDO-

BC 

The effective transfer function is the equivalent transfer 
function from desired input to output by eliminating the effect 
of other inputs and outputs.  

Fig. 2. block diagram of the controller with SIDO-BC model 

Fig. 2 shows the SIDO-BC with controller where, 𝑉𝑜1_𝑟𝑒𝑓 and

𝑉𝑜2_𝑟𝑒𝑓 are the references for the corresponding outputs 𝑣𝑜1

and 𝑣𝑜2, 𝑤1  and 𝑤2 are the disturbances in the inputs  𝑑1  and

𝑑2 . From Fig. 2, the transfer function for the input 𝑑1  and

output 𝑣𝑜1  by keeping 𝑉2_𝑟𝑒𝑓 = 0 , 𝑤1 = 0 and 𝑤2 = 0  will

be written as  

𝑣𝑜1 = 𝑑1𝐺11(𝑠) + 𝑑2𝐺12(𝑠) (4) 

𝑑2 =  
−𝑑1𝐺21(𝑠)𝐶22(𝑠)

(1 + 𝐶12(𝑠)𝐶22(𝑠)) (5) 

from (4) and (5) 

Or, 
𝑣𝑜1

𝑑1

= 𝐺11(𝑠) −
𝐶22(𝑠)𝐺22(𝑠)𝐺12(𝑠)𝐺21(𝑠)

(1 + 𝐺12(𝑠)𝐶22(𝑠))𝐺22(𝑠) (6) 

Similarly, for the transfer function for the input 𝑑2  and

output 𝑣𝑜2 by keeping 𝑉𝑜1_𝑟𝑒𝑓 = 0  will be written as

𝑣𝑜2

𝑑2

= 𝐺22(𝑠)

−
𝐶11(𝑠)𝐺11(𝑠)

(1 + 𝑔12𝐶11(𝑠))𝐺11(𝑠)
𝐺12(𝑠)𝐺21(𝑠) 

(7)

 For the perfect controller, 

𝐶11(𝑠)𝐺11(𝑠)

(1 + 𝐺12(𝑠)𝐺11(𝑠))
= 1 and 

𝐶22(𝑠)𝐺22(𝑠)

(1 + 𝐺21(𝑠)𝐺22(𝑠))
= 1 

Since the ETF for the perfect controller of SIDO BC will be 

approximated as  

𝐺11
𝑒𝑓𝑓

(𝑠) =
𝑣𝑜1

𝑑1

= 𝐺11(𝑠) −
𝐺12(𝑠)𝐺21(𝑠)

𝐺22(𝑠)

𝐺22
𝑒𝑓𝑓

(𝑠) =
𝑣𝑜2

𝑑2

= 𝐺22(𝑠) −
𝐺12(𝑠)𝐺21(𝑠)

𝐺11(𝑠)
(8)



IV. CONTROLLER DESIGN FOR THE SIDO-BC

The controller for closed-loop SIDO-BC has been 
designed using effective transfer function model of SIDO-BC 
(8). The block diagram with ETF model of SIDO-BC is shown 
in Fig. 3. Two controllers (𝐶11(𝑠) and 𝐶22(𝑠)) are designed
such a way that the manipulated variable (𝑑1  and 𝑑2 ) can
regulates the output voltages (𝑣𝑜1  and 𝑣𝑜2) at their reference
voltages (𝑉𝑜1_𝑟𝑒𝑓 and 𝑉𝑜2_𝑟𝑒𝑓) independently.

Fig. 3. controller with ETF model of SIDO-BC 

From Fig. 3, CLTF can be written as 

𝐺𝑣𝑜1−𝑣𝑜1𝑟𝑒𝑓
(𝑠) =

𝑉𝑜1(𝑠)

𝑉𝑜1_𝑟𝑒𝑓(𝑠)
=

𝐶11(𝑠)𝐺11
𝑒𝑓𝑓

(𝑠)

1 + 𝐶11(𝑠)𝐺11
𝑒𝑓𝑓

(𝑠)

𝐺𝑣𝑜2−𝑣𝑜2𝑟𝑒𝑓
(𝑠) =

𝑉𝑜2(𝑠)

𝑉𝑜2_𝑟𝑒𝑓(𝑠)
=

𝐶22(𝑠)𝐺22
𝑒𝑓𝑓

(𝑠)

1 + 𝐶22(𝑠)𝐺22
𝑒𝑓𝑓

(𝑠)
(9) 

The unknown controller (𝐶11(𝑠)  and 𝐶22(𝑠) ) in (9) is
evaluated by direct synthesis method. In this method, the 
CLTF of model is compared with desired CLTF at low-
frequency point. The desired CLTF for both loops have been 
considered for SIDO-BC of nth order with desired time 
constant (𝜏) as follows 

𝑀11(𝑠) = 𝑀22(𝑠) =
1

(𝜏𝑠 + 1)𝑛 (10) 

The controllers (𝐶11(𝑠) and 𝐶22(𝑠)) can be derived by
comparing (9) and (10) in complex form as follows 

𝐶11(𝑠) =
1

𝐺𝑣𝑜1−𝑣𝑜1𝑟𝑒𝑓
(𝑠)

∗
𝑀11(𝑠)

(1 − 𝑀11(𝑠))

𝐶22(𝑠) =
1

𝐺𝑣𝑜2−𝑣𝑜2𝑟𝑒𝑓
(𝑠)

∗
𝑀22(𝑠)

(1 − 𝑀22(𝑠))
(11) 

 The derived controller is further approximated as simple 
PI controller at 𝑠 = 𝑗𝜔𝑜 as  

𝐾𝑃11 +
𝐾𝐼11

𝑗𝜔𝑜

=
1

𝐺𝑣𝑜1−𝑣𝑜1𝑟𝑒𝑓
(𝜔𝑜)

∗
𝑀11(𝜔𝑜)

(1 − 𝑀11(𝜔𝑜))

𝐾𝑃22 +
𝐾𝐼22

𝑗𝜔𝑜

=
1

𝐺𝑣𝑜2−𝑣𝑜2𝑟𝑒𝑓
(𝜔𝑜)

∗
𝑀22(𝜔𝑜)

(1 − 𝑀22(𝜔𝑜)) (12) 

 By separating the real and imaginary part from (12), the 
approximate value of PI controller parameters can be 
evaluated. 

V. DECOUPLER DESIGN FOR THE SIDO-BC

To design a SIDO-BC which can provide two different DC 
output voltages irrespective of dependency on each other, a 
decoupler is needed before the SIDO-BC as shown in Fig 4. 
This can be written as  

𝑉𝑜(s) = G(s)D(s)𝑑∗ (13) 

Where, 𝑉𝑜(s) and 𝑑∗are the output matrix and duty cycle
of the decoupler respectively. The product of the SIDO-BC 
model (G(s)) and decoupler (D(s)) can be written as  

G(s)D(s) = [
𝐺11(𝑠) 𝐺12(𝑠)

𝐺21(𝑠) 𝐺22(𝑠)
] [

𝐷11(𝑠) 𝐷12(𝑠)

𝐷21(𝑠) 𝐷22(𝑠)
]

= [
𝐺11

∗ (𝑠) 0

0 𝐺22
∗ (𝑠)

] (14) 

Fig. 4. block diagram of SIDO-BC with controller and decoupler 

By putting 𝐷11(𝑠) = 1  and 𝐷22(𝑠) = 1  in (14) and
comparing off-diagonal elements on both sides, 𝐷12(𝑠) and
𝐷21(𝑠) can be evaluated as

𝐷12(𝑠) = −
𝐺12(𝑠)

𝐺11(𝑠)
and 𝐷21(𝑠) = −

𝐺21(𝑠)

𝐺22(𝑠)
(15) 

 In the case of SIDO-BC, the evaluated decoupler is in an 
irregular form of the transfer function. Hence, it is further 
approximated as PI controller at 𝑠 = 𝑗𝜔𝑜 as follows:

𝐷12−PI(𝜔𝑜) = 𝐾𝑃−𝐷12
+

𝐾𝐼−𝐷12

𝑗𝜔𝑜
= 𝐷12(𝜔𝑜) 

𝐷21−PI(𝜔𝑜) = 𝐾𝑃−𝐷21
+

𝐾𝐼−𝐷21

𝑗𝜔𝑜

= 𝐷21(𝜔𝑜) 

(16) 

TABLE I. SYSTEM PARAMETER 

Description  Symbol  Value  

DC voltage source 𝑉𝐷𝐶 12V 

Output voltages 𝑉𝑜1, 𝑉𝑜2 5, 8V 

Inductor L 1mH 

Capacitor 𝐶1, 𝐶1 100µF 

Output resister 𝑅1, 𝑅2 15 Ω, 20Ω 

Switching frequency 𝑓𝑠𝑤 50 kHz 

TABLE II. THE COMPONENT USED FOR HARDWARE SET-UP 

Component Type 

MOSFET switches IRF640 

Optocoupler TLP250 

Diodes N1519G 

Voltage sensor DC0-25V 

Current sensor LA55-P 

Microcontroller TMS320F28379D 

DC-source GW-INSTEK 

Auxiliary power supply (0)V - (±18) V 

Adapter 15V, 1A 

VI. RESULTS AND DISCUSSION

The operation of designed controller for SIDO-BC is 
validated in MATLAB simulation as well as hardware set-up. 
The circuit diagram of considered converter is shown in Fig. 
1 and their hardware set-up in Fig. 5. The system 
specifications for designing the circuit of SIDO-BC are listed 
in Table I and the components used for experimental setup is 



listed in Table II. Following parameter has been considered to 
find the PI controller parameters in (13) and decoupler 
parameter in (16): 𝑛 = 3 , 𝜏 = 0.005 𝑠𝑒𝑐  and 𝜔𝑜 =
0.001 𝑟𝑎𝑑/𝑠𝑒𝑐.  

Fig. 5. hardware set-up for SIDO-BC 

A. simulation result

To validate the proposed controller in simulation, various
disturbances are performed as shown in Fig. 6. The simulation 
result start with system parameter as Table I, -2V step-change 
in 𝑉𝑜1_𝑟𝑒𝑓  at 5 sec, -2V step-change in 𝑉𝑜2_𝑟𝑒𝑓  at 1 sec, -2V

step-change in 𝑉𝐷𝐶 at 1.5 sec, load resistance (𝑅1) change to
10Ω at time 2 sec and load resistance (𝑅2) change to 15Ω at
time 2.5 sec. Corresponds to these disturbances, output 
voltages, currents, inductor current and duty ratios are 
observed satisfactory with tiny cross-regulation. 

Fig. 6. simulation results for SIDO-BC with various disturbances 

B. experimental results

The parameters listed in Table I with set-point 𝑉𝑜1_𝑟𝑒𝑓 =
3𝑉  and 𝑉𝑜2_𝑟𝑒𝑓 = 6𝑉 is used to perform the experimental

validation of proposed control technique. The transient and 
steady-state response are shown in Fig. 7 - Fig. 9 to validate 
the stability of the SIDO-BC for proposed controller. The 
transient response with 2V step change in 𝑉𝑜1_𝑟𝑒𝑓 and 𝑉𝑜2_𝑟𝑒𝑓

is shown in Fig. 7 and Fig. 8 respectively. The output voltage 
(𝑣𝑜1 and 𝑣𝑜2) and duty cycles (𝑑1 and 𝑑2) are observed that it
is stable with transient of approximately 0.1 sec. The step-
change in reference command and load resistance are applied 
to perform the steady-state stability of proposed control 
technique as shown in Fig. 9. The disturbances are applied in 
following sequence: 2V step-change in 𝑉𝑜1_𝑟𝑒𝑓  at 27 sec, 2V

step-change in 𝑉𝑜2_𝑟𝑒𝑓 at 53 sec, load resistance (𝑅1) change

to 10Ω at time 75 sec, load resistance (𝑅2) change to 15Ω at
time 103 sec, load resistance (𝑅1) change to 15Ω at time 132
sec, load resistance (𝑅2) change to 20Ω at time 150 sec, -2V
step-change in 𝑉𝑜1_𝑟𝑒𝑓 at 170 sec, -2V step-change in 𝑉𝑜2_𝑟𝑒𝑓

at 182 sec. The steady-state performance of the SIDO-BC is 
satisfactory. 

Fig. 7. transient response for step-change in 𝑉𝑜1_𝑟𝑒𝑓

Fig. 8. transient response for step-change in setpoint 𝑉𝑜2_𝑟𝑒𝑓

Fig. 9. steady-state response for step-change in setpoint and load resistance 

VII. CONCLUSION

The proposed controller design is based on DS approach 
for ETF model of SIDO-BC. To apply the proposed controller 
to the SIDO-BC the decoupler is used which is design based 
on state-space model of converter. In this technique, the 
controller is derived in complex transfer function and 



decoupler is irregular transfer function. Therefore, the 
complex controller and irregular decoupler is approximated as 
PI form at low frequency point by separating the real and 
imaginary part. The steady and transient performance are 
validated in experimental set for the proposed control 
technique. It found that the steady-state performance is 
satisfactory. 
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Abstract—Dual Active Bridge (DAB) fed Unfolder circuit 

can be used for direct integration of a DC source with single 

phase AC grid for battery charging or grid support applications. 

However, with conventional Single Phase Shift (SPS) control of 

DAB, high circulating current flows within the circuit leading to 

increased conduction losses and current stress in the switches. 

In this work, a new EPS (Extended Phase Shift) based control 

strategy is being proposed to minimize the current stress in the 

DAB. The proposed method has substantial advantage in 

reducing the peak current, which is caused due to the pulsating 

dc voltage of the shape of a rectified line frequency sine wave at 

the output of the DAB. In addition, a method to incorporate the 

current minimization algorithm within the closed loop control is 

also proposed. Along with this, the size of the dc link capacitance 

and the filtering requirement in the ac side also gets reduced 

because of the Unfolder circuit present at the output of the DAB. 

The proposed strategy has been explained and analyzed in detail 

and verified using MATLAB software. 

Keywords—Dual Active Bridge (DAB), Unfolder, Single 

Phase Shift (SPS), circulating current, Extended Phase Shift 

(EPS). 

I. INTRODUCTION

Several applications such as grid-connected Battery 
Energy Storage Systems (BESS) [1], Electric Vehicle (EV) 
battery charging systems with both grid-to-vehicle (G2V) and 
vehicle-to-grid (V2G) functionality [2], etc. require 
bidirectional DC AC converter with galvanic isolation. 

The conventional approach to realize isolated bidirectional 
DC-AC conversion involves two stages in cascade. In stage 1,
an isolated DC-DC converter is used to create a dc link of the
required voltage magnitude. In stage 2, an H-bridge (HB)
working as a high frequency PWM inverter is used to generate
the desired ac voltage having fundamental component at grid
frequency. To interface this ac voltage with a single-phase ac
grid, a passive filtering circuit is used [1, 3-6].

For Stage 1, some possible choices are the Flyback 
converter, isolated Cuk converter, dual active half bridge 
converter, dual active full bridge converter, etc [4,5]. 
However, for power levels typically above 500W, the dual 
active full bridge converter is often chosen appropriate for this 
stage [7]. This is because, apart from providing bidirectional 
power flow and galvanic isolation, it also has numerous other 
advantages such as soft switching over a wide range of 
operation, high power density, high modularity, etc [7, 8]. 

For Stage 2, Voltage Source Converter (VSC), bridge-less 
totem-pole power factor correction (PFC) converter, etc are 
some of the popular front-end converters [3,5]. Recent 
advancements in literature have introduced a new front-end 
converter topology called ‘Unfolder’ which does not require 

high frequency switching [9, 10]. In this topology, the DC link 
voltage waveform is of the shape of a rectified line frequency 
sine wave; instead of a stiff dc. Then the Unfolder, which is 
simply an HB, is diagonally switched at line frequency to 
alternately pass and invert the pulsating DC voltage wave to 
obtain a pure sine wave voltage at the grid side of the 
converter. The Unfolder has several advantages such as 
reduction in the size of the dc bus capacitor, lower switching 
losses, minimum grid side filtering requirement, reduction in 
the size and volume of the passive filter, etc [9]. 

In this paper, therefore, the Dual Active Bridge Converter 
(DAB) and the Unfolder have been chosen for stages 1 and 2, 
respectively. Hence, there is a need to modify the existing 
control and PWM strategy of the DAB converter to generate 
a pulsating dc voltage whose shape is that of a rectified sine 
wave. 

There exists various PWM techniques reported in 
literature for power flow in a DAB like Single Phase Shift 
(SPS), Triple Phase Shift (TPS), Extended Phase Shift (EPS), 
etc [11,14]. In the conventional SPS modulation technique, 
there is only one control variable which is varied to control the 
power flow. SPS, due to its simplicity, is the most popular. 
However, if the SPS control is applied to the DAB converter, 
it will cause a huge circulating current to flow within the 
circuit because of the fluctuating dc link voltage [11]. This 
will lead to higher current stress, higher conduction and 
switching losses which will impact the system efficiency. The 
TPS control technique, which has three control variables, is 
expected to give the minimum rms current [11-13]. However, 
in case of the TPS, the control complexity increases because 
three variables have to be controlled. An alternate approach is 
the EPS which makes use of two control variables. The EPS 
technique has shown advantages of lower current stress, 
higher efficiency over SPS in conventional applications where 
the dc link voltage is constant [14].  

In this paper, the control variables of the Extended Phase 
Shift (EPS) mode are optimised to achieve minimum current 
stress throughout the range of operation. These optimised 
values for the control variables have been stored in a lookup 
table which is incorporated into the closed control loop of the 
system. Thus, a new Optimal EPS based control methodology 
has been proposed. The major advantage of this methodology 
is that the peak, as well as the rms value of the DAB inductor 
current, is reduced compared to conventional SPS control. 
Moreover, the advantages of the unfolder have been 
preserved. The voltage waveform obtained at the grid side of 
the unfolder is almost purely sinusoidal. The Total Harmonic 
Distortion (THD), both in voltage as well as current, are 
minimal resulting in minimal filtering requirement. The 
pulsating dc link capacitor size is considerably low. These 
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constitute the major contributions of the work described in this 
paper. 

The remaining paper is arranged as follows: Section II 
describes the converter topology and its operation; Section III 
explains the proposed control methodology; Simulation 
results have been presented in Section IV and Section V 
concludes the paper. 

II. CONVERTER TOPOLOGY AND OPERATION

A. Converter Topology

The circuit topology shown in Fig. 1, comprises two
stages: (1) High frequency Dual Active Bridge (DAB) and (2) 
Line frequency Unfolder H-Bridge.  

The DAB consists of two H-Bridges (HBs) isolated by a 
high frequency transformer whose transformation ratio is 1: N 
(N>1 has been considered in this paper). S1 – S4 are the four 
switches of the primary side HB (i.e., the low voltage/ high 
current side). L is the sum of the leakage inductance of the 
transformer and the series auxiliary inductor. Q1 – Q4 are the 
four switches of the secondary side HB (i.e., the high voltage/ 
low current side). C is the dc bus capacitor at the output of the 
DAB stage. All the eight switches of the DAB stage may be 
realised using MOSFETs with anti-parallel diodes. 

The Unfolder stage comprises an HB whose switches are 
marked as T1 – T4. Each of these four switches may be realised 
using a MOSFET or an IGBT with an anti-parallel diode. 

B. Operation over a line cycle

This section describes the basic operation of the converter
over each line cycle using the waveforms shown in Fig.2. 
Referring to Fig. 2(a), the input voltage source to the converter 
has a constant dc voltage, Vin. The voltage achieved at the 
output of the DAB stage is a variable dc voltage, uc(t) as 
shown in Fig.2(b). This uc(t) waveform varies like a rectified 
line frequency sine wave. It also appears across the input dc 
link of the Unfolder stage. The switches T1 – T4 of the 
Unfolder stage are switched diagonally at line frequency as 
shown in Fig.2(c) to obtain the voltage waveform vo(t) at the 
output side of the Unfolder stage. Ideally vo(t) is a sinusoidal 
waveform at grid frequency without any PWM switching.  

The ac voltage at the output of the converter is a line 
frequency sine wave given by: 

vo(𝑡) = 𝐴 𝑠𝑖𝑛(𝜔𝑡 +  𝜑) () 
where, A is the amplitude; ω is the angular grid frequency 

i.e., equal to 2πf, f being the line frequency; φ is the phase.
Since the dc link is a rectified sine wave, it must be:

𝑢𝑐(𝑡) = |𝐴 𝑠𝑖𝑛(𝜔𝑡 +  𝜑)| ()
Thus, uc(t) varies at double line frequency (see Fig. 2(b)). 

Hence it is clear that the Unfolder H-bridge is a line frequency 
(50/60 Hz) switched converter. However, to achieve the 
sinusoidal variation at the output of the DAB stage, the 
switching strategy of the DAB needs to be modified. Thus, the 
DAB behaves as a high frequency switched converter with a 
stiff dc link at the input and a rectified sinusoidal voltage at 
the output. Another important consideration is the power 
exchanged through the DAB considering that it is interfaced 
with the single phase AC supply. Consider the grid voltage is 
𝐵 𝑠𝑖𝑛(𝜔𝑡) and grid current is 𝐶 𝑠𝑖𝑛(𝜔𝑡) (assuming unity 
power factor) where, 𝐵 and 𝐶 are the amplitudes. Then their 
product which is the instantaneous power exchanged with the 
grid, is seen to vary at double line frequency and is of the form: 

𝑝𝑙𝑖𝑛𝑒(𝑡) =  𝑃𝑜 (1 − 𝑐𝑜𝑠(2𝜔𝑡))        (3) 

Here Po is the power averaged over a line cycle. This 
expression of power is essential as it would be required to 
control the power flow, discussed later. 

Fig. 1. Circuit topology 

Fig. 2. Operating waveforms over a line cycle: (a) DC side voltage; (b) folded 

sine voltage at dc link; (c) unfolded sine voltage at ac side 

Fig. 3.(a) DC side voltage (Vin) zoomed over a switching cycle and resulting 
transformer primary side voltage (vp(t)); (b) dc link voltage (uc(t)) zoomed 

over a switching cycle and resulting voltage at the left side of secondary H-

Bridge (vs(t)) 

Fig. 4. Equivalent circuit of DAB 

C. Operation of DAB over a switching cycle

If the voltage waveform, uc(t) that needs to be produced at
the output of the DAB stage is zoomed over one small 
switching cycle as shown in Fig. 3(b), it can be considered as 
a constant dc value Uc. This assumption is good because the 
time period of a switching cycle Ts is much less than the time 
period of a line cycle T i.e., Ts << T or, fs >> f. Also, this value 



Fig. 5. Waveforms of voltages at either side of DAB inductor (Nvp(t) and 

vs(t)), voltage across inductor (vL(t)) and current through inductor (iL(t)) (a) 

when Uc is high and (b) when Uc is low. Note the substantial increase in 

inductor current in case (b). 

Uc will change from one switching cycle so that over one 
fundamental grid cycle, (2) is satisfied. 

Once the voltage Uc is determined in a particular switching 
cycle, the voltage at the left side of the secondary HB of the 
DAB, vs(t) can be traced depending on how the switches Q1 – 
Q4 are being driven (Fig. 3(b)). Similarly, as the input voltage 
of the DAB is known in each switching cycle, the voltage at 
the right side of the primary HB of the DAB, vp(t) can be 
determined depending on the switching of S1 – S4 (Fig. 3(a)). 

Thus, the voltage waveforms on either side of the DAB 
inductor L gets determined. This gives the switching 
frequency equivalent circuit of the DAB as shown in Fig. 4. 
Applying KVL in this circuit gives: 

𝐿
𝑑𝑖𝐿(𝑡)

𝑑𝑡
= 𝑣𝐿(𝑡) = 𝑁𝑣𝑝(𝑡) − 𝑣𝑠(𝑡) () 

Using (4), the voltage waveform across the inductor vL(t) 
and the resulting current through the inductor iL(t) can be 
traced, as shown in Fig. 5(a). Equation (4) also helps to 
identify the cause of high inductor current in this application.  

D. Issue of high inductor current

The cause for change in inductor current iL(t) is the
instantaneous difference between two voltage waveforms, viz. 
Nvp(t) and vs(t) as evident from (4). The amplitude of Nvp(t) 
waveform (Fig. 5(a)) depends on the parameters N and Vin and 
thus it is constant. However, the amplitude of vs(t) waveform 
(Fig. 5(a)) which depends on Uc, changes from one switching 
cycle to another. Uc can be thought of as an instantaneous 
value of the uc(t) waveform (Fig. 2b). The variation in its value 
takes place sinusoidally over a wide range. The magnitude of 
inductor voltage, vL(t) goes very high at instances where the 
value of Uc deviates from NVin by a large margin. This leads 
to the flow of high inductor current in the circuit. 

For example, two cases are shown in Figs. 5(a) and 5(b). 
In the second case (Fig. 5(b)), the Uc value has changed and 
therefore, the inductor current has substantially shot up. 

Also, from (3), as the instantaneous power requirement 
falls towards zero sinusoidally, the inductor current iL(t) goes 
higher and reaches its maximum when pline(t) reaches zero. 

This signifies that there is an excess energy being stored in the 
inductor which is not fed to the load. This causes unnecessary 
losses and current stress, which is highly undesirable. 

E. Solution to mitigate the high inductor current

In order to limit this high inductor current, the Nvp(t)
waveform must also be varied in a manner similar to the 
variation that takes place in the vs(t) wave, so that the 
difference i.e., vL(t) does not go very high. This can be 
achieved by varying the length of the zero level of the Nvp(t) 
waveform (shown in Fig. 5(a)). This is not possible in the 
conventional Single Phase Shift (SPS) technique as there is no 
zero level possible in the Nvp(t) waveform. Hence, the 
Extended Phase Shift (EPS) technique has been adopted 
which allows control over the duration of zero level. 

III. PROPOSED CONTROL STRATEGY

In the adopted EPS mode of control, there are two control 
variables, viz. de and di, which are varied to control the power 
flow. From the switching pattern shown in Fig. 3, it can be 
seen that there is a phase shift between the turn-on of switches 
S1 and S4, which is equal to diTs/2. This shift is called the 
internal phase shift and di is called the internal phase shift 
ratio. Also, there is a phase shift between the turn-on of 
switches S1 and Q1, given by deTs/2. This shift is called the 
external phase shift and de is called the external phase shift 
ratio. 

The objective of the control strategy is to control the power 
flow between the dc source and the grid and at the same time 
ensure that optimum inductor current flows in the circuit to 
allow the required power exchange. Therefore, it is important 
to first derive the expressions for power and inductor current. 

The inductor current waveform over one switching cycle 
has been redrawn in Fig. 6(a). From KVL in each section of 
the waveform, the following equations can be written: 

𝑖𝐿1 − 𝑖𝐿0 =
𝑈𝑐

𝐿
(𝑑𝑖

𝑇𝑠

2
) () 

𝑖𝐿2 − 𝑖𝐿1 =
(𝑁𝑉𝑖𝑛+𝑈𝑐)

𝐿
[(𝑑𝑒 − 𝑑𝑖)

𝑇𝑠

2
] () 

𝑖𝐿3 − 𝑖𝐿2 =
(𝑁𝑉𝑖𝑛−𝑈𝑐)

𝐿
[(1 − 𝑑𝑒)

𝑇𝑠

2
] () 

𝑖𝐿3 = − 𝑖𝐿0 () 

Solving (5) to (8) gives the expression for peak inductor 
current as: 

𝑖𝐿𝑝𝑘 = 𝑖𝐿3 =
𝑇𝑠

4𝐿
[𝑁𝑉𝑖𝑛(1 − 𝑑𝑖) − 𝑈𝑐(1 − 2𝑑𝑒)] ()

The input source current waveform iin(t), has been shown 
in Fig. 6(b). Its multiplication with Vin yields the instantaneous 
power waveform, as shown in Fig. 6(c).  

From the shaded area in Fig. 6(c), the average power 
transferred over one switching cycle can be derived as: 

 𝑃𝑠𝑤 = {

𝑁𝑇𝑠

4𝐿
𝑉𝑖𝑛𝑈𝑐(2𝑑𝑒 − 𝑑𝑖 − 2𝑑𝑒

2 − 𝑑𝑖
2 + 2𝑑𝑒𝑑𝑖); 𝑑𝑖 ≤ 𝑑𝑒

𝑁𝑇𝑠

4𝐿
𝑉𝑖𝑛𝑈𝑐(1 − 𝑑𝑖)(2𝑑𝑒 − 𝑑𝑖); 𝑑𝑖 > 𝑑𝑒

() 



Fig. 6. (a) Inductor voltage and current (vL(t),iL(t)); (b) dc source current; 
(c) instantaneous power flowing through DAB

Eq. (10) can be visualised using Fig. 7 which shows the
variation of Psw over various values of control variables, de and 
di.  

If the switching cycle is very short compared to the line 
cycle, the expression of the average power that can be 
transferred over one switching cycle, Psw can be approximated 
to be equal to the instantaneous power requirement pline(t). If 
that can be achieved, the size of the dc link capacitor reduces 
considerably. This implies, eq. (10) = eq. (3) has to be solved 
in each switching cycle. Several (de, di) solutions exist for the 
equality to hold in each switching cycle (see Fig. 7) but if any 
possible value of (de, di) is taken, the peak inductor current, 
iLpk can go substantially high which is evident from (9). But by 
proper choice of these values, iLpk can be minimised. 
Therefore, an algorithm needs to be developed to find the 
proper choice of these control variables. 

Fig. 7. Variation of Psw as a function of de and di. Note that several (de,di) 
solutions exist for Psw = P1 to hold, where P1 can be any particular value of 
power. P1 = 0.4 p.u. is shown as an example. 

A. Current minimisation algorithm

The algorithm follows the steps shown in Fig. 8. Step6 is
performed for each value of the instantaneous power pline(t) 
and corresponding DAB output voltage uc(t) in order to cover 
all the points on one pline(t) or uc(t) cycle. 

These optimum solutions can be also determined on the fly 
iteratively by the above steps but the switching period is a very 
small time. So, it is easier if a lookup table is used so that the 
computational burden can be minimised. 

Fig. 8. Flow chart for current optimisation algorithm. 

B. Controller Structure

The control loop has been shown in Fig. 10. The reference
Po* is the average power (averaged over a line cycle) to be 
exchanged with the grid. The function block marked f(u) 
calculates the magnitude and phase of the converter output 
voltage (Vo, δ) required to exchange Po* with the grid, using 
the phasor analysis shown in Fig. 9. 

Fig. 9. Phasor analysis to determine reference voltage magnitude and its 
angle wrt grid voltage phasor based on reference power. 

The reference vo* is given by: 

𝑣𝑜
∗ = √2 𝑉𝑜 𝑠𝑖𝑛(𝜔𝑡 + 𝛿 ) () 

vo
* is passed through an absolute block to generate the 

reference output voltage of the DAB converter given by: 

𝑢𝑐
∗ = |√2 𝑉𝑜 𝑠𝑖𝑛(𝜔𝑡 + 𝛿 )| () 

In order to incorporate the optimised lookup table into the 
control loop of the system, another parameter d has been 
defined and is given by: 

𝑑 = 𝑑𝑒 −
𝑑𝑖

2
() 

Here, d is the phase shift between the fundamental 
components of the two voltages marked in Fig. 4. and may be 
called as the effective phase shift ratio. The DAB converter 
has been modelled using Generalised Averaged Modeling 
[15] to design a PI controller which gives a signal equivalent

Step2: Using (3) and (10), Solve Psw = pline(t) for 

(de, di) where di ∈ [0,1] and de ∈ [0,1]. 

Step3: For all (de, di) solutions, calculate iLpk using (9). 

Step4: Select the (de, di) solution for 

which |iLpk| is minimum. 

• Step4: Compare all iLpk

Step5: Store the selected di corresponding 

to the Uc that was initialized. 

Step6: Update the next instantaneous 

value of pline(t) and uc(t). 

Step1: Calculate pline(t) and uc(t) as 

per the given specification. 



to d but for gating the switches, appropriate values of de and 
di are rather required. So, optimum di is taken from the lookup 
table and eq. (13) is used to determine de. 

IV. SIMULATION RESULTS

The operation of the proposed methodology has been 
verified by simulation using MATLAB Simulink software. 
The simulation parameters have been given in Table I and the 
results are presented in Figs. 11-13. 

TABLE I. SIMULATION PARAMETERS 

Parameter Value  

Power rating Po 1 kW 

DC Voltage Vin 48 V  

Grid voltage, frequency vg , f 230 V, 50 Hz  

Transformer turns ratio N 8 

Inductance L 100 uH 

DC link capacitor C 4 uF 

Switching frequency fs 50 kHz 

Fig. 11. Important waveforms: (a) Converter dc side voltage (Vin); (b) Folded 

sine voltage at dc link; (c) Switching signals for Unfolder (T1 & T4); (d) 
Switching signals for Unfolder (T2 & T3); (e) Unfolded sine voltage at ac side 

of the converter; (f) Sinusoidal grid current; (g) Converter output power. 

Fig. 11(a) shows the DAB input (dc side) voltage. It can 
be seen from Fig. 11(b) that the DAB output voltage is a 
folded sine wave thus signifying the proper action of the 
closed loop control. It is same as the dc link voltage. Figs. 
11(c) and 11(d), show the line frequency switching signals 
used to drive the switches of the Unfolder thus confirming the 
line frequency operation at the Unfolder stage. 

Fig. 11(e) shows the converter output voltage waveform. 
It can be observed that it is a pure sine wave with a THD of 
0.7%. This demonstrates that the output side filtering 
requirement is very nominal. Figs. 11(f) and 11(g), show the 
output line current and power, respectively. The RMS value 
of the output line current is 4.35 A and the THD is 0.68% 
which complies with IEEE 1547 [16]. 

Fig. 12. Instantaneous output power of the converter (red) and corresponding 

DAB inductor current (blue) in case of conventional SPS control 

Fig. 13. Instantaneous output power of the converter (red) and corresponding 

DAB inductor current (blue) optimised using proposed control 

The inductor current of the DAB in case of conventional 
SPS control and in proposed Optimal EPS based control have 
been presented in Fig. 12 and 13, for easy comparison. Fig. 
12 shows the inductor current with SPS control. It can be seen 
that the inductor current (shown in blue) rises gradually as the 
instantaneous output power (shown in red) sinusoidally falls 

Fig. 10. Control architecture 



and it peaks when the power reaches zero. The rms value of 
the inductor current is 7.4 A and its peak value is 17.2 A 
which occurs when the power is zero. This is undesirable as 
explained in Section III. On the contrary, from Fig. 13, it can 
be seen how the proposed control methodology optimises the 
inductor current as desired. In this control method, the current 
gradually reduces as the power requirement goes low. The 
rms value of the inductor current in this case is 5.2 A and its 
peak value is 11 A which occurs when the power requirement 
is maximum. Fig. 12 and 13 also depict the zoomed versions 
of the current when the instantaneous output power is around 
500 W. 

The rms value of inductor current (7.4 A) is seen to be 70% 
higher than the output line current (4.35 A) in case of SPS 
control whereas, it is only 20% (5.2A/4.35A) in case of 
proposed Optimal EPS based control. This demonstrates the 
superiority of the proposed control strategy over those 
existing in literature in terms of minimisation of current stress 
and possible loss reduction.[17,18] 

V. CONCLUSION

In this paper, a single-phase grid connected isolated 
bidirectional DC-AC converter topology has been discussed. 
The selected topology consists of a DC-DC DAB stage 
coupled with a line frequency DC-AC Unfolder stage. This 
topology has the advantages of high efficiency, reduction in 
the output filter size and dc link capacitance, and high power 
density. However, circulating currents causing increased 
conduction losses and current stress is a cause of concern for 
this topology. A new control strategy for the converter is 
proposed in this paper to mitigate these issues. This objective 
is achieved using proposed Optimal EPS based control 
strategy. Comparison with conventional SPS control 
demonstrates the superior performance of the proposed 
strategy in terms of minimisation of current stress and possible 
reduction in conduction losses. The operation of the converter 
and the control strategy have been explained in details. The 
proposed control methodology is justified using simulation in 
MATLAB Simulink software and the results have been 
presented. Coupled with the proposed control strategy, the 
above-mentioned converter can become an attractive solution 
for single phase grid connected systems requiring isolation 
and bidirectional power flow capability. 
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Abstract—The armature of a dc machine rotates inside the
machine, making it expensive and complex for physical tem-
perature instrumentation and visual thermography. A real-time
temperature estimator using the temperature data measured on
non-moving parts like the brush and bearing could be developed
by determining beforehand the temperature difference between
the winding and the brush or bearing. This study evaluates
the temperature difference between the armature winding in
comparison to the temperatures of the brush and the bearing. It is
shown that the temperature difference are much higher between
the winding and bearing in comparison to the temperature
difference between the winding and the bearing. The temperature
differences increase with the increase of losses, at 26.9◦C and
13.8◦C for winding-bearing and winding-brush average tem-
perature differences respectively. It was also shown that the
temperature gradient on a component can have a large range,
leading to an error of estimation depending on the positioning of
the thermocouple. The error computed using the error of the sum
shows an estimation error for the winding temperature estimated
by the bearing temperature and the brush temperature to be at
14.22◦C and 12.9◦C respectively at a current of 5A. These results
show the impracticality of the armature winding temperature
estimator proposed.

I. INTRODUCTION

Armature winding in a brushed DC motor is the component
that generate losses, thus heat in the machine. Unlike the
steady state operation, in dynamic application in which they
are more and more employed today such as for light elec-
trical mobility such as scooter and electric bicycle, frequent
acceleration means that maximum current is drawn regularly.
This dynamic acceleration draws high current, generating high
losses thus high temperature.

It is important to be able to monitor its temperature to ensure
that the machine is always operating below the maximum
temperature that may damage the winding insulation. As
the temperature increases, the winding insulation lifetime is
heavily reduced by the thermal-aging degradation effect [1],
[2], [3]. In general, as the temperature rises, the longevity of
the insulation decreases. As a result, thermocouple and thermal

images may be used to identify an overheated motor [4], [5],
[6], [7], [8].

While obtaining the stator temperature is simple, estimating
the machine’s rotor temperature has been a major difficulty
for decades. As described in [9], [10], [11], [12], [13], [14]
, major efforts have been devoted in recent years in the
creation of thermal models that can forecast rotor temperature
with high precision, particularly for induction motors. Due
to inaccessibility to the armature for thermocouple imple-
mentation, the usual method employed is estimation of its
temperature. Instead of using a thermal model in real-time,
which needs several onboard computing capabilities attached
to the machine monitoring system, estimating the armature
winding temperature by proxy using the temperature measured
on non-moving part such as the brush and the bearing outer
run can be proposed. In this study, we are evaluating the
possibility of estimating the armature winding temperature
using the temperature measurement on bearing and brush of
a brushed dc machine. This could potentially reduce the cost
of real-time temperature monitoring of the armature.

There are two objectives of the study. The first one is to
evaluate the temperature distribution on the three components
of interest (armature winding, brush and bearing): finding the
hot spot, the average temperature and the range of temperature.
The second objective is to identify the difference between the
temperature of the winding with the temperature of the brush
and bearing and potential errors due to temperature gradient
on the components. This will allow us to conclude on the
adequateness of observing the bearing and brush temperature
to estimate the armature winding temperature.

II. METHODOLOGY

To attain the objectives mentioned in the introduction, the
temperature of the components mentioned will be observed
using thermal imaging to capture the complete temperature
gradient as losses being injected into the armature.

The flow chart in Figure 1 explains the process.
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Fig. 1. The flow process to obtain the armature temperature distribution.

To generate temperature inside the machine armature, an
experimental setup to subject the motor to copper losses was
set. The motor used in this study is a 250W brushed dc
motor with the common model name of MY1016 [15] . The
specification of the motor is shown in Table I.

TABLE I
SPECIFICATION OF THE MY1016 BRUSHED DC MOTOR.

Model MY1016
Operating Voltage 24VDC
Rated Current 13.5A
Rated Speed 2650 Rpm
Operating Power/Output 250 W
Rated Torque 100 N-cm
No Load Current <2.2 A
Shaft Diameter 12.2 mm
Cable length 25 cm
Weight 2.0 Kg
Dimension (20*15*10) cm

The motor has a lap winding configuration, allowing the
current to be always available in all of its 16 armature slots
(Figure 2 ). The finishing end of one coil is connected to
one commutator segment in this winding, and the starting
end of the following coil is located beneath the same pole
and attached to the same commutator segment. Regardless at
which pole the current is supplied, the current flow through
the winding is the same. Therefore, a blocked rotor experiment

were used to generate losses inside the armature evenly.
This copper losses only experiment is considered sufficient to
evaluate the temperature distribution on the armature. There
may be indeed a slight difference with the temperature when
the motor is rotating due to the forced convection in the air
gap, however, in a totally enclosed motor like the one we are
using, the difference would be very small.

Fig. 2. The lap winding configuration of the 16 slot armature of the MY1016.

The copper losses test is run by holding the rotor blocked
and increasing the current supplied to the armature. The range
of current tested were from 1A to 5A. During the transient
temperature rise, temperature is primarily monitored using
thermocouples placed on several parts of the motor, including
the casing, bearing, permanent magnet, brush and ambient
air as shown in Figure 3. The overall test bench can be
seen in Figure 4 . The thermocouple used is the K-type
thermocouple. The temperature data acquisitioned by its data
logger is monitored in real-time via a host PC.

Fig. 3. Instrumentation of DC motor.

The current is maintained while the temperature of the
motor being observed until it attains steady-state temperature.
The temperature is considered to attain steady state if the
temperature increase in 10 minutes is less then 1◦C. Once the



Fig. 4. The complete experimental setup.

steady state temperature is attained, the armature is ready to
be unmounted and hanged for the thermal image to be taken.

Before doing any thermal image capture of the motor, the
thermal imager is calibrated beforehand. The thermal imager
used is the handheld Testo 685 with its specification as in
Table II . Knowing that various surface of the motor are not
exactly black body with an emmisivity of 1, it was calibrated
by comparing the thermal imager temperature of different
point with the one measured by the thermocouple. The point
on which the comparison of temperature were done includes
the casing, the shaft, the bearing, the head-winding, and the
armature core. As shown in the flowchart in Figure 1 , the
calibration is considered valid for difference of temperature
measured using the thermal imager and thermocouple is less
than 1◦C. An average emmisivity of 0.92 was deduced and
will be used in all thermal image measurement in the result
presented later.

TABLE II
THE SPECIFICATION OF THE THERMAL IMAGER TESTO 685.

Parameter Range
Measuring range -20 - +280 ◦C
Accuracy ±2 ◦C
Emmisivity 0.01 to 1
Temperature resolution 0.12◦C
Resolution 160 x 120 pixel

With the calibration done on the first experiment, the motor
armature is ready to be unmounted from the motor once
the steady state temperature is attained. The losses is firstly
stopped by stopping the current injected into the armature.
The screw assembly of the rotor of the motor are disassembled
before the experiment to ease the unmounting of the armature.
The armature is then hanged and thermal image form all sides
of the armature and the brush are taken. The temperature
distribution from the thermal image and the temperature taken
from the thermocouple is then analyzed and compared. The
same process is repeated for different losses, with current
ranging from 1A to 5A.

III. RESULTS AND DISCUSSION

In this section, we will first present the overall temperature
distribution on the winding, the brush and the bearing. Then
we will proceed to the comparison of the armature-winding
temperature with the temperature of brush and bearing. Later,
the winding temperature estimator will be proposed and its
eventual uncertainty will be evaluated.

A. Temperature distribution across the components

The steady state temperature is attained after 3 hours.
From the thermocouple measurement on non-moving parts,
the transient temperatures rise and settle with the highest to
the lowest temperature being the brush, bearing, permanent
magnet and casing. Figure 5 shows the temperature response
for a test with a 5A current.

Fig. 5. Temperature rise of non moving components measured by thermo-
couple up to steady state.

The thermal images were analyzed using the post-
processing software IRSoft that is provided with the Testo
thermal imager. The temperature distribution for maximum
losses tested at 5A is shown for the armature winding (Figure
6), the brush (Figure 7) and the bearing (Figure 8). In each
figures, the thermal image is shown and the section on which
the temperature distribution was accounted for is highlighted in
red rectangle. The resulting histogram shows the temperature
distribution in that section. The x-axis represents the tempera-
ture, from the lowest to the highest, while the y-axis represent
occurrence of that temperature in terms of pixel counts. From
there the maximum, minimum and average temperature can
be deduced, and they are noted in the caption of each figure.
(Remarks for results: for each current we take the same area
for temperature measurement in thermal imaging. This avoid
uncertainty due to positioning of image).

Figure 9 shows the maximum temperature of each compo-
nent for every current, ranging from 1A to 5A. The winding
is the component with the highest temperature followed by
brush, and, bearing. This observation is in accordance with
the thermocouple measurement presented in Figure 5. As the
current thus losses increases, the rise of temperature increases
following the increases of losses which is quadratic to the
current.

The average temperature as shown in Figure 10 also
shows the same trends. They are lower than the maximum



Fig. 6. Winding. Maximum 70.7◦C; Minimum : 66.9◦C; Average: 68.5◦C.

Fig. 7. Brush. Maximum 63.6◦C; Minimum : 51.2◦C; Average: 54.7◦C.

Fig. 8. Bearing. Maximum 50.4◦C; Minimum : 36.7◦C; Average: 41.6◦C.

Fig. 9. Maximum temperature of the armature winding, brush and bearing
from the thermal image at different current.

Fig. 10. Average temperature of the armature winding, brush and bearing
from the thermal image at different current.

temperature, indicating that the gradient of temperature on
the components are not negligible. To properly observe the
range of temperature gradient on each component, Figure 11
shows the temperature range on each component at different
current level. Unlike the maximum temperature and the av-
erage temperature, the temperature range does not show any
particular and obvious trends. The temperature range differs
for each component at each current. The winding shows less
temperature variation in comparison to the bearing and the
brush at the highest current.

These observations especially on the average temperature
and the temperature range will allow us to create and evaluate
the armature winding temperature estimator in the next section.

B. Estimating winding temperature

To estimate the winding temperature using the temperature
measured on the brush and bearing, obvious problems arise



Fig. 11. Temperature range across the armature winding, brush and bearing
from the thermal image at different current.

following the observation of the temperature gradient observed
across the three components. The range that is defined by
the difference of the maximum temperature and the minimum
temperature shows that the positioning of the thermocouples
on the brush and bearing leads to an uncertainty of the brush
and bearing temperature. Furthermore, the winding itself have
a range of temperature that will add more uncertainty to the
estimation.

The initial intention is to estimate the winding temperature
by adding the temperature measured on the brush and winding
to their respective temperature difference with the winding.
These estimated winding temperature can be written as:

T̂wind_brush = Tbrush + ∆Twind_brush (1)

T̂wind_bear ing = Tbear ing + ∆Twind_bear ing (2)

Tbrush and Tbear ing are the temperature measured on the
bearing and brush while ∆Twind_brush and ∆Twind_bear ing
are the temperature estimators that we are going to define
in this section. From the large range of temperature gra-
dient on each component, the temperature estimators will
be defined using the average temperature of all components
Twind , Tbrush , Tbear ing . To take into account the temper-
ature gradient range, the uncertainties are reflected using the
sum of error, known as absolute error added in quadrature.
The temperature estimators can be expressed as:

∆Twind_brush = (Twind − Tbrush ) ± δwind_brush (3)

∆Twind_bear ing = (Twind − Tbear ing ) ± δwind_bear ing (4)

The absolute error added in quadrature δwind_brush and
δwind_bear ing are defined as ([16] ):

δwind_brush =

√
(∆Twinding )2 + (∆Tbrush )2 (5)

δwind_bear ing =

√
(∆Twinding )2 + (∆Tbear ing )2 (6)

The ∆Twinding , ∆Tbrush , ∆Tbear ing are the temperature
gradient ranges that were found from Figure 11, and they vary
depending on the current injected.

Fig. 12. Difference between the winding-brush average temperature and
winding-bearing temperature (as presented in Equation 3 and 4).

Figure 12 shows the difference between the average tem-
perature of winding with the average temperature of the brush
and bearing. The temperature differences increase in both
cases with regards to current. The temperature difference
between the winding the brush is much smaller in comparison
to the temperature difference between the winding and the
bearing. This is expected as the brush is a component that is
much closer and in direct electrical contact with the armature
winding. Estimating the winding temperature using the brush
temperature lead to a much smaller temperature estimator.

From the point of view of errors generated by the range
of temperature on the components, no remarkable difference
could be observed from the absolute error of the sum shown
in Figure 13. Both measurement on brush and bearing has
very close error, with the error increasing with the currents.

Fig. 13. The absolute error of the sum for winding-brush temperature esti-
mator and winding-bearing temperature estimator (as presented in Equation
5 and 6).



The error is very high when the current is 5A, shown to be
at 14.2◦C and 12.9◦C for the bearing estimator and brush
estimator respectively.

The sum of both parameter in Figure 12 and Figure 13 give
us the temperature estimator at different current level (Equa-
tion 3 and 4). From the sum of the error found, the temperature
estimation is too imprecise and unpractical, considering that
the maximum errors of 14.2◦C and 12.9◦C were obtained for a
current of 5A, where the winding temperature in thermography
observation is at an average temperature of 68.5◦C. This lead
to an error of 20.7% and 18.8% for the brush and bearing
estimator respectively.

IV. CONCLUSION

Monitoring the temperature on a rotating armature is crucial
to ensure that maximum damaging temperature is not reached.
In this study, an armature-winding temperature estimator is
proposed using the temperature measured on the brush and the
bearing of the machine. The temperature estimator which is
the difference between the temperature of the winding and the
brush and bearing plus errors were established. The average
temperature difference for brush and bearing were evaluated
and shown to be increasing with current. However, the large
range of temperature gradient on all the components lead to a
very high estimation error that counts up to 20.7% and 18.8%
for the brush and bearing estimator respectively at a current of
5A. In conclusion, the winding temperature estimator proposed
has too much uncertainty, making it impractical as a real-time
winding temperature estimator and temperature monitoring
system.

In perspective, we know that a machine with much smaller
temperature gradient range in their components might use the
temperature estimator proposed. It could be useful to test the
method on several smaller machines to evaluate the precision
of the method.
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A Pulse-injection Based Position Sensorless Control 

of SRM with Adaptive Commutation Angle For EV  

Abstract— This paper presents an SRM (Switched 

Reluctance Motor) drive, through pulse-injection based position 

sensorless method with adaptive commutation angle for light 

electric vehicle (LEV) application. An asymmetric half-bridge 

(ASHB) converter is connected to a 28 A, 1.25 kW, 12/8, 3-phase, 

SRM with a Li-ion battery at the input for the required purpose. 

The high frequency voltage pulses are injected in idle phases of 

the machine, which causes low magnitude current pulse in the 

phases. The turn-on and turn-off angles are varied through 

advance angle control online and based on these angles, two 

different threshold currents are obtained. The injected current 

pulse, upon comparison with these threshold currents provide 

two different rotor positions for the turn-on and turn-off the 

phases. The current pulses are kept low, through adjusting the 

duty of the injected pulse, such that the torque induced by these 

pulses are neglected and do not affect the average torque of the 

machine. Moreover, for acceleration and starting of the SRM, 

the phase currents are kept, more than the rated current of the 

machine, to generate higher torques during such conditions, for 

vehicular application, in practical case scenario.     

Keywords—Electric vehicle, position sensorless, switched 

reluctance motor, pulse injection. 

I. INTRODUCTION 

The environmental concerns and monotonically rising 

running cost have put a major challenge for the sustainability 

of the ICE (internal combustion engine) based vehicles in the 

transportation sector across the globe. According to the report 

of IEA, 2020b, 24% of the global CO2 is emitted directly from 

the fossil fuel-based vehicles in the transportation sector [1]. 

In India, transport sector is the third largest source of CO2 

emission and 90% of the emitted CO2 in this sector comes 

from the road transport  [2]. In most of the Asian countries, 

with the rising economy, the number of vehicles are doubling 

in each decade over the last few decades and thus, the 

transport sector shares a major part in emitting various air 

pollutants besides CO2 [3].   

Besides the abundance and environmental issues, the ICEVs 

operate at 30-50% efficiency range in most of the cases. 

Moreover, these engines are designed for peak values for 

acceleration and starting of the vehicles. However, the engine 

operates at 40-60% of its capacity during cruising most of the 

time, which leads to the underutilization of the system [4]. 

Moreover, ICEVs require mechanical gear arrangements to 

meet the torque speed characteristics of the IC engine for the 

traction purpose. However, with the integration of the 

mechanical gears the efficiency of the system further reduces. 

With the electric vehicle the running cost of the vehicle 

increases.     

The traction motor provides the necessary mechanical power 

in the electric drive train. Various types of motors have been 

implemented for the traction purpose in the past and each 

machine has their own pros and cons. The permanent magnet 

brushless DC motor (PMBLDCM) and permanent magnet 

synchronous motor (PMSM) are quite popular for the traction 

application [5]. The rotor consists of permanent magnets the 

stator windings are excited thorough an inverter. The reduced 

rotor losses make this machine more efficient than the 

induction machine. Such machines exhibit high torque 

density, high power density, compact size etc. making these 

machines, a potential candidate for the EV application. 

However, with a limited provision of field weakening, the 

operation in constant power region is very meagre, for this 

machine. Moreover, due to back e.m.f., the torque of the 

machine deceases with an increase of the speed and there is a 

high centrifugal force on the rotor magnets while operating in 

the speed range, thus the mechanical arrangements of the 

magnets should tight and proper. Hybrid BLDCMs, with 

combination of PMs and excitation coils, are also used for the 

EV application. 

With high reliability, simple construction and low-price 

induction motors (IM) are quite popular for the EVs with 

features like direct torque control and vector control [6]. The 

field attenuation, with vector control can be applied, while 

operating in constant power mode, to run the machine beyond 

the rated speed. However, low power factor operation, 

increase the rating of the driving inverter and high losses 

decrease the efficiency of this machine. Moreover, low power 

density and small constant power operational region limit the 

application of IM to EVs.     

The synchronous reluctance motor (SynRM) has the 

advantages like robustness, fault tolerance like IM, efficient 

and permanent magnet-less structures [7]. However, these 

machines suffer from the limitations of complex design, 

complicated control, low factor operation etc. In some cases 

the rotor of SynRM is assisted with the PM and thus the 

power factor and efficiency of the machine is improved with 

increased power density.  

The SRM with no electric windings and permanent magnets 

on the rotor exhibits the properties like high fault tolerant 

capability with low, simple and robust structure, is a strong 

candidate for the traction motor. The doubly saliented 

machine, has windings on the stator part only, which makes 

cooling of the machine more easier and machine can operate 

in harsh environment conditions at high speed region. With a 

decent constant power region in the speed-torque 

characteristics, high starting and transient torque the machine 

is quite reliable for LEV application [8].     

To drive the SRM, the rotor position information is an 

essential part. Generally dedicated position sensors are 

applied for the rotor position. However, with the position 

sensors not only increase the cost of the system, it also 

increases the packaging size of the whole system. Moreover, 

the mechanical sensors may fail in the harsh operational 

conditions, leading to compromising the reliability of the 

drive.  Many work in the literature have been published for 
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the rotor position estimation. Among them, a straight forward 

method is to use look-up table based algorithm, which gives 

the rotor position information directly, based on the prestored 

data. However, to store large magnetic characteristics data, it 

requires large memory and time consuming process. These 

limitations can be mitigated up to some extent by involving 

Fourier series model of the magnetic characteristics but, still 

manual work needs to be done to extract some data [9]. In 

[10], a magnetic characteristics-less, pulse injection based 

method is proposed for the position estimation for wide speed 

range. However, the method cannot guaranty, efficient 

utilization of phase torque, as the conduction angles are fixed. 

In [11, 12], modified pulse-injection techniques are given to 

detect a continuous rotor position, without the need of pr-

stored data.  

Although, the above techniques provide rotor position 

information in a wide range of operational speed. However, 

most of the pulse-injection based techniques, drive the 

machine under constant dwell angle, which leads to under-

utilization of machine.     

In this work, the dwell angle of the SRM drive is made 

adaptive through the variation of advance angle and turn-off 

angle control in position sensorless mode. The conduction 

angles are varied in a manner to obtain a desired torque in 

cruising and acceleration purpose for EV application. From 

the conduction angles, threshold currents are obtained, which 

are necessary for the conduction pulse and injection pulse 

extraction.     

II. SYSTEM CONFIGURATION

Fig. 1 shows the complete layout of the system configuration. 

An ASHB with six controlled and six uncontrolled switches, 

has been implemented to drive the target SRM for LEV 

application, as this converter provides three degrees of 

freedom in switching for each phase, which helps to control 

the machine in a more efficient manner. A li-ion battery along 

with a DC-link capacitor is connected to the input port of the 

ASHB converter. The data of the system are given in 

appendix.    

Fig. 1. System configuration for SRM. 

III. OBTAINING PULSES FOR EXCITATION

The conduction angles are obtained through thought the 

injection of high frequency voltage pulses in the inactive 

phases.  Fig 2 shows the switching pulse of a particular phase 

along with the phase current response in the pulse injection 

mode during inactive state. The current response is sampled 

and captured at negative edge of the switching pulses (the 

peak of the phase current pulse) to avoid the variation of the 

current response in the phase windings during the injection 

state.  The current pulse is then, compared with predefined 

threshold currents ( )
th
i  to detect the different rotor positions. 

Fig. 2. Pulse injection and current sampling.  

A. Threshold Current Selection

The threshold currents are selected to identify the different 

rotor positions.  

( , )
b

di
V iR L i E

dt
θ= + + (1) 

 The phase current is quite low during the pulse injection, thus 

the resistive drop and back emf terms can be neglected and 

(1) can be rewritten as,

( , )
di

V L i
dt

θ= (2) 

Moreover, the saturation effect of the phase inductance with 

current and rotor position is also omitted by proper selection 

of the frequency of the injected pulse and thus adopting a 

linear approximation (2) converges into 

( )
( )

th

V t
i i f

L
θ

θ

∆
= ∆ = =  (3) 

s
t DT∆ = (4) 

where, ( )L θ is the phase inductance, which is the function of 

rotor position ( ),θ
s

T is the time period of injected pulse and 

D is the duty of the of the injected pulse. 

B. Determination of Turn-on ( )
on

θ and Turn-off ( )offθ

For a wide range of operational speed, the conduction angle 

is varied according to the speed command and load torque to 

attain an optimal operational condition. The turn-on angle 

variation is governed by 

1

u

on

dc

L i

V

ω
θ θ

∗ 
= −  

 
(5) 

2

a

exc

DC

kL i

V

ω
θ θ

∗ 
= −  

 
(6) 

Where, 
1

θ and 
2

θ are the fixed rotor positions near unaligned 

and aligned region, respectively. , , ,u aL L iω ∗ and 
DC

V are the 

unaligned inductance, aligned inductance, rotor speed, 

reference current and DC-link voltage respectively. 



The two threshold currents are calculated by combining (3), 

(4) and (5).

1
( )

s
th

on

VDT
i

L θ
= (7) 

2
( 15 )

s
th

exc

VDT
i

L θ °
=

+
(8) 

Fig. 3. Conduction mode variation with phase inductance to obtain the 

conduction pulses in sensorless mode.   

C. Obtaining Pulses for Excitation

Taking phase-A as the conducting phase, the pulse injection 

starts, when the phase is turned-off and the phase is 

completely demagnetized i.e. current drops to zero. After the 

starting of pulse injection period, the current is sampled at the 

end of each pulse and compared with the threshold currents.  

When the phase-A current reaches or surpasses 
1th

i for the 

first time, command for Phase-B turn-off is initiated. The 

turn-on pulse of the phase-A requires more attention as the 

injected current increases then decreases near the unaligned 

rotor position. The injected current pulses might have 

identical magnitude at 
u d

θ θ θ= ± , where 
u

θ and 
d

θ  are the 

aligned rotor position and small deviation near aligned rotor 

position. To overcome the above issue following logic is 

implemented. As shown in Fig.3, the obtained turn-on angle 

is first compared with 
u

θ ( 0
o in present case) and when 

on
θ

exceeds 
u

θ then the current pulse ( )
s

i is directly compared 

with 2thi which generates the turn-on pulse for phase-A. On 

the other hand, if 
on

θ falls below 
u

θ then to generate the 

phase-A turn-on pulse,  in addition to the threshold current 

comparison, 
s

i should be less than previously sampled 

current pulse ( ).spi

D. Rotor Speed Estimation

The rotor speed is required for the speed control of the SRM 

drive and it is estimated through the turn-on pulses of two 

consecutive phases. However, it can be estimated from the 

turn-off pulses of two consecutive phases also. The time 

instant, 
pt is captured at the instant when, turn-on pulse for a 

particular phase 
onpθ  appears. Similarly, a time instant, 

n
t is 

captured at the instant when turn-on pulse for the next phase 

appears and the rotor speed is estimated as, 

60

360

onn onp

est

n p

N
t t

θ θ
°

 −
= ×  − 

(9) 

Where, 15 ,n pt t °− = which is the stroke angle of the target 

machine. 

Fig. 4. Turn-on pulse with the variation of advance angle. 

IV. RESULTS AND DISCUSSION

For the demonstration of the explained technique, the SRM 

is modelled in MATLAB/Simulink, under various operating 

conditions. The SRM is controlled under a new pulse 

injection-based position sensorless method with adaptive 

commutation angle for the LEV application and the 

waveforms of phase current, phase torque, flux etc. are shown 

under different operational speed.     

Fig. 5 shows the variation of  phase-A current ( ),Ai  flux, 

torque, conduction pulse ( )AH and injection pulse ( )ApH  

Fig. 5. Phase-A current, flux, torque, Conduction and pulse injection pulses 

under variation of rotor speed off 300 rpm to 1000 rpm.   



under the variation of rotor speed from 300 rpm to 1000 rpm. 

The steady state and dynamic waveshapes of different 

quantities are also shown. This simulation is divided into 

three modes and each mode is marked in Fig. 5.  Fig. 6 shows 

the enlarged form of stage-I marked in Fig. 5. The rotor speed 

300rN rpm= in this condition, which is a low-speed 

operation. The phase current rises very quickly at the starting 

of the conduction period and current chopping occurs in the 

rest of the conduction period. The load torque LT is kept 3 Nm 

during this condition. The Hall pulses for conduction ( )AH

and pulse injection under the same condition are also given 

with adaptive angle control.  

Fig. 6. Phase-A current, flux, torque, Conduction and pulse injection pulses 
under rotor speed of 300 rpm (labelled as stage-I in Fig.5.).   

The reference speed command is changed from 300 rpm to 

1000 rpm at 0.25t s=  and the enlarged waveforms during 

transition are shown in Fig. 7. 

Fig. 7. Phase-A current, flux, torque, conduction and pulse injection pulses 

under transition of rotor speed from 300 rpm to 1000 rpm (labelled as 
stage-II in Fig.5.).   

As observed from Fig. 7, the phase current reaches 50 A to 

generate phase torque of 11AT Nm= (peak), for acceleration 

of the vehicle. The steady state waveforms at 1000N rpm=

are shown in Fig. 8. This stage is a medium speed operational 

condition in which the conduction mode of the phases, is 

shifting form current chopping to single pulse mode. The load 

torque is kept at 3 .LT Nm=  

Fig. 8. Phase-A current, flux, torque, Conduction and pulse injection pulses 
under rotor speed of 1000 rpm (labelled as stage-III in Fig.5.).   

The steady state variations of phase current, flux, torque, 

conduction and excitation pulses at 2000N rpm= are shown 

in Fig. 9. The load torque under this condition is kept at 

1.5 .LT Nm=  This mode is a high-speed operational mode 

and the machine enters single pulse mode as observed from 

the current waveform in Fig. 9. The phase torque attains a 

peak value of 2 Nm.  

Fig. 9. Phase-A current, flux, torque, conduction and pulse injection pulses 
under rotor speed of 2000 rpm. 



For the conduction and injection pulse extraction, the 
threshold currents are obtained from the different turn-on and 
turn-off angles for different operation speeds, as explained in 
the previous sections. Fig. 10 shows the variation of turn-on

( )onAth  and turn-off angles ( )offBth  for phase-A turn on and 

phase-B turn off, respectively, for different operational 

speeds. The threshold currents 
1thi and 

2thi are also shown, 

with the variation of conduction angles. As shown in Fig. 10, 

at 300 ,N rpm= 6 ,onAth = o 22 ,offBth °=
1

1.42thi A= and

2
1.2 .thi A=  At 1000 ,N rpm=  the phase-A turn-on angle 

settles around 4° and 
1thi settles around 1.61 .A In the same 

condition, the turn-off angle of phase-B settles around 19
° and 

2thi settles around 0.6 .A When the machine enters high speed 

mode at 2000 ,n rpm= onAth settles around 1.5° with 
1thi

having, steady state value of 1.82 .A The steady state values of 

offBth and 
2thi are 12.3

° and 0.38 ,A respectively. The dynamic 

variation of all the quantities at different are also shown in Fig. 
10. One important point to consider is, for the simulation
purpose, the low magnitude threshold currents are selected for
the position estimation purpose. However, a higher threshold
of current must be selected for practical implementation of the
algorithm in order to include the sensing error and delays in
the experimental setup.

Fig. 10. Variation of threshold currents, phase-A turn-on angle, phase-B 

turn-off angle with rotor speed.  

The estimated rotor speed ( )estN and actual rotor speed ( )N

at different rotor speeds are shown in Fig.11. As observed 

from Fig. 11, at start, the pulses required for the speed 

estimation come in larger duration, thus the estN has slight 

deviation. However, with soft start of the machine, the speed 

error does not have significant impact on the speed control. 

Moreover, with the increase in speed, the time interval 

between two consecutive pulses, decreases and thus the 

deviation of estN from N decreases. At starting,  10T Nm=

is obtained for initial acceleration, which is nearly three times 

the rated torque (required for vehicle application). From

300N rpm= to 1000 ,N rpm= the load torque is kept 

constant at 3 .Nm At 0.25 ,t s= the speed command is 

changed to 1000 rpm and the developed torque increases 

beyond 10Nm as shown in Fig. 11 and at the same time the 

phase current  goes beyond 50 A level, as shown in Fig. 7. At 

2000 ,N rpm= the load torque is kept at 1Nm and the 

developed torque is shown in Fig. 11.     

Fig. 11. Actual speed, rotor speed and torque of machine. 

V. CONCLUSION

In this work, a new pulse injection-based position sensorless 
technique with adaptive commutation angle, is presented for 
the SRM drive for LEV application. The SRM is well 
controlled for a wide speed range with variation in conduction 
angles. With the presented algorithm at different operating 
condition following conclusions are made. 

• The target SRM is controlled in position sensorless
mode without the need of highly complex and memory
sized magnetic characteristics.

• The turn-on and turn-off angles are varied online at
different speed with the implemented control
algorithm.

• The idle or inactive phases pulses are injected with a
high frequency voltage pulses and based on the current
response, various pulses for turn-on and turn-off angles
are obtained.

• During starting and speed change, to accelerate the
machine, a higher phase current is passed through the
phase windings for a short time intervals, in order to
get a higher torque for the vehicular application.
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APPENDIX 

Specification 

of SRM 
1.2 ,kW 12 / 8,  28 ,A 0.14 ,R = Ω

20.01 . , 4 ,= =
a

J kg m L mH and 0.5uL mH=

Battery 

specifications 
Li-ion, 48 V, 30 Ah 
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Abstract—The segment of onboard chargers (OBCs) is 

dominated by two-stage charger topologies, which have several 

disadvantages like bulky size and less efficiency in view of high 

component count, high cost and complex controller design. To 

overcome these disadvantages, an isolated bridgeless version of 

modified SEPIC converter is used to develop a single-stage high 

power factor battery charger for light electric vehicles (LEVs) 

in this study. Apart from the advantages of high power factor 

operation, continuous input and output currents, and high 

voltage conversion ratio, the modified SEPIC converter based 

charger is designed to reduce the voltage stress on the power 

switches in the converter circuit. The presented charger 

operates in discontinuous conduction mode (DCM), which 

endows it with several advantageous features such as innate 

power factor correction (PFC) capability, concession in control 

effort, decrease in size of magnetic components and reduction in 

sensor count leading to discount in overall cost of 

implementation. The paper attempts to elucidate the operation 

of the charger, design of charger components, design of control 

algorithm and performance validation of the designed 

components and control logic by means of simulations. Viability 

of 48 V LEV battery charging under constant current (CC) 

mode is explored in this study for a 500W rated charger.  

Keywords— Light Electric Vehicle (LEV), Single stage Battery 

Charger, Power Factor Correction (PFC), Bridgeless Isolated 

Modified SEPIC converter, Discontinuous Conduction Mode 

(DCM), Constant Current (CC) and Constant Voltage (CV) 

Battery Charging. 

I. INTRODUCTION

An estimated 64% of mobility related energy demands and 
37% of road-based carbon emissions can be reduced by 2030 
by pursuing an electric mobility-based transport sector in 
future in India [1]. This amounts to diminishing of collective 
diesel and petrol consumption by 876 Mega Tonne of oil 
equivalent (Mtoe) and CO2 emissions by 1 Gigatonnes by 
2030 [1]. The highly efficient electric vehicles (EVs) are 
bound to replace ICE engine vehicles in the future, which have 
low efficiency and hundreds of moving parts. The 
electrification of transport sector in India is presently majorly 
driven by light electric vehicles (LEVs), which majorly 
comprise of two-wheelers (2W) and three-wheelers (3W) and 
feature low power ratings and low voltage batteries ranging 
from 24-96 V, due to their competitive pricing and favourable 
policies. In the present EV scenario, the focal point in 
innovation, along with batteries and traction motors, is the 
design of battery charger. This innovation is driven by the 
need of improvement in efficiency, reduction in losses, lesser 
stress on utility grids, enhanced safety and reduced costs. 
These developments ultimately lead to enhanced ranges, 

longer battery life and sustainable transportation. The power 
electronics for onboard chargers (OBC) comprise of AC-DC 
rectifier to charge the battery along with the charging 
controller. The grid AC power is delivered to the OBC, which 
converts it to DC. The OBCs has to not only meet the battery 
requirements but also to ensure grid health at the same time. 
The controller controls the charging profile of the battery by 
controlling the charger.  

A variety of charging solutions have been proposed in the 
literature. Several two-stage charger configurations have been 
presented for different applications [2-4]. These two stage 
topologies are characterised by conversion of grid power to 
DC power in two stages. The first stage undertakes AC to DC 
conversion while maintaining the power quality high by 
power factor correction (PFC) techniques, whereas the second 
stage carries out DC to DC conversion for controlling the 
charging profile of the battery. The presented chargers utilise 
different forms of boost PFC converter in the first stage and 
full bridge converters for DC-DC conversion at the second 
stage. Due to their multistage topologies, these chargers suffer 
with high component count, higher losses, complex control 
logic and lower power density.   

In contrast, single-stage charger topologies utilise a single 
converter to carry out AC-DC PFC rectification and DC-DC 
regulation for the battery. Several single stage chargers are 
presented in the literature [5-7]. Single stage chargers are 
superior to two-stage chargers in terms of smaller component 
count, reduced losses, higher efficiency, simpler control 
implementation, reduced cost and higher energy density. 
However, the major disadvantage associated with single stage 
chargers is the presence of low frequency ripples at the output, 
which may cause irregular charging and higher stress at the 
components of the charger. Nevertheless, at low power ratings 
the advantages offered by single stage chargers outweigh the 
disadvantages as they offer higher efficiency at lower power 
levels [8]. Therefore, single stage chargers are the preferable 
and more practicable option of LEVs along with their more 
compact size.  

To further improve upon the efficiency of the converters 
fed by the grid via diode bridge rectifier (DBR), losses 
associated with diodes are significantly reduced by using 
bridgeless converters in charging applications [9-11]. The 
bridgeless PFC circuits reduce the number of semiconductor 
devices in the current path. In view of the inadequacies of two-
stage chargers mentioned above, a single stage charger 
derived from isolated bridgeless version of modified SEPIC 
converter is presented in this study [12]. The circuit 
configuration of the presented charger is demonstrated in Fig. 
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1. The salient features of the presented charger are enumerated
as follows:

1) The presented charger is derived from conventional
SEPIC converter and has the property of continuous input
and output current, which obviates input and output
filter requirements and hence leads to reduction in size of
the charger.
2) The charger utilises bridgeless converter and hence
leads to reduction in conduction  losses and improvement
in overall efficiency.
3) The charger has high voltage conversion ratio, which
allows its operation over a broad array of input voltages
without the need of operating at extreme duty ratios, which
is averse to the efficiency of the converter.
4) The high frequency transformer (HFT) of the
presented charger operates in discontinuous conduction
mode (DCM), which leads to reduction in size of magnetic
components and prevents saturation of the HFT core.
5) By virtue of operating in DCM, the charger exhibits
inherent power factor correction ability and hence operates
at a high power factor.
6) Owing to DCM operation, the control logic
complexity is remarkably moderated. The overall sensor
requirement is also diminished since only output voltage
or current is required to be sensed and input voltage and
currents are not required to be sensed.
7) All these features along with reduced component
count make the charger more economical and simpler to
implement.

Fig. 1. Circuit topology of presented Single-stage charger 

The contents of the rest of the paper are as follows. The 
circuit configuration is introduced and the steady state 
analysis of the charger is carried out in Section II. The 
controller algorithm for the charger is presented in Section III. 
Section IV encompasses the design equations of the charger. 
Steady state and dynamic performance of the charger are 
exemplified in Section V using simulations. Finally, 
conclusions and recommendations comprise of Section VI.   

II. PRESENTED CHARGER CIRCUIT AND STEADY STATE

ANALYSIS 

The circuit disposition of the presented charger is 

represented in Fig. 1. The circuit comprises four capacitors, 

two inductors, one HFT, three active switches and five 

diodes.  

A. Circuit Schematic of Presented Charger

The charger circuit is derived from the conventional
SEPIC converter. The modification is achieved by connecting 
the negative terminal of the intermediate capacitor, C1 to the 
terminal of the power supply in a fashion that when the source 
is feeding the load, the capacitor is not in series with the input 
inductor. This allows the capacitor to store more energy than 

the conventional configuration and modifies the voltage 
conversion ratio into a semi-quadratic one from a linear 
expression. However, to realise this topology, a new active 
switch S3 is required to be introduced, which is in floating 
configuration. The floating arrangement leads to elevated 
stress across the switch, especially due to non-idealities of the 
leakage inductance of HFT. To obviate the switch being 
exposed to high voltage stress, a switched capacitor cell is 
added to the secondary of the HFT to provide a path for the 
current to flow when diodes D4 and D5 are reverse biased. The 
switched capacitor cell also modifies the gain and doubles it 
leading to further reduction in switch stress. The isolation is 
provided by replacing the intermediate inductor L2 by HFT. 
L2 now represents the magnetizing inductance of the HFT. 
The HFT operates in DCM, which leads to various features of 
the charger as discussed in section I. It also leads to smaller 
size of magnetic component and more compact structure.  

The charger realises bridgeless configuration by replacing 
one leg of DBR with active switches S1 and S2The presented 
charger is supplied with utility grid of 220 VRMS and a 48 V/ 
100 Ah battery is selected as the load for the charger. The 
controller is designed to ensure consistent operation of the 
charger over a broad range of input voltages (180-260 VRMS) 
and load requirements. 

B. Steady State Analysis of Presented Single Stage Charger

To streamline the steady state analysis, all switching
devices and passive components are considered ideal and 
lossless. Moreover, the capacitor voltages are assumed to be 
constant during one switching cycle.   

The charger operates in three states owing to operation of 
HFT in DCM. The steady state operation of the charger within 
one switching cycle is elucidated as follows. 

State I (t0-t1): In this state, all the active switches are in ON 
state and diodes D3, D4 and D5 are reverse biased. The currents 
through inductors L1, L2 and L3 increase linearly with a 
positive slope. Capacitors C1, C2 and C3 discharge. The load 
is connected to the input side via capacitors C2 and C3. Fig. 
2(a) shows the state of various switching devices in this state. 
Following equations are obtained by applying KVL and KCL 
on the circuit in state I. 

1 1 1L L in
v L di dt v= =  (1) 

2 2 2 1L L C
v L di dt v= =  (2) 

3 3 3 2 3 1L L o C C C
v L di dt v v v v N= = − + + +  (3) 

1 2 3C L L
i i i N= − −  (4) 

2 3 3C C L
i i i= = −  (5) 

3Co L o
i i i= −  (6) 

where N=NP/NS=Primary to secondary turns ratio of HFT 
State II (t1-t2): This mode is characterised by all active 

switches turning OFF and diodes getting forward biased as 
shown in Fig. 2(b). The inductors L1, L2 and L3 start 
discharging and capacitor C1 charges. Capacitors C2 and C3,

operating in parallel, start charging initially and enter 
discharging mode when the capacitor voltage reaches peak 
value and capacitor current reverses polarity due to decaying 
inductor currents. Various KCL and KVL equations 
describing this circuit state are as follows: 

1 1 1 1L L in C
v L di dt v v= = −  (7) 

2 2 2 2 3L L C C
v L di dt Nv Nv= = − = −  (8) 

3 3 3 2 3L L o C o C
v L di dt v v v v= = − + = − + (9)



1 1C L
i i=  (10) 

( )2 3

2 3
2

L L

C C

i i N
i i

−
= =  (11) 

3Co L o
i i i= −  (12) 

State III (t2-t3): State III of DCM operation begins when 
the decaying current of HFT inductance L2 becomes constant 
after reversing polarity. All active switches and all diodes 
except D3 remain OFF in this state and capacitors C2 and C3 

are in series connection again. Diode D3 is in ON mode and 
carries the input current in order to keep the current 
continuous. The inductor L1 continues to discharge and energy 
stored in inductors L2 and L3 freewheels. The circuit 
configuration of state III is diagrammatically represented in 
Fig. 2(c).   

KVL and KCL equations representing the inductor 
voltages and capacitor currents in mode III are as follows: 

1 1 1 1L L in C
v L di dt v v= = −  (13) 

2 2 2
0

L L
v L di dt= =   (14) 

3 3 3 2 3
0

L L C C o
v L di dt v v v= = + − =  (15) 

1 1C L
i i=  (16) 

2 3 3 2C C L L
i i i Ni= = − =  (17) 

3Co L o
i i i= −  (18) 

Fig. 3 illustrates the inductor currents and capacitor voltages 
waveforms over the period of one switching cycle, which 
depict the different modes of operation in DCM 
diagrammatically.    

C. Computation of Voltage Gain and Average Capacitor

Voltages

To calculate the expressions for average capacitor voltages
and overall voltage gain of the converter, voltage-second 
balance principle is applied on inductors L1, L2 and L3 across 
all stages within one switching cycle. 

The volt-sec equations for L1, L2 and L3, respectively are 
enumerated as follows: 

1 1 2 1 1 2
( ) ( - )( ) ( - )(1- - ) 0

in S in C S in C s
V DT V V D T V V D D T+ + =    (19) 

1 1 2 2 1 2
( )( ) ( )( ) 0 (1- - ) 0

C S C S s
V D T NV D T D D T+ − + × =    (20) 

1 2 1

2 2 2 1 2

( 2 )( )

( )( ) (2 )(1- - ) 0

C C O S

C O S C O s

V N V V D T

V V D T V V D D T

+ − + 


− + − = 
  (21) 

where D1 and D2 are the duty ratios of state I and II, 
respectively. From (19-21), the expressions of average 
capacitor voltage and voltage conversion ratio are obtained as: 

1

1 2

2

(1- )

o

in

V D
M

V N D D
= =  (22) 

1 1
(1- )

C in
V V D=   (23) 

2 3 1 1 2
{ (1- ) }

C C in
V V V D N D D= =   (24) 

D. Computation of Current Gain and average Inductor

Currents

The assumption of system being lossless leads to the input
and output power being equal. The current gain is calculated 
from equating the input and output powers as follows: 

(a) 

(b) 

(c) 

Fig. 2. Different states of charger circuit during (a) State I (b) State II  

(c) State III of DCM operation during one switching cycle

Fig. 3. Inductor current and Capacitor voltage waveforms of the 
presented single stage charger 
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o in

in o

I V N D D

I V D
= =  (25) 

The ampere-second balance principle is applied on 
capacitors C1, C2, C3 and CO to arrive at average values of 
inductor currents as follows: 

1 1 2 1
2 (1 )

L o in
I I D ND D I= − =  (26) 

2 2 2
(2 )

L o
I I D ND= −  (27) 

3L o
I I=  (28) 

E. Electrical Stress on Semiconductor Components

Voltage stress across semiconductor switches is

calculated during OFF state. The voltage stresses across 

power switches are tabulated below in Table I. 

TABLE I : VOLTAGE STRESS ACROSS COMPONENTS 

Power Component Voltage Stress 

Switch S1 
1 1 1

(1- ) 2
S O

V V D D=

Switch S3 
3

2
S O

V V=  

Diode D3 
3 1 1

(1- ) 2
D O

V V D D=

Diodes D4 & D5 
3 4 1

2
D D O

V V V D= =

III. CONTROL OF SINGLE STAGE CHARGER

The control algorithm in CCM converter is not only 
required to maintain the DC Link voltage/ output current at a 
reference value, but also to ensure that the input current 
follows the input voltage to maintain a high power factor. This 
leads to multi-stage complex control logic implementation. In 
contrast, converter operating in DCM, which has inherent PFC 
ability, only needs to maintain the output parameter at a 
reference value. Depending on the adopted mode of charging, 
the output parameter can be DC Link voltage, VDC (constant 
voltage charging) or battery current, IB (constant current 
charging). In the presented charger, constant current (CC) type 
of charging is implemented. Owing to DCM operation, only 
battery current is required to be sensed, which is compared to 
reference value of charging current after passing through a low 
pass filter. The calculated error is the input for the current 
controller. A PI controller is used to minimize this error. The 
output of the controller is the reference waveform mcc, which 
is used to generate gate pulses for switches S1-3 after 
comparing with carrier signal. The aforementioned control 
logic is represented in equation form as follows: 

( ) ( ) - ( )

( ) ( -1) { ( ) - ( -1)} ( )

B Bref B

cc cc p B B i B

I n I n I n

m n m n K I n I n K I n

= 


= + + 
   (29) 

where the proportional and integral constants of the current 
controller are represented by Kp and Ki. Control equations of 
(29) are represented in form of block diagram in Fig. 4.

Fig. 4. Control Logic for Constant Current Mode of Charging 

IV. DESIGN OF CHARGER COMPONENTS

The presented single-stage charger is designed to 
nominally operate on a single-phase utility grid of 220 VRMS 

and supply charging current to an LEV battery rated at 48V/ 
100 Ah. However, the high voltage gain and controller action 

enable the charger to operate over a range of voltages 
dependably. The parameters of charger design are mentioned 
in Table II. 

TABLE II : SPECIFICATIONS OF THE CHARGER  

Design Parameters Values 

Rated Max Power (Pmax) 500 W 

Nominal Supply Voltage (Vin) 220 V RMS, 50 Hz 

Supply Voltage Range (Vinmin - Vinmax) 180-260 V RMS 

Nominal Battery Rating (Vbat) 48 V, 100 Ah 

Battery Voltage Range (Vbatmin – Vbatmax) 24-72 V 

Switching Frequency (fs) 20 kHz 

Percentage Ripple L1 and L3 Inductor Current (α,ε) 30%, 30% 

Percentage Ripple C1 Capacitor Voltage (β) 30% 

Percentage Ripple C2 and C3 Capacitor Voltage (φ) 30% 

Percentage Ripple Co Capacitor Voltage (γ) 2% 

Inductors L1 and L3 operate in continuous current mode, 
whereas inductor L2 operates in discontinuous current mode. 
Various inductors and capacitors values are designed in order 
to ensure the operation of respective components in desired 
modes (CCM/DCM) to reflect the overall operation of 
converter.  

A. Steady State Analysis of Presented Charger in CCM

The conversion ratios and average values of inductor
currents and capacitor voltages in CCM are arrived at by 

reducing duration of state III to zero and making sum of duty 

ratios of state I and II equal to 1, which makes D2=1-D. The 

CCM expressions are derived in order to analyse the charger 

at the boundary of CCM and DCM mode, beyond which the 

charger enters DCM mode. 
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V IN D
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1
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C
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2

1
2 { (1 ) }

L o in
I I D N D I= − =  (33) 

2 (1 ) { (1 )}L oI I D N D= + −   (34) 

3L oI I=  (35) 

B. Determination of Turns Ratio of HFT and Critical duty

ratio

From (30), the turns ratio is determined as:

2

2

(1- )

D
N

M D
=           (36)

The turns ratio is selected such that the desired gain is 
achieved at moderate duty ratios. For a selected turns ratio of 

2
p s

N N N= = , the critical duty ratio at nominal ratings 

comes out to be Dcrit≈0.1556 below which, the charger is 
required to operate in DCM to achieve the same gain. The 
components should also be able to sustain their desired 
operation over a range of input voltage and load currents and 
hence should be designed for an array of duty ratios. The 
maximum and minimum duty ratios are arrived at as follows: 

max max
max 2

min max

272
0.28284

(1- )180 2

o

in

V D
M

V N D
= = = =   (37) 

min min
min 2

max min

224
0.0707

(1- )240 2

o

in

V D
M

V N D
= = = = (38)



which gives Dmax and Dmin as 0.1869 and 0.062, respectively. 

C. Selection of Passive Components

The different inductors and capacitors of the presented
single stage charger circuit are designed as per their respective 
modes of operations. Table III enlists the mathematical 
relations and designed values for all passive components of 
the charger. 

TABLE III : DESIGN EQUATIONS OF COMPONENTS 

Component Design Equation Calculated 

Value 

Selected 

Value 

Minimum 

Inductance, 
L1 (CCM) 

2

1min

max

in

S

DV
L

P fα
=

2.38 mH 3.5 mH 

Critical 

Inductance, 

L2 (DCM) 

2

max2 (1 )

o in

crit

S

V DNV
L

P f D
=

+

47.55 µH 45 µH 

Minimum 
Inductance, 

L3 (CCM) 

2

3min

max

(1 )

2

o

S

D V
L

P fε

−
=

421.511 µH 450 µH 

Minimum 

Capacitance, 

C1 

2

max

1min 2

(1 )

S in

D P
C

f Vβ

−
=

1.2276 µF  2 µF  

Minimum 
Capacitance, 

C2 and C3 

2

max

2min 3min

(1 )

S in o

D P N
C C

f V V

−
= =

Φ

11.2533 µF 12 µF 

Minimum 

Capacitance, 

Co 

max

24 ( )
o

L o

P
C

f NVπ ψ
=

4.31 mF 5 mF 

V. RESULTS AND DISCUSSION

The presented single stage charger is designed for defined 
parameters in previous section and the accuracy of the design 
is verified via means of simulations on MATLAB/ Simulink® 
platform using Simscape toolbox. Simulations for steady state 
conditions are carried out at rated values and for dynamic 
conditions are carried out at fluctuating grid and battery 
current conditions.  

A. Simulations of Presented Charger in Steady State

The simulated performance of presented single-stage
charger is represented in Fig. 5. The charger circuit is 
simulated for nominal parameters mentioned in Table II. The 
control mechanism maintains the constant current charging 
profile of the battery at a reference current of 11 A. Fig. 5(a) 
demonstrates the input and output voltages and currents of the 
charger and highlights the high power factor operation and 
continuous nature of input and output current. The DCM 
operation of the charger is also validated by inductor current 
and capacitor voltage waveforms displayed in Fig 5(b). 
Inductors L1 and L3 are observed to be operating in CCM. Fig 
5(c) is used to illustrate the voltage stress across different 
semiconductor devices of the circuit. The floating switch S3 

experiences minimal stress and hence can be selected for a low 
voltage rating. Stress across diodes D4 and D5 is also observed 
to be reduced. The charger is observed to operate at a high 
power factor with THD<6% as displayed in Fig 5(d), which is 
in accordance with extant standards [13]. 

B. Dynamic Analysis of Single Stage Charger

Dynamic performance of presented charger pertains to the
response of the charger to fluctuations in input and output 
parameters. Fig. 6 represents the dynamic response of the 

presented charger on encountering instabilities in grid supply 
or battery current demand. Fig 6(a) and 6(b) demonstrate the 
operation of charger when subjected to positive and negative 
fluctuations in supply voltage, respectively at 0.25 s. The 
designed controller effectively nullifies the effect of the 
fluctuations by driving the battery current back to the 
reference value in quick time. Fig 6(c) illustrates the charger 
operation on encountering load demand fluctuation. The load 
demand decreases at 0.2 s and then again increases at 0.4 s. It 
is evident from the waveforms that the current controller is 

  (a) 

 (b) 

 (c) 

Fig. 5. Steady State Performance parameters of presented Single-stage 

Charger (a) Input and Output Voltages and Currents (b) Inductor 
Currents and Capacitor Voltages (c) Voltage Stress across 

semiconductor devices (d) THD using FFT analysis 



able to drive the battery charging current effectively in 
response to change in demand in reasonable time. The 
dynamic performance waveforms thereby also validate the 
designed current controller and selection of components, 
which is reflected by reliable operation of charger over a range 
of input and output conditions. 

VI. CONCLUSION

This study presents a single-stage isolated bridgeless LEV 

battery charger based on modified SEPIC converter with 

continuous input and output currents. The charger is designed 
to operate in DCM, which grants the charger integral PFC 

ability and also reduces the overall control complexity, size 

and cost of implementation. The charger is simulated for 

performance validation and the results obtained are as 

expected from the design. The inclusion of switched 
capacitor cell at the output side multiplies the gain and allows 

further reduction in switch stress. DCM operation also leads 

to inherent zero current switching on the diodes D4 and D5. 

The bridgeless configuration reduces the total number of 

diodes in the circuit and hence eliminates a portion of 

conduction losses. The charger is found to meet the 
requirements of a battery charger and effectively carries out 

constant current charging.   
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Abstract—Besides the copper losses and mechanical losses,
iron losses are inevitably reducing the efficiency of an ac
machine. Despite being generally agreed to be much smaller in
proportion in comparison to copper losses at lower speed, it
is nonetheless necessary to be estimated before concluding that
it could eventually be neglected for further studies like thermal
analysis. In this study, the iron losses in a 180W SynRM machine
with segmented rotor was estimated using Bertotti iron losses
model across its operating area. The peak flux density across
the laminated core was determined using FE analysis where the
harmonics are neglected in this preliminary study. The hysteresis
and excess losses’ coefficient was determined by curve-fitting the
Epstein data of the material which is a M330-50A lamination.
The results show a maximum iron losses of only 4.9W across the
operating area of the machine, occurring at the operating point of
(torque; speed) = (0.21N.m; 6800rpm). The Eddy current losses
makes the biggest part of it at 2.8W.

Index Terms—SynRM machine, Iron losses, Bertotti model,
Hysteresis losses, Eddy current losses

I. INTRODUCTION

As in other electromagnetic devices, iron losses occurs
in a (Synchronous Reluctance) SynRM machine when its
ferromagnetic components are subjected to changing magnetic
field. The components in the SynRM machine that is related
to these losses are the stator structure and the rotor magnetic
segments. The power that ideally transformed into torque
production is lost in the material,
dissipated as heat and mechanical micro-vibration. It is there-
fore important to evaluate these losses so that potential im-
provements could be considered [1], [2] .

A. Iron losses model

There are 2 types of iron losses models: local and global.
Local model calculates precisely the iron losses using funda-
mental equation of dissipated power density in the material
locally, provided that the relation between the magnetic field,
the flux density and its derivative are known. It can be
presented as in Equation 1.

Piron =
∫ ∫

τ

∫ (
1
T
×

∫ T

0
(
∮

H.dB)dt
)

dτ (1)

dτ represents the elementary volume. Therefore, it is necessary
to take into account the hysteresis cycle of the machine
precisely. This method is proven to be precise but relatively
heavy, complex and time-consuming to be integrated into a
multi physical model and optimization tool. It is suitable to

be implanted into a finite elements tool as shown by the work
of [3] , who have developed the LS (Loss Surface) model that
was implanted into FLUX software by Cedrat.

The global model in the other hand uses a frequency
approach and usually with hypothesis that the evolution of
the flux density in the material is purely sinusoidal. The first
formulation on iron losses has been done by Steinmetz [4]
who proposed a formulation of iron losses which depends on
the frequency of the magnetization cycle f and the maximum
flux density B̂. This can be expressed as in Equation 2.

Piron = Cstein . f α .B̂β (2)

with CStein , α, β are coefficients determined from experi-
ments. This model regroups numerous physical phenomena of
different natures. Further development on the model lead to an
improved formula as in Equation 3, separating the losses into
the two primarily losses contributors phenomenons: hysteresis
and Eddy current.

Piron = Chys . f .
_
B

2
+ CEddy . f 2.

_
B

2
(3)

However, Equation 3 still neglects a certain number of losses
that are minimal compared to hysteresis losses and Eddy
current losses. They are added by Bertotti [5] in his
equation (Equation 4) as excess losses.

Piron = Khys . f .B̂2 +
(πd)2

6ρtmv
.( f .B̂)2 + Kexc .( f .B̂)

3
2 (4)

with d the lamination thickness, ρt the electrical resistivity of
the material and mv the material density.

Other works such as [6], [7] have lead to further improve-
ments of estimation of hysteresis losses in order to take into
account other small phenomena such as the deformation and
enlargement of the hysteresis cycle area due to increase in
magnetization frequency and hysteresis losses due to minor
cycles.

The utilization of all the models cited are finally limited
by the fact that they were formulated considering that the
evolution of the flux density is purely sinusoidal whereas
the ux density in a magnetic parts of a motor is not always per-
fectly sinusoidal, or even in some cases completely distorted
when field-weakening is involved such as in [8], [9] .

A more general formulation (Equation 5) which is applica-
ble for every form of flux density developed by [10] is the
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most commonly used in this case. The computation of this
formulation is however heavier than the previous ones.

Piron=Khys . f .B̂α +
d2

12ptmv
.
1
T

∫ T

0

(
∂B
∂t

)2

dt

+Kexc .
1
T

∫ T

0

(
∂B
∂t

) 3
2 dt

(5)

II. APPLICATION ON SYNRM WITH SEGMENTED ROTOR

In this study, we are trying to estimate the iron losses in
a 180W SynRM machine with segmented rotor. The machine
was designed to serve as clutch actuator [11], [12] . The choice
of SynRM motor is based on the ease of heat evacuation
knowing that the rotor is void of neither winding nor induced
currents. Added to that is the consideration of cost for mass
production where less copper and no permanent magnet is
needed. The 180W motor is a 2 pair pole motor, with a
triphase distributed winding stator in full pitch. The design
and dimension of the machine can be found in the Appendix.

The Bertotti model presented in Equation 4 was chosen to
estimate the iron losses in the machine after considering the
compromise between practicality and precision. In this model,
besides having to know the laminations dimensions, we also
ought to find the peak flux density B̂ across the laminations
and the hysteresis and excess losses coefficients, Khys , Kexc .
The following subsections brief how these parameters are
found.

A. Determination of flux density across the lamination (B̂)

FE analysis was used to obtain the flux density waveform
across the lamination structure of the machine. A 2D electro-
magnetic mesh is sufficient for flux density computation for
this non-skewed machine. Taking advantage of the periodicity
of the machine, a 2D finite element mesh with 2122 triangle
elements is here modeled (Fig. 1).

Lamination in which iron losses might occurs include the
rotor segment and the stator lamination. However, in such
synchronous, it is usually agreed that there are no alternating
flux density with the frequency of the stator excitation as the

Fig. 1. 2D FE model and the mesh of the SynRM with segmented rotor

rotor rotates following the rotating magnetic field excited by
the stator. To demonstrate the assumptions, the flux density
across several points on the rotor segment was obtained as the
machine is operated with its optimum load angle of β = π

4 as
shown in Fig. 2. Across multiple points on the rotor segments,
the flux density waveform shown on the left of the figure are
non-alternating waveforms. The fluctuations observed as the
rotor make a complete rotation can be attributed to the slot
opening crossings. (The number of the fluctuations peaks in a
complete rotor rotation corresponds to the number of slot).
Therefore, iron losses is going to be computed using flux
density on the stator laminations alone.

On the stator lamination, a remark regarding the flux density
waveform in relation to the machine control parameter need
to be made. The load angle (the angle between the current and
direct axis of the salient pole) influence the flux density wave-
form, thus modify the resulting iron losses in consequence.
From Fig. 3, we can see different flux density waveform at
different control load angle. Depending on location on the
stator lamination, the flux density also changes. Here in Fig.
3, the flux density plotted are on two points: one in the middle
of the stator yoke, and another one in the middle of the teeth.
The flux density on the teeth in general are higher due to
more restraint space. For both points, its waveform are in
general sinusoidal with certain harmonics due to slot crossings
and local saturations. For our iron losses calculation, we are

Fig. 2. Flux density in the Syncrel rotor segment computed using FEA for a
stator current of 10A. The flux density was measured at five different point
of the rotor segment (shown in left)



considering the flux density at the optimal load angle which
is at β = π

4 . The resulting iron losses will then be on the
operating area at that optimal load angle.

Fig. 3. Flux density waveform in the middle of stator yoke and tooth at
different load angle for a stator current of 50A. (FE analysis)

To get the B̂ as required by the Bertotti model, the amplitude
of the fundamental of the flux density waveform will be used.
Fig. 4 shows the FFT of the flux density waveform at both a
point on the stator yoke and teeth at a sample current and speed
of 50A and 1000rpm. The fundamental frequencies are found
here at 209.44 rad/s which is the double of the rotor speed due
to the machine being a 2-pair of pole machine. The variation of
the flux density across the stator lamination will be considered
by averaging the B̂on both points. The other harmonics are not
taken into account in this preliminary estimation. Knowing that
the iron losses are proportionally weighted to the frequency,
the low amplitude of the harmonics components shown in both
spectrum in Figure 4 may suggest that the additional losses
due to those harmonics are small.

Fig. 4. Spectrum form FFT on stator yoke (top), and tooth (bottom) flux
density waveforms at N = 1000 rpm for a load angle = 45◦ and a stator
current of 50A.

B. Finding the coefficients of hysteresis and excess losses
(Khys , Kexc )

Khys , Kexc are not given directly and they varies in
function of material, thickness, frequency and flux density.
They were deduced from an Epstein data of the material
provided by the manufacturer, which is shown in Fig. 5. The
data gives an estimation of iron
losses generated by polarization at different level of frequen-
cies and flux densities.



Fig. 5. Epstein data of M330-50A steel provided by the manufacturer, Cogent.

In order to deduce Kh and Kexc, the losses given by the
datasheet are going to be compared to the one calculated
using Bertotti formulation (Equation 4). It can be written as a
function of B̂ as shown in Equation 5.

Pdatasheet = a.B̂2 + b.B̂
3
2 (5)

with a = khys . f +
(πd)2

6ptmv
. f 2 and b = kexc . f

3
2 .

By fitting the curves given by the material datasheet (Fig.
5) to Equation 5, a and b in the equation can be identified,
hence Kh and Kexc for different frequencies can be deduced.
Figure 6 shows the Matlab curve-fitting tool box that was
used to deduce the coefficients.

Fig. 6. Curve fitting tools used to determine the losses coefficients (shown
for case 200Hz).

The results are shown in Table 1:
Despite no particular trend in the values of both Khys and

Kexc , they reassuringly have the same order of magnitude.
For the iron losses’ computation, the average values of these
coefficients are used in Equation 4. In the following section,
the results of iron losses computed will be presented.

III. IRON LOSSES MAP

With the magnetic flux density, hysteresis and excess losses
coefficients being determined, the mapping of the iron losses

TABLE I
Kh AND Kexc VALUES DETERMINED FROM CURVE FITTING APPLIED TO

MANUFACTURER MATERIAL CURVE DATA.

Frequency,
f (Hz)

a
Kh

(×10−2 W /kg) b
Kexc

(×10−4 W /kg)

50 1.223 1.82 0.112 3.17
100 2.690 1.44 0.801 8.01
200 9.237 2.12 0.362 1.12
Average - 1.80 - 4.10

across the operating area of the machine can now be plotted.
The construction of the operating area of the machine was
previously explained in prior publications [13]. For each incre-
ment of speed, the frequency is accordingly incremented. The
same goes for each current increment (torque increment), the
flux density B̂ is also accordingly incremented. The iron losses
are then computed at each increment of speed and torque using
equation 4. Figure 7 shows the hysteresis losses, Figure 8
shows the Eddy current losses, Figure 9 shows the excess
losses and finally Figure 10 shows the sum of all the iron
losses. From the three components of losses, the Eddy current
losses which is computed by the second term of Bertotti model
(Equation 4) makes the largest portion of the losses. It is
more apparent at higher speed as it is proportional to the
square of the frequency and flux density product (( f B̂)2).
On the contrary, the hysteresis losses which is the second
largest portion of the total iron losses are maximum when
the combination of speed and torque are high, around the
maximum power curve. This is because the hysteresis losses
computation is proportional to the frequency and not to the
square of frequency as in the Eddy current losses. Finally, the
excess losses make the smallest portion of all the iron losses,
with its pattern resembling the Eddy current losses.

Fig. 7. Map of hysteresis losses in the SynRM for a load angle of 45◦.

IV. CONCLUSION

In this study, the iron losses of a small SynRM machine with
segmented rotor was estimated using the Bertotti model across



Fig. 8. Map of Eddy current losses in the SynRM for a load angle of 45◦.

Fig. 9. Map of excess losses in the SynRM for a load angle of 45◦.

Fig. 10. Map of total iron losses in the SynRM for a load angle of 45◦.

the machine’s operating area. The magnetic flux density was
deduced form a FE analysis where the fundamental element
of the flux density waveform of the teeth and stator yoke were
averaged. The hysteresis and excess losses coefficients were
deduced by curve-fitting the lamination losses data given by
the manufacturer. The losses were plotted across the operating
area of the machine. The results show a maximum losses of
4.9W, occurring at the operating point of (torque; speed) =
(0.21N.m; 6800rpm). In order, the Eddy current losses make
the biggest portion at 2.8W, but at a higher speed, followed by
the excess losses at 0.72W also at higher speed. In perspective,
the more precise iron l0osses may be computed by including
the losses generated by the harmonic components of the flux
density waveforms. A comparison with a full FEA-computed
iron losses will also be done in the near future.
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APPENDIX A
APPENDIX

The SynRM design, dimension and prototype.

Fig. 11. SynRM with segmented rotor prototype dimensions.
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Abstract— The main technical challenge in the adjustable 

speed drive system is the harmonic injection by the operation 

of conventional power converters. These harmonic 

components are responsible for the violation of utility 

company standards by the industries, and compensations to 

this utility companies impose heavy penalty on the industrial 

users. However, the currents at grid side and drive side are 

evidently distorted by the large, injected components, while 

little research has been done to study and solve this problem. 

Therefore, phase shift technique based multi-pulse converter 

has gained attention in high-performance adjustable speed 

drives owing to their myriad advantages. Despite the 

converters demonstrate the improvements in the power 

quality performance, instead the utilization of this single 

technique is not beneficial because it gives acceptable 

performance with high number of DC source system.  This 

paper introduces an multi pulse converter configuration with 

the hybrid technique (assignment of phase shift and multi-

phase) to stacking large number pulse with few numbers of 

DC output sources.  Hence, the transformer winding 

connection for 30-pulse AC-DC converter is designed in such 

a way so that five-phase output voltage is obtained from the 

secondary windings, whereas the primary windings are 

powered through the three-phase supply. Apart from this, 

floating voltage source inverter based four-level multi-level 

inverter configuration is introduced to attain the excellency in 

the response at the motor end. Hence, the presented 

configuration of the power converters is capable to efficient 

utilization of electricity, which is the main agenda at the global 

level. The presented configuration effectiveness is examined 

experimentally on a reduced scale experimental set up 

(7.5kW,415V, IM), as well as using simulation (2.7MW, 6.6kV, 

IM) results.    

Keywords- Multi-phase transformer, floating voltage source 

inverter, indirect field-oriented control, phase shifted 

technique, dominated harmonic components.  

I. INTRODUCTION

In the recent years, industries are gating uncountable 

benefits (such as low power consumption, higher 

efficiency) with the utilization of adjustable speed drive for 

the applications like process control etc [1]. Currently, 

adjustable speed medium voltage drives also present great 

potential in transportation electrification[2][3]. The 

propulsion electrification in ships only decreases energy 

consumption but also improves the system’s performance 

and reliability.  Due to this, the utilization and operation 

way of power converters have become popular at the global 

level, in now days. Moreover, the advances in 

semiconductors technology and way of configuration 

design increase the researchers for new develop advance 

medium voltage drive system with the excellent features 

[4]. Hence, the family of medium voltage induction motor 

drives in use today include a variety of configurations 

spread over Widley varying voltage and power range 

(voltage range 2.3kV to 13.8kV and power range 0.4MW 

to 40MW)[5]. However, almost all configurations are based 

on the combinations of step-down multi winding 

transformers, power rectifiers, and power inverters [5]. The 

drive configurations with these components have inherent 

advantage such as greater reliability, motor friendly 

waveforms etc. In the medium voltage drive system multi 

winding transformers are the key components, which is not 

only overcome the issue of common-mode voltage (CMV) 

to the motor, but also cooperate with the different sets of 

AC-DC converters so that the combinations of theses sets 

can reflect excellent power quality performance at the grid 

end of the system[5][6].    

As discussed in aforementioned section that the high-

power AC-DC conversion is an integral parts of medium 

voltage drive system. Where, galvanic isolation from utility 

side is also essential for this system to handle fault 

condition in better way. Apart from this, these transformers 

are capable to cancel certain harmonics, if these are 

designed with the phase displacement techniques for multi 

pulse AC-DC converter. For example: through the phase 

displacement till to N-1orderth harmonic components can 

eliminate for an N-pulse AC-DC converter. Because of the 

economy and complexity, the twelve- or eighteen -pulse 

AC-DC converter circuit have a wide range of applications 

in drive system. However, for low ripple output voltage and 

current, stable and highly efficient operation of motor drive 

load, high demands are placed on the quality of the power 

supply by the medium voltage drive power supply system. 

As a result, the general twelve- and eighteen-pulse AC-DC 

converters cannot achieve the utility company standards or 

stringent electrical standard. Hence, there are two ways 

through which high number pulse converter can be 

designed. First technique is phase displacement technique 

(to design 6x-pulse converters), where x number of 

conventional six-pulse diode bridge rectifiers are getting 

power from x number 3-phase secondary windings. The 

reason of adopting this technique is that the number of 

pulses is multiples of six and designing such system is 

simple and straightforward because it’s used three phase 

system. Numerous retrofit transformer layouts have been 

suggested thus far, such as T [7], zig-zag [8], delta-polygon 

[9][10], extended delta [11] wye-delta [12], etc. However, 

the symmetry among multiple transformer windings is 

difficult to guarantee, and the non-characteristic order 

harmonics are also increases. Moreover, the increase in the 

number of three-phase diode-bridge rectifier (DBR) and the 

number of transformers remarkably raise the difficulty of 

designing and manufacturing. Second technique is phase 

multiplication technique (2y-pulse converter), where y 

number of phase supply is used to get single DC source. 

However, increasing the number of phases certainly affects 

the complexity of the system. Still, this technique is capable 

to obtained large number pulse system with number of DC  
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Fig.1 Schematic diagram of presented medium voltage drive system 

sources. The advantages of m-phase (m>3) systems 

compared to 3-phase systems have brought about 

researchers’ interest. In this work, a hybrid technique 

(combined phase displacement and phase multiplication) is 

utilized to designed 30-pulse AC-DC converter. The 

presented multi winding transformer configuration is 

designed in such a way so that five phase output voltage is 

obtained, whereas the primary windings are designed for 

three phase grid supply. The primary windings of three 

isolated transformers are connected to common point of 

utility as shown in Fig.1, whereas five-phase secondary 

windings those are designed with phase displacement are 

linked to individual 10-pulse diode bridge rectifiers.    
As multi pulse converters are popular to enhance the 

performance of medium voltage drive system at the utility 

end, similarly another power converter, which is known 

multi-level inverters is become popular to enhance the 

performance at the drive side during high power conversion 

in medium voltage drive applications[1]-[5]. Low 

electromagnetic interference issues, reduced voltage stress, 

low-switching-frequency operation, fault tolerance, 

scalability, and are some of the merits of multilevel 

converters. Popular multi-level power circuit 

configurations are flying capacitor inverter (FC), cascaded 

H-bridge inverter (CHB), and diode clamped multilevel

inverters (DC-MLI) [13]. Where, DC-MLI is generally

known as neutral point clamped inverter, it has become

popular for industry. But for higher levels with NPC and

FC type, more clamping diodes (with NPC), flying

capacitors (with FC) are needed and balancing the

capacitors for entire modulation range is an issue. In

addition, these converters (FC and NPC) lack

modularization properties, it is detrimental to the system's

stability. Because they are the inverter's weakest

component and cause the converters' reliability to decline

and the system's cost to rise. Electrolytic capacitors are also

known as "weak links."  Another breed of the power

converters are the CHB, those do not associate with the

issues, which associated with FC and NPC [14]. Contrarily,

the CHB-type system needs numerous isolated DC voltage

sources that are outfitted with large multi-winding

transformers but have good modular characteristics and can

readily increase the voltage level. While progress toward

electric solution is welcome, there are challenges.

Therefore, some researchers have introduced active NPC

(ANPC) type of multi-level inverter[15], which is also 

utilized many electrolytes capacitors in place of DC source. 

Therefore, the high-level NPC, FC and ANPC converters 

have lack of reliability.  As a result, some researchers have 

created multi-level inverter configurations using n number 

of two-level voltage source inverters in cascaded form. Still 

these configurations, have used large number of conducting 

switch for any state of voltage level. Hence, in this paper a 

new configuration of cascaded two-level voltage source 

inverter is introduced, where one of the two level voltage 

source inverter in floating stage. Whereas other two-level 

inverters are connected to the directly with respective DC 

link.   

As multi-level inverter and multi pulse converter are the 

essential hardware parts of the drive system. In similar 

manner the choice of appropriate switching technique for 

given level inverter is not an easy task because the system 

performance like drive end power quality, system 

efficiency and the selection of switching technique decide 

the response of the drive system. Fundamental switching 

technique like nearest level control (NLC)[9], selective 

harmonic elimination (SHE)[10], area equalization 

modulation (AEM) etc. are most preferable switching 

scheme for high steps level inverter (level>7), because it 

shows excellent features like low switching frequency 

operations, low switching losses for the inverter etc. On the 

other hand, this technique violates the international power 

quality standard if it is utilized for a such four-level 

inverter, as presented in this paper. However, other 

technique, which is known as space vector modulation 

technique. The authors [16][17] have show excellent power 

quality performance, but it has more complex steps like 

determination of sector, dwell time calculation and 

appropriate vector selection etc for practical applications. 

Hence, this technique gives additional computer burden 

(large memory, fast processing system) on the drive system. 

In the last and most suitable technique for such low-level 

inverter is pulse width modulation (PWM) technique 

because low multi-level inverter) with this technique at 

switching frequency (fsw <2kHz is capable to deliver the 

power as per the international power quality standard. 

PWM is also classified in two categories as level shifted 

PWM and phase shifted PWM. Where, LSPWM is devoted 

to the best harmonic performance in the output line-to-line 

voltage. Therefore, reshaped carrier based LSPWM is used 

in this paper.  

The rest part is systemized as follows.  Section II 

elaborates the design analysis of the four-level cascaded 

MLI and 30-pulse AC-DC converter. Section III describes 

theoretical of reshaped level shifted pulse width modulation 

and indirect field-oriented control technique. Simulation 

and test results are demonstrated in section IV. Finally, 

Section V provides a summary of the findings. 

II. SYSTEM STRACTURE

The power schematic circuit of the presented drive system 

is demonstrated in Fig.1. It is constructed using three-

isolated transformer and three-isolated leg based 2–level 

voltage source inverter. The entire correlated system 

provides the variable frequency and variable voltage power 

for 2.7MW, 40Hz, and 6.6kV from the 11kV grid supply.  
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A. Multi Level Inverter Design and Working Principle

The schematic circuit of the presented multi-level inverter 

configuration is demonstrated in Fig.1 and Fig. 2(a). It is 

formed by cascading a two-level voltage source inverter 

(Inv1, Inv2, Inv3). This configuration consists of two non- 

isolated legs inverters (Inv1 and Inv3) and one isolated leg 

configure inverter (Inv2). Here, isolated leg inverter (Inv2)is 

connected in the floating way between the non-isolated legs 

inverter (Inv1 and Inv3) as shown in the Fig.1 and Fig.2 (a). 

The output terminals of the floating inverter are connected 

to the three-phase induction motor (IM).  In this schematic, 

the non –isolated legs (Inv1 and Inv3) feed  with respective 

DC-source of voltage rating (Vdc) and the floating inverter

(Inv2) is also fed with the DC source voltage rating (Vdc)

through the floating stage operations. The input DC-source

voltage rating (Vdc) and output line voltage of inverter is

correlated as,

( )0.612 1RG a dcV m Z V= × −   (1) 

( ){ }6600 0.612 0.9 4 1 3994
dc

V V= × × − =

Apart from design, the working principle and operating 

zones/modes of the presented four-level inverter are 
studies, here. The operating states of the proposed four-

level cascaded multilevel inverter at different output levels 

are demonstrated in Figs.2 (b)-(e). In these figures, the 

active stage / ON stage of  particular switches demonstrates 

with  dark color  and un-active stage / OFF stage of the 

switch is demonstrated with the light color. 

B. Multi Winding Transformer Design

The 30-pulse AC-DC converter based on isolated multi 

winding transformer is demonstrated in Fig.1.  Where, this 
AC-DC converter consists of the three isolated multi 

winding transformers (T1, T2, T3) as demonstrated in Fig.1. 

Here, a three-phase 11kV, 50Hz AC voltages are given to 

the delta connected primary windings of these transformers. 

Phase multiplication technique is adopted, for the respect of 

this, secondary windings of each transformer are designed 
in such a way each transformer produces five-phase output 

voltage and the phase displacing(Өphase) for five phase 

system is determined by the following relation.     

360 . 360 5 72
phase

No of Phaseο ο οθ = = =  (2) 

The five phase secondary voltages of each transformer are 

connected with the respective sets of five-phase diode 

bridge rectifiers. The output of these rectifiers is connected 

to the DC-link / (series connection) of the respective 

inverter as shown in Fig.1. Therefore, each rectifiers unit is 

operating as isolated 10-pulse AC-DC converter. Hence, 

there is three sets of 10-pulse AC-DC converter. To achieve 

a 30-pulse rectified voltage using three ten-pulse AC-DC 

converter, phase displacement technique is used, here. The 

corresponding phase displacement between the secondary 

windings voltages among the transformers units are 

determined through these equations.  

3 3 1s dc TQ Q Q= = =        (3) 

sec (360 / ) (360 /10) 3 12pulse DBRQ Qο ο οθ = = =  (4) 

Here, Qdc symbolized the total DC-sources quantity, QT 

symbolized the transformers quantity, Qs abbreviates the 
quantity of diode bridge rectifiers in each units, QDBR 

abbreviates the total quantity of diode bridge rectifiers 



(phase displacement angle required among the input 

voltage of those rectifiers).   

Based on Figs. 3(a)-(c), the general calculation formula for 
the optimum turns ratios (z1, z2, z3………z12) of the 

transformer (T1, T2, T3) connected with the bridge rectifier 

are derived.    
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  (7) 

The desired factors (z1, z2………., z12) for respective 

transformers T1, T2 and T3 are calculated by the solution of 

(5), (6) and (7).  

1 2 3 4 50.8580, 0.24, 0.47, 0.68, 0.8580z z z z z= = = = =  

6 7 8 9 100.24, 0.6790, 0.47, 0.8580, 0.24z z z z z= = = = =  

11 120.6790, 0.47z z= =  and 1 2 3 0.1901y y y= = = . 

III. CONTROL SCHEME OF MOTOR DRIVE

Here is a detailed illustration of how to control this drive 
system.   

A. Indirect Vector Control(IVC)

The basic principle of field-oriented control introduced 

around 1970’s. The control structure of indirect field 

oriented demonstrated in Fig.4. where, the general nested 

with an inner PI controller for the regulation of stator 
currents and an outer PI controller for the speed regulation 

are needed in the variable speed drive. The neutral is 

isolated, therefore, only two phases (iR, iG) are sensed, 

which are further converted into synchronous reference 

frame variables utilizing the Clarke and Park 

transformations. In this control technique outer loop has 
two controllers, out of which the quadrature-current 

controller is take appropriate action as per necessary torque 

and second PI controller direct-axis controller is used to 

achieve rated flux. The reference value of the direct-axis 

current for the d-axis current controller is obtained from 

filed weaking technique.  

( )* *
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The reference magnitude of the quadrature current is 

estimated through the reference direct axis current and 

reference torque. 
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The reference voltages udst* and uqst*are obtained from the 
PI current controller. Then, the inverter reference signals 

(vR, vG, vB) and the voltage angel θe are calculated and sent 

to an  PWM generation unit. 

B. Modified–LSPWM

Here, a reshape carrier wave based level shifted pulse width 
modulation technique is utilized.  Conventional LSPWM 
has better power quality and an uneven losses distribution 
profile. Whereas, the conventional PSPWM has equal losses 
distribution profile and low power quality profile.  Hence, a 
conventional carrier wave based LSPWM and reshaped 
carrier wave based LSPWM is demonstrated in Fig.5 (a) and 
Fig.(b), respectively. From the analysis of these figures, it 
can be say that the reshaped carrier wave based LSPWM has 
large number switching pulse in same duration of time in 
comparison to the conventional LSPWM.   

(a)  (b) 
Fig. 5 Reference and triangular Carrier signals (a) conventional level 

shifted PWM (b) modified level shifted PWM  

IV. RESPONSE OF SYSTEM

The specifications of the tested IM are elaborated in 
Appendix. The developed Simulink model in Matlab 2018b 

evaluates the performance of this drive system. Here, IFOC 

control model is devolved to the frequency and voltage of 

the presented inverter so that speed and other important 

parameters of the drive are controlled during different 

operating conditions.   

A. Performance During Steady State

As the schematic circuit topology of the presented drive, 

system is demonstrated in Fig.1. It can be seen in this figure 

that the multi winding transformers (for multi pulse 
converter), multi-level inverter and induction motor are three 

major parts of this system. Hence, the performance of these 

three necessary parts are depicted and analyzed in Figs.6 (a)-

(c). 



 Fig.6 (a) demonstrates the response of the multi winding 

transformers during the normal state  operation of the motor 

drive. It contains grid supply currents (is), three –phase 
primary windings currents (ip1, ip2, ip3) of the transformer 

(T1,T2,T3) and five phase currents of secondary windings (ia1, 

ib1, ic1, id1, ie1), respectively. It is seen that primary  windings 

of each transformers are carried balance three-phase 

currents, where not only these primary windings currents but 

grid side  currents are also almost sinusoidal, which indicates 
that the presented system is capable to utility company 

standard. Moreover, this balance three-phase supply system 

are used to obtained five-phase currents from the secondary 

windings. It is conclude from this figure that the five-phase 

output waveform can construct from a three-phase input 

waveform. Fig. 6(b) illustrates the response of the presented 
the four-level inverter during the steady state. It contains pole 

voltages (Vp1, Vp2, Vp3) of respective voltages source inverter 

(VSI1, VSI2, VSI3), phase voltage (VRn) and line-line to 

voltage at motor stator terminals (VRG). It is concluded from 

this figure that the stator terminals voltage has seven-steps 

waveform, whereas the phase voltage has four-steps 
waveform.  

 The steady-state performance of the 2.7MW motor is 

evaluated under the rated condition of the speed 2360r/min 

and rated condition of the load 11018Nm.  The motor speed 
is managed using a typical PI controller, it should be 

emphasized. The PI controller gains are heuristically 

obtained for the rated speed. 

B. Harmonic Anaylsis of  Drive System

The power quality analysis has been done, in these

sections. Power quality analysis is most important for 
industry to wave off the penalty imposed by the utility, if 

they violate the power quality standard.  The power quality 

of the presented drive system is evaluated, when the system 

is operating in the rated conditions. The waveforms of the 

grid side currents, motor terminals voltage and stator 

currents are demonstrated in Figs. 7(a)-(c), respectively. 
Apart from this, the FFT analysis of these waveform is done 

and demonstrated in Figs. 8(a)-(c). It is observed from this 

figure that the presented system satisfied the international 

power quality standard with gird current, motor terminal 

voltage and motor current THD’s 3.98%, 23.29% and 4.70%. 

     (a)                                                                  (b)                                                                         (c)  
Fig. 6 Response during normal operating conditions (a) multi winding transformer (b) multi level inverter (b) motor drive response with intermidate signal  

  (a)                                                                     (b)   (c) 
Fig. 7 Waveforms (a) current of grid (b) voltage of motor terminal (c) stator current of motor  

(a)                                                                     (b)                                                                           (c) 
Fig. 8 FFT analysis (a) FFT of grid current (b) FFT of motor terminal voltage (c) FFT of stator current  



C. Experimnetal Perfromanc

The steady-state performance of 7.5kW induction motor
drive is anylaized, which is demonstraed in Fig.9. The 

motor is ruuning at the rated speed 1440r/min and rated 

load 49.7Nm.  

Fig. 9 Experimental results during steady state  

V. CONCLUSIONS 

In this work, a hybrid approach has been implemented on 

the multi winding transformer, where phase displacement 

technique and multiphase are adopted to construct a 30-
pulse AC-DC converter system. The medium voltage drive 

system is successfully satisfied the utility company 

standard. The multi winding transformers are design in such 

a way so that balance five phase output voltages are 

obtained from balance three-phase system. Through, this 

phase multiplication each units of transformer is operating 
as 10-pulse converter system instead of 6-pulse system as 

conventionally used. Apart from this, floating inverter 

based four-level inverter configuration is presented to 

successfully achieve the international power quality 

standard at the motor terminal ends. The presented inverter 
configuration is highly reliable because it does not require 

additional electrolytes capacitors and diodes. The presented 

configuration has required less number of conducting 

switches in each steps. Here, only two switches are in 

conducting mode for each steps, due to conduction loss is 

drastically reduced with the presented configuration in 
comparison to the conventional four level inverter 

configurations. To show that the suggested method has 

been validated, simulation and experimental results have 

been provided. 
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APPENDIX 

Specifications of IMD:  

Simulation Specification: 3620hp (2.7MW), 40Hz, 6.6kV, 
No. Pole-2, Llr=0.66mH, Rr = 0.033Ω, Rs=0.066Ω, 

Lls=0.66mH,  Lm=33mH and J=60kg-m2. 

Experimental Specifications: 10hp (7500W), 415V, 50Hz, 

2-pole-pair, Rr = 0.76Ω, J=0.1kg-m2, Llr=0.00486H, 

Rs=1Ω, Lls =0.00486H,Lm=0.12H. 
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Abstract— This paper proposes a new dual-stage mechanism 
suitable for efficient charging of EV. Design variation in control 
scheme of off-board chargers in terms of power and voltage 
makes it difficult to enable ZVS operation of converters. To solve 
this problem, an active front-end converter fed by a three-phase 
supply is operated through a d-q vector for the first step of power 
conversion, based on synchronous reference frame (SRF) simple 
control scheme. Active front end converter regulates by pulse 
width modulated (PWM) rectifiers is widely applicable for ac-dc 
power conversion stage. Detailed circuit architecture for DC-DC 
stage, with hybrid FBLLC converter uses a control based on 
voltage gain profile to control voltage and current stress. The 
rectifier delivers regulated DC supply with reduced harmonics 
while maintaining current waveform of high quality to achieve 
near unity power factor. The deviation in DC-DC stage efficiency 
profile is due to wide variation of power process involve in 
operation. To fix this issue, PWM controlled boost mode and 
frequency modulated boost mode operation are considered. It 
offers economical, highly efficient, compact, reliable, and simple 
control. The battery terminal voltage of this EV charger varies 
from 240 V-560 V. This topology and controller are validated 
using MATLAB simulations. A 6.6 kW maximum power 
transfer prototype is developed to authenticate the operation 
with wide bandwidth of battery voltage and variable load 
conditions. 

Keywords— PEV charger, SRC-FBLLC converter, three phase 
VSC, active rectifier, vector control, power quality. 

I INTRODUCTION 

 Electric vehicles contribute to achieve net zero economic 
growth and plays a crucial role for worldwide EV adoption. 
Decrease in global warming by reducing greenhouse gas 
emissions is some widespread potential benefits of EV 
utilization. Design of a simple universal off board charger 
significantly benefits the purpose of efficient charging 
scheme. These chargers must operate with high charging 
power and voltage capability [1]. The integration of more 
power electronics interfaces into the existing grid introduces 
non-linearities. This is mainly due to distributed power 
generation, more integration of EV chargers into the local grid 
[2]. More integration causes the grid to display undesirable 
traits like frequency and phase deviations., DC offsets, and 
drop in voltage during peak loading hours [2]. These 
challenges require EV chargers to deliver both reactive and 
active power to the current grid support (for vehicle to home 
power transfer) [3]. Based upon this, the literature shown in 
[4] has briefed many converters for both unidirectional and
bidirectional power transfer.

AC to DC power conversion is very necessary for various 
power electronic applications. Three phase enabled off-board 
charger with bidirectional operation is used for high power, 
high voltage applications with usual dual active bridge (DAB) 
[5]. Detailed converter analysis is presented for the design of 

a controller for a broad range of power as well as voltage 
variation to reduce voltage stress in all operating region. 
Single phase system has drawbacks of low power density and 
slow charging speed than three phase system in most cases. 
Various topologies of power factor correction stage are 
discussed for AC-DC power converter. Because it has higher 
power density, higher efficiency, and ability to handle power 
flow, for three phase the application with the most promise 
for APFC stage is VSC. [6]. Three phase fed voltage source 
converters (VSC) are used in the primary power conversion 
stage for active power rectification. 
 A common practice is to use full bridge (H-bridge) 
isolated converter for DC-DC stage. Phase locked loop (PLL) 
is a conventional approach for extraction of grid voltage angle 
for active rectification fed converters [7][8]. The calculation 
of components is done by d-q control technique and PLL is 
not required [9]. For wide voltage applications, the 
performance of both converters becomes worse [10]. This is 
due to the increased current stress on both active and passive 
elements. To sort out this issue, variable intermediate DC link 
is proposed in [10]. Since with the variable voltage DC link, 
the voltage conversion ratio range is still limited (due to 
limited regulation in intermediate DC link) [10]. To solve this 
problem, a combination of frequency and PWM control is 
proposed in [11]. However, under light loading conditions, 
the system operates with higher current stress [11]. To sort out 
this issue, this paper presents a hybrid modulation and 
coordinated control technique. The phase shift control is 
applied in DC-DC stage and PWM control technique is used 
for resonating LLC converter. There are different phases shift 
patterns and conduction duty patterns associated with each 
phase shift control for maximum power transfer. This control 
enables wide voltage range operation of LLC DC-DC stage. 
 This paper is presented in a sequence as: Section II 
addresses the design and operation of circuits Section III 
describes complete control structure of portable EV charger 
for wide voltage applications. Section IV layouts the 
designing of circuit elements of both stages, Section V 
presents detailed results and discussions and Section VII deals 
with the conclusion of paper. 

II. CIRCUIT CONFIGURATION AND OPERATION

 The fusion of two power conversion stages involving VSC 
fed with three phase for active rectification as primary stage 
and hybrid FBLLC as secondary for the development of 
complete circuit, Fig. 1 illustrates the schematic circuit 
diagram and detailed operation is discussed as demonstrated. 

A. Operation of Three Phase VSC for Active Rectification

The front-end converter of charging system design
includes RC network and interfacing boost inductor L as filter 
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Fig.1 Circuit architecture of portable EV charger. 

components as shown in Fig.1. The fusion of L and RC filter 
eliminates the noise from electromagnetic interference (EMI). 
Power factor correction and active front end rectification are 
achieved in primary stage in both healthy and weak grid 
conditions. The adjustment in reference voltage is made 
measuring battery terminal voltage at DC link and controlling 
both conversion stages in a coordinated manner. Turn ratio is 
the deciding factor for DC link reference voltage variation. 
The zero-voltage switching (ZVS) is achieved for converter’s 
operating region to maintain improved efficiency profile over 
wide range of battery voltage operation. Its operation for one 
phase, can be explained using network equations as: 

a
a a a fa aN

di
V r i L V

dt
    (1) 

dc dc dc

dc eq dc

dV i V

dt C R C
   (2) 

Here, Va, ra, Lfa, Van, Vdc, idc, Req are the input voltage of ‘a’ 
phase, input resistance of boost filter inductance, interfacing 
inductance of ‘a’ phase, phase voltage, DC link voltage, DC 
link, equivalent load resistance. After applying similar 
procedure for remaining two phases and by transforming (1)-
(2) using Park’s transformation, it is rewritten as,

d
fa a a f fa q dN d

di
L r i L i V V

dt
      (3) 

q
fa a a f fa d qN q

di
L r i L i V V

dt
      (4) 

Based on (3)-(4), the reference fundamental voltage is used 
for the generation of PWM for three phase voltage source 
converter. 

B. Architecture and Development of Hybrid Modulation for
Hybrid FBLLC Stage over Wide Voltage Conversion Ratio 

The hybrid design of FBLLC stage includes two H-
bridges. The primary H-bridge comprised of two active legs 
while secondary H-bridge involving two semi-active legs, as 
shown in Fig.1. Series connected tank circuit with primary 
winding of isolation transformer is introduced. A series 
capacitor is connected with primary winding. It acts as a DC 
blocking capacitor in frequency modulation while the circuit 
operation is similar to voltage doubler in PWM controlled 
mode. 
 Its operation is designed with consideration of voltage 
gain characteristics of LLC resonant converter. Its operation 
with frequency modulation is dependent on variation in 
switching frequency. The tank circuit's circuit impedance 

varies depending on the switching frequency, which controls 
amount of power to be transferred. Under frequency 
modulation, the conduction duty of both H-bridges is ‘0.5Ths’. 
The allowed frequency variation is up to resonant frequency 
from its designed lower limit. In PWM operation, the 
switching frequency is made constant at resonant frequency. 
The power transfer is regulated by varying the conduction 
duty of secondary side MOSFETs. Under this operating 
condition, the circuit is operated as voltage doubler network. 

III. CONTROL ALGORITHM

This charging system has both front-end and back-end 
converters, controlled in a coordinated manner. Each stage 
has various kind of control to make the operation efficient for 
different type of EVs. For detailed system analysis control 
design is presented.  

A. Three-Phase d-q control Active Power Factor Correction
Stage

 Grid current power factor adjustment and good power 
quality are handled by the front-end converter control. The 
first step is to define a reference voltage in outer loop of 
control through PWM voltage control of synchronous 
reference frame. The variation and mitigation in harmonics 
are utilized to improve power conversion over whole charging 
and discharging range. In place of conventional phase locked 
loop (PLL) approach, low pass filter (LPF) is used for 
calculations before Gvdc block to obtain accurate results. For 
steady state operation, the resultant voltage vectors are 
calculated in a way that aligns with the d-axis component. The 
value of d-component voltage source equals root mean square 
and value of q-component equals zero. In steady state 
condition, the d-component of given current and applied 
source voltage are in same phase called active-power 
component and q-component of current is called as reactive-
power component Fig.2. depicts decoupled vector control of 
front-end operation. 
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B. Control of Hybrid PWM for DC-DC Stage

Under wide voltage application with fixed intermediate 
DC link operation, the efficiency drops significantly. Since 
the operation of LLC converter is studied in high voltage gain 
region with high peak of turn-off current. This causes higher 
switching and conduction losses. For wide voltage range 
application, the operating region is divided into two operating 
modes: buck and boost mode. It is defined based on voltage 
gain characteristics of LLC resonant converter. Based on 
Fig.1, for voltage conversion ratio ≤ Vdc/n, converter operates 



in buck mode with coordinated intermediate DC control. 
Under this mode, the LLC converter is operated with 
frequency modulation control, as shown in Fig.3 (a). The 
converter is controlled under Vdc/n ≤ Vb ≤ Vb_u range in boost 
region of voltage gain characteristics. The converter is 
controlled with PWM control of secondary side MOSFETs. 
However, when the resonance frequency is reached, the 
switching frequency is constant. The control for boost mode 
is shown in Figs.3 (a)-(b). The selection of both types of PWM 
control is based on the flow-chart as depicted in Fig.4. 
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IV. DESIGN CONSIDERATIONS

 Development of unique control for broad battery voltage 
enabled EV depends on the choice of the intermediate DC link 
voltages control range. The design for each stage with 240 V-
550 V range fed three phase supply is demonstrated as  

A. Design of Three Phase Active Rectifier

The input inductor of VSC functions as an energy storage
inductor and filters out harmonics associated with switching 
frequency. And the design is inspired from maximum current 
ripple in given AC current. It is designed as  

1 in in
i

dc sw

V V
L

V a f

 
     

(5) 

For the PCC voltage to be noise-free, the RC is tuned at half 
switching frequency. The time-constant should be very 
minute in comparison to fundamental-time period of the filter. 

2

f f f

f f sw

R C T

R C T




 (6) 

For switching harmonics involved the value of impedance 
given such that it reduces high frequency harmonics. 

B. Design of Tank-Circuit of FBLLC DC-DC Converter

 For 240-550 V battery pack terminal voltage with 625-750 
V intermediate DC link with 2.5 as the turn ratio, the limits of 
voltage gain required, 

g ,min b bR ,line dcM N min .(V V ) max .(V ) 0.8     (7) 

g ,max b bR ,load dcM N max .(V V ) min .(V ) 2.2     (8) 

Equivalent resistance for 3.3 kW maximum power transfer 
rating is calculated as, 

2 2
ac oR (4N ) R 75     (9) 

The chosen values of ‘Ln’ and ‘Qe’ are 2.5 and 0.37, 
respectively, in accordance with the maximum achievable 
gain curve, as shown in Fig. 5(a). This enables the choice of 
‘Cr’ and ‘Lm’ for the ‘fr’ value of 200 kHz. It is designed as, 

 1 28672r r acC . nFQ f R   (10) 

2 21 4 22r r rL f C H    (11) 

55m r nL L L H   (12) 

The designed converter gain is plotted for resonant tank 
circuit design parameters is shown in Fig. 5(b), which depicts 
the minimum and maximum required limits of switching 
frequency. Table-I displays a complete list of the chosen 
components and designed parameters. 

(a) 

(b) 
Fig.5 (a) voltage gain characteristics of FBLLC converter (b) peak 

attainable gain curve of FBLLC converter. 



TABLE-I 
DESIGNED PARAMETERS  

Element Simulation 
Vin 415 V±20% 
VDC 700 V 
fsw 200 kHz 
Li 4.5 mH 

CdC       2.8 mF 
n/Lr/Cr/Lm  2.5/22µH/28.67nF/55µH 

VI. RESULTS AND DISCUSSION

To validate the performance of the designed portable EV 
charger for wide variation in EV categories, a set of 
simulation results are shown in this section. For this, a 6.6 kW 
PEV charger design is simulated on MATLAB/Simulink. 
Fig.6 (a) depicts the performance of the designed charger with 
battery voltage of 256V and in charging current the step 
change is from 10-20A. It is illustrated that during step 
change, there is only 25 V undershoot in intermediated DC 
link with limited settling time. A similar charging 
performance for 560V battery voltage and 10-15A step 
change in battery charging current is depicted in Fig.6(b). The 
intermediate DC link has only 30 V undershoot. Fig.6(c) 
depicts the converter performance with 20% sag and swell in 
voltage of the grid. It is illustrated that under both sag and 
swell condition in grid voltage with constant charging current 
(560 V @ 10A), there is only 25 V under and overshoot in 
intermediate DC link. Furthermore, it is depicted that during 
continuous sag in grid voltage, the FBLLC controller 
maintains constant charging current. 
The performance of the designed hybrid FBLLC converter is 
shown in Fig.7. Here, Fig.7(a) depicts the step decrement in 
charging current from 25-10A at 256V battery voltage. 
Whereas Fig.7 (b) illustrates the step increment in charging 
current when battery voltage is 565 V from 10-15 A. Under 
both the conditions, it is depicted that there is no DC offset 
current when battery voltage is 565 V from 10-15 A. Under 
both the conditions, it is depicted that there is no DC offset 

(a) 

(b) 

(c) 

Fig.6 Performance of the designed charger with (a) Vb = 240 V, (b) Vb = 
560 V and (c) Vb = 560 V (sag swell condition). 

during power mutation event. Moreover, with the designed 
method presented in the paper, converter maintains ZVS and 
limited turn-off losses in active MOSFETs. 

The steady-state performance of FBLLC DC-DC stage at 
different battery voltage and charging current is shown in 
Fig.8. Here, Fig.8 (a) depicts the performance when battery 



voltage is 256 V at charging current of 20A. Fig.8 (b) shows 
the performance when battery voltage is 309 V at charging 
current of 15A and Fig.8(c) depicts similar performance when 
battery voltage is 480 V at charging current of 15A. In all 
cases with different battery voltage and charging current, 
converter maintains ZVS at turn-on instant and limited peak 
current stress at its turn-off instant. 

The PFC performance of the designed PEV charger under 
both limits of battery terminal voltage are shown in Fig.9. 
Fig.9 (a)-(b) represent the total harmonic distortion when 
battery voltage is 256V and charging current is 10A and 20A, 
respectively Fig.9(c)-(d) depict the THD performance when 
battery pack terminal voltage is 565V and charging current is 
10A and 15A, respectively. It is illustrated that under both the 
charging conditions, converter maintains THD <5% as per 
IEEE 519-2022 standard. 

(a) 

(b) 

Fig.7 Performance of designed hybrid modulation technique for FBLLC 
resonating DC-DC converter for step change (a) Vb = 240 V @ 25to10A, 

(b) Vb = 560 V @ 10-15A. 

(a) 

(b) 

(c) 
Fig.8 Performance of designed hybrid modulation technique for FBLLC 
resonating DC-DC converter under steady state condition which is 
represented as (a) Vb = 240V,20A (b) Vb = 300V,15A (c) Vb  = 480V,15A. 

 (a)  (b) 

 (c) (d) 

Fig.9 Total harmonic distortion of grid current under different charging 
scenarios (a) Vb = 265 V with Ib = 10 A, (b) Vb = 265 V with Ib = 20 A, (c) 

Vb = 565 V with Ib = 10 A and (d) Vb = 565 V with Ib = 15 A. 

VII  CONCLUSION 

 An innovative control method is presented in this work 
using phase shift and frequency hybrid modulation for 
FBLLC converter to achieve reduced modulation frequency 

range over power flow. This charger is designed as such it’s 
applicable with three phase supply and grid compatibility is 
taken into consideration. The charger has provided charging 
of 220 V–550 V. Based on the developed hybrid control 
algorithm for DC-DC stage, flat efficiency profile is achieved 
over complete charging range. It is based on the divided in 



operating region of both boost and buck region. Based on the 
selected region, converter is switched either with frequency 
modulation or PWM control of secondary side MOSFETs. 
This ensures the operation of all MOSFETs in DC-DC stage 
which are turn-on with ZVS and turn-off with limited 
resonating current. This provides total harmonic distortion in 
grid current is < 5% as per IEEE 519-2022 standard.  
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Abstract— Increasing interest in the smart building concept 

advances the development of a 3-phase bidirectional battery 

charger for electric vehicles (EVs) in smart parking. However, the 

loads in a smart building introduce noise in the grid voltage at the 

point of common coupling. Therefore, in the absence of a robust 

control algorithm, the charging operation in smart parking 

deteriorates due to the presence of noise. To address this challenge 

in a battery charger, a modified surface reconstruction control (m-

SRC) algorithm is utilized in this work. The advantage of the m-

SRC algorithm is the efficacious bidirectional operation of the 

presented battery charger in the occurrence of noise in the voltage 

at the point of common coupling due to neighboring non-linear 

loads of the smart building. Moreover, it regulates the charging 

operation at the distorted and varying grid voltage conditions. To 

validate the operation of the designed system, a 3.3 kW battery 

charger system is considered. The effective bidirectional operation 

is validated through grid-connected charging and discharging 

operation. Lastly, the operation conforms to the IEEE-519 

standard of power quality.     

Index Terms— Smart building, Power Quality, Battery Charger, 

Bidirectional Operation. 

I. INTRODUCTION

Recent advancement in electric vehicle (EV) technology 

enhances the development of a smart building with EV battery 

chargers at the designated parking space. A unidirectional 

battery charger installed in the parking sees an EV as a load for 

the building. At the same time, a bidirectional battery charger 

treats an EV as a load and source both [1]. Considering an EV 

as load, grid-to-vehicle (G2V) operation is explored in [2]. In 

addition, the bidirectional operation of the battery charger with 

vehicle-to-grid (V2G), vehicle-to-load (V2L), and vehicle-to-

anything (V2A) operations are presented in [3], and [4]. The 

common aspect of these studies, is the compliance of operations 

with applicable standards. As suggested in [2], the authors have 

presented a battery charger that conforms to the applicable 

power quality standard during the charging operation in the 

occurrence of ideal and varying voltage conditions at the point 

of common coupling (PCC). Furthermore, the authors in [3] 

have presented a bidirectional battery charger that conforms to 

the IEEE standard of grid current quality during the battery 

charging and discharging operations. In addition, the authors in 

[4] have presented the 3-phase battery chargers which conform

to the IEEE standard of power quality in the presence of ideal

and non-ideal grid conditions as well as unbalanced load

conditions, since these studies have considered the load at the

PCC. However, the authors in the abovementioned literature

have considered the noise-free grid voltage at the PCC of the

battery charger. Notably, the noise in the grid voltage due to

neighboring local loads in a smart building undesirably affects 

the operation of the battery charger at the PCC. Apart from this, 

the noises due to intermittency of renewable energy sources 

such as solar photovoltaic (SPV) array installed in a smart 

building adversely affect the operation of the battery charger, if 

not addressed properly. Therefore, to address this problem the 

authors in [5] have reported a robust control algorithm for a grid-

connected converter. The main objective of this control 

algorithm is the effective operation of the converter during the 

existence of disturbance in the grid voltage. However, 

computational complexity during phase evaluation of the grid 

voltage is the main limitation of this control algorithm. Since 

amplitude and phase estimation of the grid voltage is an 

imperative step for effective operation, state-of-the-art phase 

estimation techniques have been studied in [6]-[7]. The authors 

in [6] have presented a generalized Lyapunov demodulator-

derived algorithm for amplitude and phase detection. The 

utilization of this algorithm with the required modification to 

detect the phase of grid voltage and amplitude of load current to 

detect its fundamental component has been presented in [7]. 

However, the utilization of this algorithm at distorted grid 

voltage conditions is not discussed.  

Summarizing these, a bidirectional battery charging system 

for the smart building is required to be developed with effective 

operational capability at ideal and distorted grid voltage 

conditions. In this view, this work realizes a bidirectional battery 

charger with SPV for an EV parking space in a smart building. 

The operation of the developed battery charger is validated in 

the presence of local load at the PCC and SPV array at the DC 

link of the charger.  Moreover, a surface reconstruction-derived 

control algorithm is implemented to estimate the amplitude and 

phase of the grid voltage. In addition, this surface 

reconstruction-derived algorithm is utilized to effectively 

estimate load current’s fundamental component. In this way, the 

controller regulates the bidirectional operation while complying 

with the IEEE-519 standard. The significant features of this 

work are as follows. 

 The design of an isolated bidirectional battery charger is

discussed. Considering a battery charger for the parking space

in a smart building, a three-phase charger is developed in this

work.

 The design of a modified surface reconstruction-derived

controller for the grid-connected converter of the bidirectional

battery charger is discussed. The main objective of this

algorithm is to effectively calculate the amplitude and phase

of the grid voltage, regulate the steady-state charging
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operation as well as keep the smooth transition of operation 

during bidirectional operation at non-ideal grid conditions. 

 The modified surface reconstruction-derived control

algorithm is utilized with the hysteresis current controller of

the front-end converter. Therefore, it regulates the operation

in such a way that it conforms to the applicable standard of

power quality.

 The energy management scheme is discussed in view of the

uninterruptable supply to the critical loads of the smart

building.

 Validation of the steady-state and dynamic behavior of the

developed system is carried out through Simulink. In this

context, the steady-state and dynamic performances of the

developed system are discussed.

 At last, the efficacy of the presented battery charger during

the bidirectional operation is tested and verified through the

V2G and V2L operations.

This paper is categorized in five sections. In section II, the

configuration of the battery charger in smart parking is 

presented. Section III discusses the design of a modified surface 

reconstruction-derived controller of the grid-connected 

converter and the controller of the back-end DC/DC converter. 

These designs are validated through simulation and the results 

are discussed in section IV. The presented work is summarized 

in section V, with significant outcomes. 

II. SYSTEM CONFIGURATION

A battery charger connected at the PCC with the local load 

and 3-phase AC supply is demonstrated in Fig. 1. The local load 

is considered to validate the system operation in the presence of 

noise at the PCC voltage. In addition, the V2L operation of the 

battery charger is validated in the presence of this local load. As 

shown in Fig. 1, the battery charger is a two-stage subsystem. 

The first stage is the grid-connected voltage source converter 

(VSC) and the second stage is the DC/DC converter to control 

the battery current. A static transfer switch (STS) is utilized with 

the battery charger to disconnect the AC source when the grid is 

not available and re-connect the AC source when the grid is 

available. Notably, the SPV array is connected at the battery 

charger with a DC/DC converter for maximum power point 

(MPP) tracking operation. This SPV array connected to the DC 

link capacitor is considered to validate the operation in the 

presence of noise due to solar-power intermittency. 

Fig. 1 Circuit diagram of the system 

III. CONTROL ALGORITHM

The controller of the battery charger regulates the switching 

of the STS, VSC, DC/DC converter of the battery charger, and 

the DC/DC converter connected to the SPV array. In this way, 

when solar power is available and the vehicle is not connected 

to the battery charger in parking, the SPV array operates at MPP 

using Perturb and observe (P&O) algorithm [8] and supplies the 

critical load. Moreover, the excess available power is delivered 

to the grid. When a vehicle is connected to the charger, the 

power drawn to charge the vehicle battery is taken from the 

available solar power and grid power. In this way, the grid and 

SPV array both provide the required power to the local load and 

vehicle battery. Considering a situation when the utility 

demands power, and a vehicle battery is available to discharge 

the power, in that scenario the battery charger operates in V2G 

mode and supplies the power to the grid while maintaining the 

uninterruptable supply to the critical load. In addition, when grid 

power is not available nor solar power is available, the battery 

charger operates in the V2L mode and delivers the required 

power to the local loads. In this way, the controller of the battery 

charger ensures uninterruptable charging when sufficient power 

is available, and uninterruptable load supply as per the 

requirement. The control algorithms to regulate the switching of 

the VSC and DC/DC converter of the battery charger are 

discussed in detail as follows.  

A. Control Algorithm of Grid-Connected VSC

The control algorithm regulates the switching of VSC in

such a manner that the harmonics introduced in the grid current 

due to local loads are mitigated. Therefore, the grid current 

quality meets the IEEE standard limit. Another objective of the 

switching of VSC is to control the voltage, VDC, at the DC link 

capacitor of the battery charger. Figs. 2(a)-(b) demonstrate the 

block diagram of the VSC control unit during the G2V, V2G, 

and V2L modes of operation.  

As shown in Fig. 2(a), to achieve the effective G2V and V2G 

operations, the controller equated the measured DC link voltage 

with the reference voltage, Vref, and the error evaluated is fed to 

the proportional-integrator (PI) compensator. The output of this 

PI compensator is the component of the grid current amplitude, 

Ig,DC. Following are the expressions to describe these operations. 

( ) ( ) ( )ref DCe k V k V k= −  (1) 

( ) ( ) ( ), , 1 ( ( ) ( 1)) ( )g DC g DC p iI k I k K e k e k K e k= − + − − +   (2)

This component of the grid current amplitude is added to the 

average fundamental component of the load currents calculated 

from the modified surface reconstruction algorithm, as shown in 

Fig. 2(a). In this way, the amplitude of the reference grid 

currents is calculated. Fig. 2(a) demonstrates that the 

multiplication of the estimated amplitude and the unit templates 

of the grid voltage, estimate the reference grid currents. These 

reference grid currents are utilized with the current controller to 

estimate the switching pulses of the grid-connected VSC. 

Notably, a hysteresis current controller is employed for this task, 

as shown in Fig 2(a).  



Fig. 2(b) shows the block diagram of the V2L operation. In 

this, the grid voltage at PCC is regulated by the VSC while the 

battery of the vehicle regulates the DC link voltage. As 

demonstrated in Fig. 2(b), the reference voltages are compared 

with the measured PCC voltages. The calculated errors are the 

input of the PI compensators which estimate the reference PCC 

currents to maintain the uninterruptable load supply. Comparing 

these reference currents with the measured current through the 

PCC, generate the error signals. These error signals with the 

hysteresis current controller generate the switching pulses for 

the VSC.  

B. Modified Surface-Reconstruction Control Algorithm

The conventional surface-reconstruction algorithm [9] is 

utilized to estimate the important attributes of a signal corrupted 

due to the presence of Gaussian as well as non-Gaussian noise. 

However, this algorithm has been utilized in image processing 

applications where images are used as input signals. Notably, 

the noises in the grid voltage due to the local loads and variation 

in available solar power pollute the grid voltage templates. The 

surface-reconstruction algorithm with modifications is used in 

this work. In addition, the excellent feature of phase estimation 

of the grid voltage is employed to regulate the switching of STS. 

In this way, a smooth transition from V2L operation to G2V 

operation occurs. Moreover, to effectively estimate the 

fundamental component of the load currents the modified 

surface reconstruction algorithm is employed. With the detailed 

discussion of the fundamental extraction method, the modified 

surface reconstruction algorithm is explained. 

The measured load currents have fundamental components, 

along with high-frequency switching noise. In this view, a cost 

function, c(k) is employed which is defined as follows [10].  

( ) ( ) ( )( ){ }2
log 1 log expc k f e kσ σ ρ

 
= + − + −  

 (3) 

Here, ‘σ’ controls the crossover points of error inside the 

Gaussian surface to outside the Gaussian surface, ‘ρ’ determines 

the kernel width, and ‘e(k)’ is the calculated error between the 

measured load current of phase ‘a’ and the estimated reference 

current. Now employing the stochastic approach [10] with ‘μ’ 

step size, to update the fundamental component of the phase ‘a’ 

load current as follows. 
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( ) ( )( ) ( ) ( )( )

( )( )

2

2

exp tanh

1

exp

a

a a

i k e r e r e r

k k

e r

ρ
ω ω µ

σ ρ

−

+ = +

+ −

  (4) 

Similarly, the fundamental components of phases ‘b’ and ‘c’, 

i.e., ‘ωb’ and ‘ωc’, are estimated. Then the average of the

fundamental components is calculated as follows.

3

a b c
avg

ω ω ω
ω

+ +
=                (5) 

This average fundamental component is utilized to estimate 

the reference grid currents. 

Similarly, the modified surface reconstruction method is 

utilized to evaluate the amplitude and phase of the grid voltages. 

(a) 

(b) 

Fig. 2 Control block diagram of VSC during the (a) grid connected mode and 
(b) V2L mode operations 

C. Control Algorithm of DC/DC Converter of Battery Charger

Fig. 3 shows the block diagram of the control unit of the

DC/DC converter. As depicted in Fig. 3, the controller equated 

the measured battery voltage with the reference voltage to 

calculate the steady-state error. The mathematical expression of 

this step is given as follows. 

( ) ( ) ( ), ,B e B ref BV k V k V k= −  (6) 

The estimated voltage error signal is utilized in the PI 

compensator to estimate the reference value for the battery 

current, as shown in Fig. 3. The output of the PI compensator, 

i.e., reference battery current is compared with the measured

battery current and the error signal is given to the PI

compensator, as demonstrated in Fig. 3. The necessary

equations to describe these operations are as given as follows.

( ) ( ) ( ) ( )( )

( )

, , ,1 , ,

,1 ,

1 1
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1 1
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The output of this PI compensator, ‘d’, is utilized for single 
phase shift switching scheme for the switching of the DC/DC 

converter, as demonstrated in Fig. 3. 

Fig. 3 Control block diagram of DC/DC converter 



Amid the V2L operation, the DC/DC converter of the battery 
charger ensures the uninterruptable DC link voltage. In this 

view, the control diagram is given in Fig. 3. As shown in Fig. 3, 

a similar process is carried out, with DC link voltage as the input 

voltage. 

IV. RESULTS AND DISCUSSION

The steady-state and dynamic performances of the designed 

battery charger are analyzed amid the G2V, V2G, and V2L 

operation. The results are demonstrated in Figs. 4-8.  

A. Performance of Battery Charger during G2V Operation

During G2V operation, the harmonic mitigation capability of

the battery charger is analyzed. In addition, the change in solar 

power is made to analyze the dynamic behavior of the battery 

charger in varying solar power conditions. Fig. 4 presents that 

the grid currents are sinusoidal throughout the operation. 

Therefore, the modified surface-reconstruction algorithm 

operates effectively. It is shown in Fig. 4 that the battery charger 

operates under the steady state before 1.5 s and grid power along 

with the rated PV power supply the local load and vehicle 

battery during this period. Notably, the battery charging at the 

rated current is achieved as demonstrated in Fig. 4. In addition, 

the DC link voltage, VDC, remains constant in this period. 

Fig. 4 Results during G2V operation 

A change in solar irradiance is reported from 1.5 s to 1.62 s. 

This reduction in solar irradiance reduces the available solar 

power. Therefore, to charge the battery at the rated current and 

supply the local loads uninterruptable, the grid supplies the 

required power. In this view, a smooth grid current increment is 

obtained, as given in Fig. 4. It is worthwhile to note that the 

constant voltage at the DC link capacitor amid the operation 

validates the efficacy of the modified surface-reconstruction-

derived control algorithm, as shown in Fig. 4. In addition, the 

THDs at both the steady-states conditions are within the 

acceptable limits of IEEE-519 standard. 

B. Performance during V2G Operation

Since the bidirectional battery charger is designed

considering the V2G capability, its efficacy is verified and 

obtained results are given in Fig. 5. Notably, at 1.52 s the signal 

is received by the battery charger to support the grid, and 

therefore battery current changes its direction and delivers the 

power to the grid, as illustrated in Fig. 5. The smooth change in 

battery current verifies the satisfactory design of DC/DC 

converter and its controller. As demonstrated in Fig. 5, the 

voltage across the DC link capacitor remains controlled within 

the acceptable limit and grid currents change their direction 

smoothly. Hence, the modified surface-reconstruction algorithm 

operates effectively during the V2G operation. In addition, the 

1.97% THD validates the acceptable operation of during the 

V2G operation.  

Fig. 5 Results during V2G operation 



C. Performance at Distorted Grid Condition

To verify the efficacy of the modified surface reconstruction-

derived control algorithm, the charging operation at distorted 

grid conditions is analyzed. The obtained results are shown in 

Fig. 6. As shown in Fig. 6, at 2.0 s, the grid voltages are 

distorted. Since the PCC voltages are distorted with the 

distortion in grid voltage, the load currents are distorted. It is 

worthwhile to note, the grid current remains regulated and 

distortion-free, as depicted in Fig. 6. Moreover, a 1.95% grid 

current THD ensures that the operation conforms to the 

applicable standard of power quality. Furthermore, Fig. 6 

demonstrates that the DC link voltage remains controlled. 

Therefore, the modified surface reconstruction-derived control 

algorithm operates effectively. Since the DC link voltage 

remains undisturbed, the charging of the battery remains 

regulated, as shown in Fig. 6. 

D. Performance during Sag in Grid Voltage

Performance of the battery charger during the voltage sag is 
investigated and the results are depicted in Fig. 7. As shown in 

Fig. 7, at 1.5 s, the grid voltage sag event occurs. Notably, the 

PCC voltages are reduced during the operation, while the DC 

link voltage and battery charging current are regulated, as 

demonstrated in Fig. 7. Therefore, the modified surface-
reconstruction-derived control algorithm effectively operates. 

Fig. 6 Results at distorted grid voltage condition 

 In addition, the phase ‘a’ grid current THD shown in Fig. 7 
evident the compliance of operation with the IEEE standard of 

power quality. Hence, the operation of the battery charger is 

satisfactory.

E. Performance during V2L Operation

The presented battery charger is designed to supply the

critical local loads when no other source, i.e., grid and solar 

power are available. In this view, results during V2L operation 

are demonstrated in Fig. 8. The steady-state behavior of the V2L 

operation is depicted till ‘1.0 s’ time, in Fig. 8. Here, grid 

voltages and currents are zero which indicates grid 

unavailability. In this scenario, considering that the EV battery 

is ready to discharge, it supplies the local load, as depicted in 

Fig. 8. The maintained PCC voltage, regulated battery current, 

and constant DC link voltage in Fig 8, verify the effective 

operation of the battery charger during the V2L operating 

condition. 

Notably, at ‘1.0 s’ time the grid is available to supply the 

power. As depicted in Fig. 8, the smooth transition of operation 

from V2L to G2V operation validates the efficacy of the 

modified surface reconstruction-derived control algorithm. Fig. 
8 demonstrates the effective phase estimation and phase 

matching capability of the battery charger. As soon as the phase 

of grid voltages and PCC voltages match, the STS signal 

changes to high, and STS switches turn ‘ON’, as shown in Fig. 

8.  

Fig. 7 Results during grid voltage sag condition 



Fig. 8 Results during V2L operation 

In this way, the grid reconnects with the battery charger and 

starts delivering the power to the local loads and battery. 

Moreover, the disturbance-free DC link voltage and smooth 

change in the flow of battery current direction are evident in the 

satisfactory design of the battery charger. 

V. CONCLUSION

A 3-phase bidirectional battery charger for electric vehicles  

 (EVs) in the parking lot of a smart building is designed in this 

work. The presented charger effectively operates in the 

occurrence of noise in the grid voltage at the PCC due to the 

local loads in a smart building. In addition, this battery charger 

addresses this challenge through a modified surface 

reconstruction control (m-SRC) algorithm. The advantage of the 

m-SRC algorithm have been analyzed with a 3.3 kW battery

charger and presented through key results. It is verified that the 

battery charger regulates the charging operation at the distorted 

and varying grid voltage conditions while maintaining the grid 

current quality within the acceptable limits of IEEE standard. 

The effective bidirectional operation is validated through G2V, 

V2G and V2L operation. At last, the operation conforms to the 

IEEE-519 standard of power quality throughout the operation.  
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 A Single-Stage Fully Bridgeless Switched-Inductor Based 

Modified SEPIC AC-DC Converter with High Step-Down 

Gain for LVEVs Charging Applications 

 

 

Abstract— A charger topology based on a modified fully 

bridgeless switched-inductor SEPIC converter is demonstrated 

in this paper for the charging application of low voltage electric 

vehicles (LVEVs). As compared with the conventional SEPIC 

converter with buck-boost gain, the presented modified 

converter is able to give higher step-down gain, by utilizing a 

switched inductor structure. Moreover, the fully bridgeless 

configuration at the frontend, reduces the conduction losses 

incurred, adding to the improved efficiency of the charger. 

Further, the intermediate inductors in this converter, are 

designed in discontinuous inductor current mode (DICM), 

which reduces the size of the inductors, enables inherent power 

factor correction (PFC) and facilitates inherent zero-current 

turn ON and zero current turn OFF for the switches and diodes, 

respectively. The control complexity is reduced, with the 

inherent PFC feature reducing the need to generate the 

fundamental frequency component for input current shaping. 

The charger presented in this work is able to give good grid side 

performance, with unity power factor operation, as well as low 

harmonics distortions, while maintaining good charging profile 

at the output. Finally, the charger topology is simulated, 

through the proper design of its components; modes of 

operation and the performance of the charger along with its 

control circuitry is analyzed in detail. The results of the same 

are discussed in this work. 

Keywords—Battery Electric Vehicle, Battery Pack Charger, 

Discontinuous Inductor Current, SEPIC Converter, Switched 

Inductor, Power Factor Regulation.  

I. INTRODUCTION 

Low voltage electric vehicles (LVEVs), particularly two- 

and three-wheelers, are the major variants that dominate the 

worldwide electric vehicle (EV) industry among the several 

categories of electric vehicles [1]. Despite the significant 

performance benefits, these cars have over internal 

combustion (IC) engines, they are uncommon in most 

countries. This is because of the unavailability of proper grid-

friendly and high-power quality charging infrastructures. The 

current generation of chargers, suffers from poor power 

factor regulation and significant harmonic distortions at the 

grid side, which negatively impact the grid performance. 

To improve the power quality at the input side, a few 

passive and active power factor correction (PFCs) circuits 

have been proposed in earlier work [2][3]. The problems of 

increased losses, limited operating range, and increased 

design complexity are a few of the elements that affect the 

reliability of passive PFCs in charger topologies. However, 

active PFCs can produce robust and effective results, while 

being compact and reliable.  

Previously, two-stage configurations have been 

developed, which includes a PFC circuit at the frontend, and 

an isolated or non-isolated DC-DC converter at the backend. 

However, the problems of increased device count, control 

complexity and increase in the size and cost of two-stage 

topologies, have increased the need for single-stage 

converters, which seem advantageous with respect to battery 

charging perspective.   

Earlier, two-stage configurations have been used for 

charging purposes [4], which includes a PFC circuit at the 

frontend, and a DC-DC converter, either in isolated or non-

isolated configuration, at the backend stage. However, two-

stage converters face a number of issues, which includes 

increased device count, complexity in control, and an 

increase in cost and size [5][6]. Therefore, single-stage 

configurations, with lower device count, reduced size, and 

control complexity seem attractive for charging applications. 

The charger topology presented in this work addresses the 

above challenges, by making use of a single-stage AC-DC 

converter, that is also able to take care of the power quality 

indices at the input side, while also maintaining a good 

charging profile at the battery side. The conventional buck-

boost related topologies, face issues like limited voltage gain 

capability, and incur the need for running the charger at low 

duty ratios to obtain higher step-downs, which causes 

difficulty in control and also detrimental for the device. 

Substantial literature has mentioned the use of transformers 

in order to achieve higher step-downs [7]-[10], but the use of 

transformers increases the size, complexity and losses in the 

charger. Added to this, the parasitic or leakage inductances in 

these transformer windings further increase the voltage stress 

that drops across the conducting devices in the converter, and 

hence reduces the reliability of the charger. Therefore, 

considering the above-mentioned reasons, an AC-DC 

conversion system, that uses a transformerless structure, 

based on a wide voltage step-down gain buck-boost topology 

seems effective for cost sensitive low power applications like 

LVEV charging is presented in this work. The presented 

charger adds additional features by the design of the inductors 

to be operated in DICM. The use of inductors in DICM, 

facilitates inherent power factor correction, without having to 

sense the input voltage to generate the fundamental frequency 

component for input current shaping. Added to this, the 

DICM operation takes care of the switching losses, by 

providing zero-current turn-on and zero-current turn-off of 

the switches and diodes respectively, without having to 

develop additional control circuitries for their 

implementation. The reduction in size of the inductors by 

operating them in DICM, is another advantage, and reduces 

the overall magnetic volume of the charger. Further, the use 
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of the switched inductor structure in the presented charger, 

helps achieve the additional step-down gain, without having 

the converter to run at low duty ratios. 

Therefore, by incorporating the above mentioned 

solutions, a single-stage modified SEPIC fully bridgeless 

switched-inductor converter based AC-DC charger for 

LVEVs application is presented in this work . The structure 

of the charger is explained in Section-II and a detailed 

analysis of its operational modes is presented in Section-III. 

Section-IV deals with the component design and Sections V, 

VI and VII deal with the control methodology, results, 

observations, and conclusions, respectively.  

Fig. 1. Circuit Diagram of presented charger topology. 

II. STRUCTURE OF CHARGER

The charger presented in this work is shown in Fig. 1. The 

charger has a fully bridgeless structure at the frontend, which 

is supplied from the single-phase AC mains, and is then 

followed by the input inductor, and a pair of simultaneously 

controlled switches S1 and S2. This is then followed by the 

intermediate capacitors C1 and C2, after which comes the 

switched inductor network with diodes D1, D2 and D3 and 

inductors L1, L2, L3 and L4, respectively. This switched 

inductor network provides the additional step-down gain for 

the presented charger configuration. Moreover, the inductors 

in the switched network configuration are designed to operate 

in DICM. Moving past the switched inductor configuration, 

the remaining part of the charger configuration as shown in 

Fig.1, consists of the output capacitor CO and the battery at 

the load end. The control strategy and related circuitry of the 

charger are elaborated in Section-V. 

III. STEADY STATE OPERATIONAL ANALYSIS

The presented charger has four operating modes in each 
switching period, as the inductors L1, L2, L3 and L4 are 
operated in DICM. The current flow path during each of the 
four operational modes, are shown in Figs. 2(a, b, c and d). 
The current and voltage waveforms of inductors and 
intermediate capacitors are shown in Fig. 3 with the following 
assumptions. It is noteworthy that the operation of the charger 
only during positive half cycle of supply voltage is explained 
in this section, owing to the similarity in operation of the 
charger during negative half cycle.  

• The supply voltage, battery voltage, and battery current are
each represented by Vin, Vbatt, and Ibatt respectively, and are
assumed to be constant during each switching period.

• The components in the charger circuitry are considered
ideal during analysis.

Mode – 1(to -t1): During this mode, the IGBTs S1 and S2 along 
with diode D3, are turned ON, and the inductors L1, L2 and L4 
are subjected to a positive voltage, and hence the current 
through them rises with a positive slope with respect to the 
polarity chosen (as shown in Fig. 1), whereas, L3 is subjected 

to a negative voltage, and current decreases. The capacitor C1 

discharges and C2 charges during this interval. The voltages 
across the inductors during this mode is given by; 

( )i i inL di dt V=  (1) 

( )1 1 3 3 1 2( / ) C CL di dt L di dt V V+ = −  (2) 

( )2 2 4 4( ) 0L di dt L di dt+ =   (3) 

Mode – 2(t1 -t2): The IGBTs S1 and S2 are turned OFF at the 
start of this interval, and all the inductors except L3 are now 
subjected to a negative voltage across them, with VL3 being 
positive. Thus the current through L3 increases with positive 
slope and the remaining inductors demagnetise as shown in 
Fig. 3. The currents through the inductors cause the diodes D1 
and D2 to conduct during this mode. The inductor voltages are 
given by; 

( ) 1 2i i in C CL di dt V V V= − +  (4) 

( ) ( ) ( )1 1 2 2 4 4 battL di dt L di dt L di dt V= = = −  (5) 

( )3 3 battL di dt V=  (6) 

Mode – 3(t2 -t3): By the end of Mode-2, the currents through 
inductors L2 and L4 cease to zero, and only diode D1 conducts 
during this mode. The currents through the inductors Li and L3 
are same during this mode. Capacitor C1 charges up and C2

discharges during this mode. 

( ) 1 2i i in C batt CL di dt V V V V= − − +  (7) 

( )1 1 battL di dt V= −  (8) 

( ) ( ) ( )2 2 3 3 4 4 0L di dt L di dt L di dt= = =  (9) 

Mode – 4(t3 -t4): All the switches and diode are off during this 
mode, and the voltages across all the inductors are zero in this 
mode. The current through inductors Li, L1 and L3 are equal 
and free-wheel, until the turn ON of the switches at the start 
of the next switching interval. 

(a) 

(b) 

(c) 
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(d) 

Fig. 2. Operating Modes during one switching cycle of positive line voltage 

polarity. (a) Mode – 1(to -t1). (b) Mode – 2(t1 -t2). (c)  Mode – 3(t2 -t3). (d) 

Mode – 4 (t3-t4). 

Fig. 3. Current and Voltage Waveforms in one switching cycle of positive 

line voltage polarity.   

TABLE-I  SPECIFICATION DETAILS OF THE  PRESENTED CHARGER 

S.No Parameters Values 

1 Input AC Voltage Range (VSmax-VSmin)(RMS) 150-250 V 

2 Nominal Supply Voltage(RMS) 230 V 

4 Rated Battery Voltage (Vbatt) 48 V 

5 Rated Power 450 W 

6 Battery Voltage Range 36-72 V 

7 C1 and C2 cut-off frequency 2000 Hz 

8 Switching Frequency (fS) 20 kHz 

9 Percentage Ripple in Vo 3% 

IV. COMPONENTS DESIGN

The design of the components of the charger is carried out for 

the power rating of 450W, nominal input voltage of 230V 

(RMS) and the fluctuation in input voltage is taken from 

150V-250V (RMS). The inductors Li is designed for CICM, 

considering a ripple current of 5%. The inductors L1, L2, L3 

and L4, are designed for discontinuous inductor current. The 

other specifications are enlisted in Table I. 

By applying KVL to (1)-(6), the voltage gain of the charger 

during CICM is obtained as; 

1 12(1 )batt inV V D D= −  (10) 

A. Design of Inductors L1 and L3 :

Solving (1)-(9), the voltages across the inductors in each 

mode can be obtained. It is noteworthy, that the operation of 

inductors L1 and L3, are same, and interchange between line 

voltage polarity changes. Therefore, the design of L1 alone is 

described here. By considering the voltage across L1 during 

Mode-1, the critical value of inductance required below 

which it operates in DICM is obtained by considering the 

current ripple of the inductor current to be twice the average 

inductor current value. 

1( ) 1 1 1( ) (2 )crit C L SL V D I f=   (11) 

Where D1 is the switch duty ratio (Mode-1 duty ratio). The 

average value of inductor current, IL1 is given by; 

1 2L battI I=  (12) 

and the average value of capacitor voltage VC1 is given by; 

1 1 1(1 ) (2 )C battV V D D= −   (13) 

By using (10), the nominal value of duty ratio D1 for nominal 

values of supply and battery pack voltages, is obtained as 

0.224. By using this value and evaluating (12),(13) and then 

substituting the obtained values in (11), the critical value of 

inductance L1(crit) is obtained as; 

1 1
1( ) 3

1

83.18 0.224
100

2 2 4.5 20 10

C
crit

L S

V D
L H

I f
µ

×
= = =

× × ×
 (14) 

A lower value of inductance of 70 µH is chosen, in order to 

ensure DICM operation. Since the inductor L3 mimics the 

operation of inductor L1 during the negative half cycle, L3 is 

also chosen as 70 µH. 

B. Design of L2 and L4

The design of inductors L2 and L4 is also done considering the 

value of inductance required for critical conductance, and 

then selecting a value lower than the critical value, which 

ensures DICM. It is noteworthy that the inductors L2 and L4 

are bound to have the same values, considering that the 

voltages and currents through them are same during all modes 

of operation, and is different from that L1 and L3. 

The critical value of inductance of L2 is given by; 

2( ) 1 1 1 2( )(2 ) (2 )crit C batt L sL V V D D I f= − −  (15) 

Where, the average value of IL2 is expressed as; 

1
2

1

9.375 0.224
0.59

2(2 ) 2 (2 0.224)

batt
L

I D
I A

D

×
= = =

− × −
  (16) 

Therefore, 

2( ) 1 1 1 2

3

( )(2 ) (2 )

35.18 (2 0.224) 0.224
600

2 0.59 20 10

crit C batt L sL V V D D I f

Hµ

= − − 

× − ×

= = 
× × × 

  (17) 

Therefore, for maintaining DICM operation, a lower value of 

150 µH, is chosen for both L2  and L4.     



C. Design of input inductor Li 

The design of the input inductor Li is for CICM, considering 

a ripple current of 50% and hence the value of Li is given by; 

2 2

1
1 3

1

(230 2) 0.224

0.5 450 20 10

5.2

in

L rated S

V D
L

I P f

mH

×
= = 

∆ × × × 


= 

  (18) 

Therefore, Li  is chosen as 5 mH. 

D. Design of Intermediate Capacitors C1 and C2

The resonant frequency between the intermediate capacitor 

C1 and the inductors Li and L1 (during positive half cycle of 

supply voltage) or between C2, Li and L3 (during the negative 

half cycle of supply voltage) must be higher than the input 

line frequency and lower than the switching frequency, to 

reduce the current oscillations caused due to resonance. 

Therefore; 

1(max) 2(max) 2

1

1

( )
c i

C C
L Lω

= =
+

 (19) 

Where,  
L c Sω ω ω< <  (20) 

1(max) 2 3 6

1
1.24

(2 2000) (5 10 10 70)
C Fµ

π − −
= =

× × + ×

Therefore, C1 is chosen at a smaller value of 1 µF. 

E. Design of Output Capacitor CO 

The output capacitance (CO) at the battery side is designed, 

for reducing the second harmonic current that flow into the 

battery, which when operated in closed-loop control results 

in the addition of third harmonic component at the input side. 

2 2

(max)

P 450
4.6

4 4 50 0.03 72

rated

O

line batt

C mF
f Vπ ζ π

= = =
× × ×

 (21) 

The ripple in output voltage ‘ζ’ is taken as 3% of the battery 

voltage. Therefore, the ouput capacitor is chosen as 6.6 mF. 

Finally, the calculated and selected values of the passive 

components is summarized in Table II. 

TABLE-II SELECTION OF COMPONENTS 

Parameter 
Operating 

Mode 

Calculated 

Value 

Selected 

Value 

Input Inductor Li  CICM 4.9 mH 5 mH 

Intermediate capacitances 

C1, C2 
CVM 1.24 µF 1 µF 

Inductors L1, L3 DICM 100 µH 70 µH 

Inductors L2, L4 DICM 600 µH 150 µH 

DC Link Capacitor CDC CVM  4.6 mF 6.6 mF 

V. CONTROL IMPLEMENTATION OF CHARGER

The control strategy of the charger takes care of two main 

purposes, (a) control the battery current during both constant 

current (CC) and constant voltage (CV) battery charging 

modes, (b) to provide a clean input current profile, with 

minimal harmonic distortions and operation at high or unity 

power factors. A dual loop control, with the outer loop 

controlling battery voltage and battery current, is controlled 

by the inner loop (Fig. 4). The battery voltage, which is 

sensed from the output, is filtered through a low pass filter, to 

eliminate any higher order harmonics. The resultant voltage 

is compared with a reference battery voltage and the error 

obtained is compensated using a PI controller. The output of 

the PI controller produces the current reference signal that is 

needed for the inner-loop. The equations describing the 

digital control for outer loop is as follows;    

*( ) ( ) ( )err batt battV e V e V e= −  (22) 

* *( ) ( 1)batt battI e I e= − + { ( ) ( 1)} ( )pv err err iv errC V e V e C V e− − +  

(23) 

Where, Cpv and Civ are the proportional and integral gains, 

respectively, of the voltage controller. 

Fig. 4. Implementation of dual-loop control for the presented charger. 

For the control of the inner loop, the battery current is sensed 

and compared with a reference current generated from the 

outer loop, and the current error is fed to a PI controller 

having Cpi and Cii, for proportional and integral gains, 

respectively. The inner PI controller generates an output me, 

which corresponds to switch the duty ratio. This generated 

signal after being compared with the sawtooth waveform at 

switching frequency, produces the desired switching pulses. 

*( ) ( ) ( )err batt battI e I e I e= −   (24) 

( ) ( 1) { ( ) ( 1)}

( )

i i pi err err

ii err

m e m e C I e I e

C I e

= − + − −

+
 (25) 

VI. PERFORMANCE OF CHARGER

The presented charger is designed and the results obtained by 

the simulation of the charger with the help of  the SIMULINK 

platform of the MATLAB computing environment, is 

elaborated in this section.  

A. Normal Operating Conditions

Performance of the charger under normal operation 

conditions, for rated nominal voltage of 230V (RMS), and for 

rated load, is explained in this section and the results are 

shown in Figs. 5(a-d). The charger has shown satisfactory 

performance, with low harmonic distortions in the input 

current, near unity power factor operation, as well as good 

battery side charging profile, with battery voltage maintained 

constant at 48 V, and charging current maintained almost 

constant, with very slow-varying ripples. The DICM 

operation of the inductors has facilitated inherent power 

factor operation, and also, ensures zero-current turn ON and 

zero-current turn OFF for the switches and diodes, 

respectively, thus reducing the switching losses, and hence 

improving the efficiency. 

B. Supply Voltage Dynamics

Performance of the charger for supply voltage fluctuations, 

both for increased (230-250V RMS) and decreased (230-



160V RMS) is shown in Fig. 6(a-c). The charger is found to 

draw lower current from the grid for increased voltage 

fluctuations, and draws higher current for decreased voltage 

fluctuations, thus keeping the input power drawn constant. 

The input side performance is still satisfactory, with unity 

power factor operation, while having low harmonic 

distortions in input current. The battery side voltage is 

maintained constant, with the battery current almost constant, 

with slow varying ripples. 

  (a) 

  (b) 

  (c) 

(d) 

Fig.5. (a) Waveforms of Vin, Iin, Vbat and Ibat under normal operating 
conditions of 230V (RMS) supply voltage. (b) Inductor currents. (c) 

Intermediate capacitor voltage and voltage stress across conducting switches 

and diodes. (d) Total Harmonics Distortion (THD) of input current.  

C. Load Current Dynamics

The charger performance during load current variations is 

shown in Fig. 7 (a, b). For a load current increase from 50% 

- 100% of the rated value, the supply current drawn also

varied correspondingly, and similar variations are observed

during the load current transition from 100% - 50%, both

while maintaining the battery voltage constant. The charger

has also maintained the near unity power factor operation

after the transients, and with low harmonic distortions in

input current.

 (a) 

(b) 



 (c) 
Fig. 6. Waveforms of Vin, Iin, Vbat and Ibat under dynamic operating conditions 

of supply voltage (a) increased fluctuations from 230V-250V(rms) and  (b) 

decreased fluctuations from 230V-160V(rms). (c) Total Harmonic Distortion 
(THD) for decreased voltage fluctuations. 

 (a) 

 (b) 

Fig. 7. Waveforms of Vin, Iin, Vbat and Ibat under dynamic operating conditions 

of load current (a) decrease from 100% - 50% and  (b) increase from 50% - 
100%  

VII. CONCLUSIONS

Performance of the presented modified SEPIC converter for 

both normal and dynamic operating conditions has been 

analyzed with proper design of the components and control 

strategy. The modified SEPIC converter, with the switched 

inductor structure has been able to give higher step down 

gain, without the use of a step-down transformer. Moreover, 

the design of the inductors in DICM, has facilitated inherent 

power factor correction at the AC mains, and incorporated 

inherent soft switching capability for the conducting devices, 

while decreasing the inductor size, and hence the volume of 

magnetics used in the entire charger structure. Moreover, the 

topology has been able to give near unity power factor at the 

input side, with very low harmonic distortions in all the 

operating conditions analyzed, while maintaining a good 

charging profile at the battery side. Overall, the performance 

of the charger has been found satisfactory, and in par with 

various standards and benchmarks. 

ACKNOWLEDGEMENT 

The authors of this paper are grateful to the SERB National 

Science Chair (NSC) Fellowship for the financial 

assistantship. 

REFERENCES 

[1] Mortimer, B.J.; Hecht, C.; Goldbeck, R.; Sauer, D.U.; De Doncker,
R.W., “Electric Vehicle Public Charging Infrastructure Planning Using 

Real-World Charging Data”, World Electr. Veh. Journal, 2022. 

[2] C. -p. Tung, H. S. -h. Chung and K. K. -F. Yuen, “Boost-Type Power
Factor Corrector With Power Semiconductor Filter for Input Current

Shaping,” IEEE Trans. Power Electronics, vol. 32, no. 11, pp. 8293-

8311, Nov. 2017. 
[3] Zhiguo Pan, F. Z. Peng and Suilin Wang, “Power factor correction

using a series active filter,” IEEE Trans. Power Electronics, vol. 20, 

no. 1, pp. 148-153, Jan. 2005. 
[4] M. K. Ranjram, C. Zhang and D. J. Perreault, “A Two-Stage Universal 

Input Charger With Wide Output Voltage Range,” IEEE Open Journal 

of Power Electronics, vol. 1, pp. 88-102, 2020. 
[5] J. Gupta, R. Kushwaha and B. Singh, “Improved Power Quality 

Transformerless Single-Stage Bridgeless Converter Based Charger for

Light Electric Vehicles,” IEEE Trans. Power Elect. , vol. 36, no. 7, pp. 
7716-7724, July 2021. 

[6] V. Monteiro, J. C. Ferreira, A. A. Nogueiras Meléndez, C. Couto and 

J. L. Afonso, “Experimental Validation of a Novel Architecture Based 
on a Dual-Stage Converter for Off-Board Fast Battery Chargers of

Electric Vehicles,” IEEE Trans. Vehicular Technology, vol. 67, no. 2, 

pp. 1000-1011, Feb. 2018. 
[7] J. Gupta, B. Singh and M. Z. Farooqi, “A Transformerless Bidirectional 

Charger for Light Electric Vehicles,” IEEE Energy Conversion 
Congress and Exposition, 2021, pp. 1205-1210. 

[8] S. Haghbin, S. Lundmark, M. Alakula and O. Carlson, “An Isolated

High-Power Integrated Charger in Electrified-Vehicle Applications,” 
IEEE Trans. Vehicular Technology, vol. 60, no. 9, pp. 4115-4126, Nov.

2011. 

[9] B. Singh and R. Kushwaha, “A PFC Based EV Battery Charger Using 
a Bridgeless Isolated SEPIC Converter,” IEEE Trans. Ind. 

Applications, vol. 56, no. 1, pp. 477-487, Jan.-Feb. 2020. 

[10] C. -C. Huang and H. -J. Chiu, “A PWM Switch Model of Isolated
Battery Charger in Constant-Current Mode,” IEEE Trans. Ind.

Applications, vol. 55, no. 3, pp. 2942-2951, May-June 2019. 



Multi-Input Bridgeless Charger with Reduced Filter 

Capacitance for PV Panel Powered LEV 

Abstract— The conventional approach of charging the multi-input 

light electric vehicle (LEV) is to employ a power converter for each 

source with a common junction point at the DC-link capacitor. 

The DC-link capacitor is usually a large electrolytic capacitor 

designed to filter the ripple current at the output. This paper 

presents a dual input power factor corrected (PFC) charger with 

active power decoupling (APD) circuit for LEV powered by the 

grid and solar photovoltaic (PV) panel. It reduces the component 

count of the power converter and DC-link capacitance at the 

output. The bridgeless architecture at the grid input reduces the 

conduction loss in the power converter. Dual loop control with a 

feed-forward network is employed for grid input and APD control. 

A proportional-integral (PI) controller is implemented for 

effective maximum power point tracking (MPPT) of PV input. The 

performance of the charger and controller is verified by MATLAB 

simulation under different dynamic conditions. The IEC 61000-3-

2 standard is adhered to as a reference to maintain the total 

harmonics distortion (THD) of grid current.  

Index Terms — Multi-input charger; Active power decoupling; 

Total harmonics distortion; Bridgeless; light electric vehicle.   

I. INTRODUCTION

The onboard PFC charger of light electric vehicles can broadly 
be categorized into single-stage and two-stage chargers. The 
two-stage charger is preferred for its ripple-free output where the 
front end improves the input power quality and second stage 
regulates output power. However, in single-stage chargers, both 
operations are performed by the same converter and have the 
advantage of simple implementation and reduced component 
count [1]. The conduction loss in DBR affects the efficiency and 
creates heat management issues for both types of chargers. 
Hence, bridgeless architectures are often used in both single-
stage and two-stage power transfer [2-6].    
Work in [2] proposes a bridgeless buck-type topology with 
dead-zone free operation. It allows a wide voltage operation 
range with improved THD of grid current. A modified Cuk 
based bridgeless topology is proposed in [3] for wireless power 
transfer. Power transfer in this topology is performed in single- 
stage. A single-stage bridgeless isolated modified SEPIC 
converter is presented in [4] and [5]. In [4], the charger is 
designed to reduce the circulating current. Moreover, the 
novelty of the topology presented in [5] is the provision of 
continuous current at both input and output. 
However, in both bridge and bridgeless topologies the inherent 
double line frequency ripple power in single-phase grid input 
results in pulsating output current, which ultimately degrades the 
system performance such as overheating of the batteries [6]. The 

solution to this issue is broadly categorized into two parts: active 
and passive power decoupling. In passive decoupling method, 
the conventional approach is to buffer the pulsating power in a 
large electrolytic capacitor at the output of the PFC charger. It is 
widely popular due to its simplicity of implementation and 
control [7]. However, the limited life span of these capacitors 
limits the longevity of the charger [8]. The principle of active 
power decoupling control is to transfer the alternating power in 
the external energy storage element. Incorporation of the APD 
control helps in reduction of capacitor value, which ultimately 
allows the use of a film capacitor in place of an electrolytic 
capacitor at the output. The APD circuit usually consists of 
semiconductor switches and energy storage elements and is 
designed to operate independently of the power circuit. There 
are various APD topologies and control reported in the literature 
[9].  
The effectiveness of grid-dependent LEV towards green 
technology can further be enhanced by mounting a PV panel on 
its body and employing it as a secondary source of energy for 
battery charging. Fig. 1(a) shows a widely used architecture to 
filter the ripple power. In such a configuration, secondary PV 
panel can be connected at the DC link and the output. However, 
in such topologies, one power converter is required for each 
source resulting in increased component counts.  

Dual Input 
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Grid Power DC Power
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Io IDC
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Charger
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Fig. 1 Generalized single-phase dual-input charger (a) with dedicated converter 
for each source (b) with an integrated converter for both sources 

The architecture introduced in this paper to filter the double line 
frequency ripple from output current with multiple input sources 
is shown in Fig. 1(b). It consists of a dual-input charger with 
PFC capability and a bidirectional converter for active power 
decoupling. In this, both the grid and PV panel are incorporated 
into an integrated dual-input charger. This helps in the reduction 
of component counts by sharing a few components between 
each source. The pulsating current from the charger is offset by 
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a DC component contributed by a PV source. The APD circuit 
filters the pulsating component from it and provides constant 
output power to the battery.  

II. CONFIGURATION OF CHARGER AND STEADY STATE

ANALYSIS 

The detailed configuration, working principles and power flow 

analysis of the charger and APD circuit are discussed in this 
section.  

A. Circuit Configuration
The circuit diagram of electrolytic capacitor-less grid and PV
panel powered charger is presented in Fig. 2. It originated from
Cuk converter for PFC operation and contains a bidirectional
buck-boost converter for APD. Here, PV panel acts as a
secondary source and supplements the grid input. It consists of
four inductors (L1, L2, L3 and Lapd) and three capacitors (C1, C2

and Capd). The input inductors (L1 and L3) and output inductors
(L3) are responsible for non-pulsating input and output current
of the charger. The output capacitor (C2) provides low
impedance path for switching frequency current ripple of output
current. The APD circuit consists of a coupling inductor (Lapd)
and a buffer capacitor (Capd). It is paralleled with output
capacitor to filter the double-line frequency ripple present in
output current.
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Fig. 2 Dual-input charger with active power decoupling circuit

B. Analysis of Instantaneous Power Flow
The instantaneous grid voltage and grid current are respectively
defined as,

( ) 2 sin( ) (1)

( ) 2 sin( )     (2)

ac ac

ac ac

v t V t

i t I t



 

=

= +

Here, ω=2π/TL is angular frequency of the grid and TL is time 
period of the grid voltage. Φ is defined as phase difference 
between grid voltage and grid current. The instantaneous grid 
input power to the charger is calculated as,  

( ) ( ) ( ) cos( ) cos(2 )                     (3)

ac ac

ac ac ac ac ac ac ac

P p

p t v t i t V I V I t  = = − +

From (3), pac has an average component (Pac) and alternating 
component ( acp ) having twice the line frequency. Similarly, 

instantaneous solar panel input power is defined as, 
        (4)pv pv pvP V I=

Here, Vpv and Ipv are PV panel voltage and current, 
corresponding to its MPP, respectively. The solar panel power 
contains only constant value. Thus, instantaneous input power 
to the charger at any time contains an average and alternating 
component and is calculated as, 

( ) ( ) cos( ) cos(2 )   (5)

inin

in ac pv ac ac pv pv ac ac

pP

p t p t P V I V I V I t  = + = + − +

The charger is assumed to be ideal for power flow calculation 
and thus the power loss is ignored. Hence, instantaneous output 

power is equal to the instantaneous input power and contains an 
average (Po) and alternating component ( op ). 

( ) ( ) cos( ) cos(2 )  (6)

oo

o in o o ac ac pv pv ac ac

pP

p t p t P p V I V I V I t  = = + = + − +

The instantaneous power flow from both inputs to the output 
through APD circuit is shown in Fig. 3. As seen, average output 
power has contribution from both sources but alternating 
component has contribution from only AC source. In contrast to 
conventional approach, where APD circuit only sees input from 
the grid source, input to the APD circuit is from two different 
sources. As a result, pulsating output power and output inductor 
current are biased by a DC component, which is contributed by 
PV panel only. 

C. Requirement of APD Circuit
For EV charging application, the output power is preferred to be
constant. Hence, the pulsating power must be buffered by
decoupling circuit so that only constant DC power flow to the
output. Usually, a passive filter such as a large electrolytic
capacitor is employed for the same. However, size of the
capacitor can be drastically reduced by employing an APD
circuit. As a result, instead of an electrolytic capacitor, a film
capacitor can be used to filter the ripple power, which ultimately
increases the life span of the charger.
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Fig. 3 Theoretical waveforms depicting the power flow relation of charger and 
APD circuit

The output current of the charger does not contain any pulsating 
component and is calculated as, 

cos( ) (7)
pv pvo ac ac

o

o o o

V IP V I
I

V V V
= = +

The input pulsating current (Iapd) to APD circuit can be obtained 
by subtracting Io from output inductor current (IL2). 
Mathematically, it is obtained from pulsating output power and 
is expressed as, 

( ) cos(2 ) cos(2 )  (8)o ac ac
apd apd

o o

p V I
i t t I t

V V
   = = − + = − +

The alternating energy in APD circuit is stored in a small film 
buffer capacitor (Capd).  

D. Operating Principles
The dual-input charger during one switching period operates in
three different modes.  The switching states of the charger
during each mode and both voltage polarities are shown in
Table-I. Inductors L1 and L2 are charged in mode 1 and mode 3
and discharged in mode 2. Similarly, inductors (L1 and L3) are



charged in mode 2 and mode 3 and are discharged in mode 1. 
The current flow through whole circuit during positive voltage 
polarity is shown in Fig. 4. 
TABLE-I SWITCHING STATE DURING EACH MODE OF OPERATION 

Positive Voltage Polarity Negative Voltage Polarity

S1 S2 S3 S1 S2 S3 
Mode 1 ON ON OFF ON ON OFF 

Mode 2 OFF ON ON ON OFF ON 

Mode 3 ON ON ON ON ON ON 

The relations between each input and output can be calculated 
as, 

1 2

1 1

(1 ) (1 )
(9)s S PV S

o S o S

v D V D

V D V D

− −
= =

Here, DS1 and DS2 are duty ratios of switches (S1 and S2) and S3, 
respectively. The bidirectional APD circuit operates in both 
buck and boost modes of operation. It operates in boost mode 
when power is injected and in buck mode when power is 
extracted from it. It can also be observed from Fig. 3 which 
shows boost mode of operation from t1 to t2 and buck mode from 
t2 to t3. The capacitor voltage (VCapd) increases during boost 
mode and decreases in buck mode. Since the average power flow 
in Capd is negligible, average voltage across it remains constant. 
The current flow in APD circuit during boost mode of operation 
is shown in Fig. 4.  
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Fig. 4 Equivalent circuit of the charger during positive voltage polarity in (a) 
mode 1 (b) mode 2 and (c) mode 3. 

The switches of APD circuit operate in a complementary 
manner. The mode of operation of APD circuit is independent 
of three modes of operation of the dual input charger. It 
undergoes buck and boost modes during both voltage polarity. 
Hence, Fig. 4 shows the circuit representation of the charger 
from t1 to t2 of Fig. 3 where grid has positive voltage polarity and 
buffer capacitor in APD circuit is undergoing charging.  

III. DESIGN AND COMPONENT SELECTION

In this section, design equations for component selection are 
discussed in detail for continuous conduction mode of 

operation. 

A. Design of APD Circuit
APD circuit is designed by assuming the unity power factor
operation of the charger and charger specifications are given in
Table-II. In such operating condition, the input power to the
bidirectional buck-boost converter is given as,

( ) cos(2 )                                                        (10)apd o ac acp t p V I t= = −

From Fig. 3, it can be observed that the Capd undergoes charging 
from t1 to t2 and thus the minimum and maximum values of VCapd 
occur at t1 and t2, respectively. Thus, the energy absorbed by Capd 
between t1 and t2 is defined as, 

2

1

( ) (11)

t

ac ac
Capd apd

t

V I
E p t dt


 = =

It can also be defined as, 

2 2

_ max _ min

1 1
 (12)

2 2
Capd apd Capd apd CapdE C V C V = −

Here, VCapd-max and VCapd-min are the maximum and minimum 
capacitor voltages, respectively. The average capacitor voltage 
(VCapd-avg) of Capd is approximated as, 

_ _ max _ min( ) / 2                                                 (13)Capd avg Capd CapdV V V= +

The expression of Capd is obtained by equating and simplifying 
(10) and (11). The value of the buffer capacitor is calculated for
voltage ripple (ΔVCapd)  of 100 V and average capacitor voltage
of 400 V and is shown as,

( )2 2
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The coupling inductor (Lapd) of the bidirectional buck-boost 
converter is designed to track the double-line frequency current 
component with minimum high frequency current ripple. It is 
designed for current ripple (ΔILapd) of 15% and is calculated as, 
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B. Design of Dual Input Charger
The output capacitor (C2) is designed to absorb the high
frequency current ripple (ΔIL2) of the output inductor. The
maximum value of ΔIL2 occurs at peak output inductor current
(IL2). The instantaneous output inductor current for unity power
factor operation is expressed as,

2

cos(2 )
( )  (16)

ac ac pv pvo o ac ac
L

o o o

V I V IP p V I t
I t

V V V

++
= = −

It can be observed that the peak value of pulsating output 
inductor current depends on the grid input power. The solar PV 
power remains constant throughout the output voltage range if 
environmental conditions do not change. However, grid power 
changes in proportion to the output voltage during CC mode of 
operation and peak value of inductor current (IL2-max) occurs at 
peak grid power, which happens at peak output voltage. It is 
expressed as, 
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The expression to calculate the value C2 for 5% voltage ripple (

2C ) and 15% current ripple ( 2L ) is shown as,
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The coupling capacitor (C1) is designed for 25% voltage ripple 
( 1C ). The worst-condition capacitance value is attained at peak

grid power and least grid voltage. It can be expressed as, 
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1 2
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TABLE-II CHARGER SPECIFICATIONS 

Parameters Range Rated Value 

Grid Voltage (Vac_min- Vac_max) 160-260 V 220 V 

Grid Power (Pac_min- Pac_max) 575-1200 W 1000 W 

Solar PV Panel Voltage at MPP (VPV) - 42 V 

Solar PV Panel Power at MPP (PPV) - 340 W 

Battery Voltage (Vo_min- Vo_max) 63-86.4 V 72 V 

Battery Power (Po_min- Po_max) 875-1200 W 1000 W 

Switching Frequency (fsw) - 20 kHz 

In order to improve the THD of the input current, input inductor 
(L1) is designed to maintain the maximum ripple ( 1L ) of 15% 

in input current during extreme conditions too. The critical 
condition to calculate its value is at minimum grid power and 
maximum grid voltage and is shown as, 

22
_ max _ min1

1

1 1 _ min _ min _ max

2

( ) 1
(20)

2

1 260 63
5.7 mH

.15* 20000 575 63 2 * 260

ac oac

L sw ac L sw ac o ac

V VD t V
L

f P f P V V 

   
 = =      +    

   
=   =   

+  

The critical value of output inductor is obtained at maximum 
grid input voltage. From waveforms shown in Fig. 3, it can be 
observed that during this condition peak value of the current 
flow through the inductor L2. The expression to calculate the 
critical value of the L2 during such condition is given as, 
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The input inductor L3 at secondary input is calculated for 15% 
current ripple in PV current during MPP condition. It also 
depends on the grid input voltage and is expressed as, 
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IV. CONTROL SCHEME

The control block diagram of the charger and APD circuit is 
shown in Fig. 5. It consists of PFC controller, MPPT controller 
and APD controller. Each controller is designed to operate 
independently with predefined objectives. 
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Fig. 5 Control block diagram of the charger and APD circuit

The purpose of the PFC controller is to maintain output current 
and voltage during CC and CV modes, respectively. In addition 
to this, it also needs to maintain the input current THD as per the 
guidelines of the IEC 61000-3-2 standard. It consists of dual 
loop control architecture where outer loop regulates the output 
voltage/current and inner loop maintains input current quality. 
The inner loop is fast as opposed to the outer loop and PI 
controller is employed for outer voltage and current controller. 
Similarly, PI controller is also employed for faster inner loop 
current controller. Moreover, a feed-forward term is also added 
to overcome the issue of zero crossing distortion in input current 
and thus improves the THD of input current.  
The main objective of the MPPT controller is to extract the 
maximum power possible from PV panel during any 
environmental conditions and thus supplement the grid input to 
meet the output power requirements. The perturb and observe 
technique is employed to generate the current reference 
corresponding to the MPP and PI current controller is employed 
to track the same. 
The APD controller is designed with prime objective to absorb 
the pulsating output power. It consists of outer voltage loop and 
inner current loop. The outer loop is designed to regulate the 
average voltage of buffer capacitor and a PI controller is 
employed for the same. In order to achieve active power 
decoupling effectively, a feed-forward term is added to the 
output of the outer voltage controller. The feed-forward block 
consists of a notch filter and generates the reference to absorb 
the double-line frequency current from the output current. In 
order to reduce the size of the buffer capacitor, comparatively 
higher voltage ripple is allowed in buffer capacitor. The inner 
control loop is faster than the outer loop for control stabilization. 
Thus, the APD control is implemented into the current control 
directly. 

V. RESULTS AND DISCUSSION
A MATLAB simulation is performed for the rated configuration 
shown in Table-II and is analysed in this section. 

A. Steady State Analysis 
Fig. 6 shows the key line cycle steady state waveform of the
charger. The unity power factor operation of the charger can be 
verified from the grid voltage and current waveforms. The
secondary source operates at the MPP condition and injects the
DC current of 8.1 A. As discussed, double-line frequency 
current ripple is seen in output inductor current (iL2) and is 



filtered by the APD circuit. Thus, secondary harmonic ripple 
free voltage and current can be observed at the output.  The 
buffer capacitor absorbs the ripple seen in iL2 and hence its 
voltage oscillates between minimum of 350 V to maximum of 
450 V. 

Fig. 6 Steady state waveforms of charger and APD circuit

The power flow in the converter during steady state operation 
can be verified by the simulated waveform shown in Fig. 7. The 
pulsating grid power is supported by constant PV power and 
contributes towards overall input power. However, alternating 
power component is absorbed by APD circuit and ripple free 
output power is seen at the output. Fig. 8 shows the performance 
of the charger when the APD compensation is disabled.  

Fig. 7 Key power waveforms during steady-state operation 

The feedforward network, which provides the compensation 
current reference to the APD circuit is removed till time instant 
t=0.8s.  Hence, no compensation current (iLapd) flows to the APD 
circuit during this period and whole double-line frequency ripple 
current flows to the output.  
The outer voltage control loop of APD controller maintains the 
average voltage of buffer capacitor throughout the operation. 

This output ripple current affects the current controller of the 
PFC control loop and hence third harmonic current can be 
observed in the grid current. Harmonic spectra of the grid 
current during both conditions are shown in Fig. 9.  Higher 
current THD (12.75%) due to presence of 3rd harmonic 
component can be observed when compensation is not present. 
This can be slightly improved by reducing the crossover 
frequency of the outer loop of PFC control. This negatively 
affects the tracking speed of the controller. However, with same 
control current, THD is drastically improved to 3.61% when 
compensation is enabled.  

Fig. 8 Steady state waveforms of charger with and without APD control 

     (a)                                                        (b) 
Fig. 9 Harmonic spectra of grid current (a) without APD control (b) with APD 
control

B. Dynamic Performance
The performance of the charger and APD circuit during source
voltage variation is shown in Fig. 10. In this, the grid voltage is
perturbed from 220 V to 160 V and 220 V to 260 V at time
instant t=0.5s and 0.8s, respectively. To keep output power
constant, corresponding adjustment in grid current is seen. It is
worth mentioning that compensation current remains invariant
to this change and tracks back to its rated value after initial
disturbance. It is due to the fact that compensation current
depends on the grid power, which remains constant throughout
the disturbance. A step change in solar irradiance from 1000
W/m2

 to 500 W/m2 is shown in Fig. 11 to observe its effect on
the dynamics of the charger and APD circuit. The MPP tracker
effectively tracks the new MPP condition and PV current
corresponding to this flow through PV panel after initial



disturbances. Reduction in solar power due to solar irradiance is 
compensated by grid input. As a result, both grid current and 
compensation current are increased. 

Fig. 10 Dynamic performance of the charger and APD circuit during grid voltage 
fluctuation 

Fig. 11 Performance of the charger and APD circuit under step change in solar 
irradiance  

The load dynamics of the charger is shown in Fig. 12. In this, a 
step change is output current is introduced from its rated 
condition to the 18 A and vice-versa. An increase in load current 
demands an increased power demand, which is met by grid 
input. 

Fig. 12 Performance of the charger and APD circuit during load dynamics 

Hence, corresponding changes in grid current and compensation 
current can be observed. The battery charging current follows 
the reference current with good accuracy.  

VI. CONCLUSIONS
The dual-input integrated charger with the APD circuit 
presented in this paper effectively filters the ripple current at the 
output with reduced capacitance. Hence, a film capacitance can 
be used to buffer the ripple power in place of a large electrolytic 
capacitor. A modified Cuk converter-based dual input topology 
is used to charge the battery in CC and CV mode using the 
energy from solar PV panel and grid input. The advantage of 
such a power delivery topology is the reduction of the 
component count of the power converter. It maintains the THD 
of grid current and tracks the MPP of PV panel simultaneously. 
The power quality of the grid current meets the requirements of 
the IEC 61000-3-2 standard. The analysis performed in this 
work shows that THD of grid current increases significantly 
with reduced capacitance if compensation of APD circuit is 
removed. The dynamic response of the charger shows that the 
dynamics of APD circuit do not affect the input current from the 
solar panel. 
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Abstract—An AC/DC microgrid for remote-area application 
comprising of multiple dispersed wind and solar based power 
generation systems is illustrated here. This work embraces two 
major facets associated with microgrid operation in remote 
areas. First of those relate to the uninterrupted load power along 
with seamless mode transition operations, which are largely 
critical in multi-source microgrids. Secondly, the relentless 
intermittencies in renewable power generation pose a sizable 
threat to the grid stability in these remote-areas where the grid 
is often quite weak. Therefore, to combat this issue, regulated 
injection of grid power, despite the renewable sources related 
variations, is considered a relevant requirement. With these two 
primary objectives in perspective, a control approach for the 
multi-source microgrid utilizing the modified champernowne 
function based adaptive filter (MCF-AF) is devised in this work. 
In addition to realizing the primary objectives, the MCF-AF 
control strategy augments the microgrid operation with 
enhanced features such as, (a) Enabling decentralized operation 
with no control interactions among individual microgrid 
entities, (b) Permitting hassle-free modular expansion with 
additional wind or solar generation systems, AC or DC loads, 
etc. and (c) Improving the system power quality amidst 
abnormal AC loads scenarios. Validation of the control strategy 
with the afore-described primary objectives and enhanced 
features is conducted through Matlab-based simulations. 

Keywords—AC/DC microgrid, DFIG, SPV array, power 
regulation, seamless operation, weak grid, power quality. 

I. INTRODUCTION

Microgrids are often considered the optimal solution for 
dealing with significant renewable penetration in distribution 
networks. AC microgrids with renewable sources integrated at 
a common point of intersection represent the most studied 
microgrid architecture. However, the emergence of solar 
photovoltaic (SPV) arrays and energy storages has elevated 
the research interests in the field of alternate architectures, 
such as that of the AC/DC hybrid microgrid [1], [2]. 

Wind energy conversion systems (WECSs) with their AC 
interface and DC-interfaced SPV arrays are often incorporated 
within a single structural framework, to derive maximum 
benefits of an AC/DC hybrid architecture. The authors in [3] 
have utilized the permanent magnet synchronous generator 
(PMSG) as the wind energy conversion system (WECS) to 
operate alongside the SPV array. Meanwhile, use of doubly-
fed induction generator (DFIG) for microgrid applications is 
examined in [4]. However, diode bridge rectifiers form the 
interfaces with the microgrid in [3], [4] which result is currents 
and torque disturbances in the generators. To eliminate this 
performance degradation, the voltage source converter (VSC) 
interfaced PMSG in a wind-solar microgrid is surveyed and 
validated for low-voltage ride through enhancements in [5]. 
Meanwhile, VSC-interfaced DFIG for a wind-solar system is 
developed in [6]. Here, the authors have enhanced the system 
efficiency through obviating the requirement for a dedicated 
power converter for SPV arrays, and utilized the grid-side 
converter in the DFIG for solar power integration.  

Upon careful consideration of their application potentials 
in remote-area microgrids, it becomes apparent that the DFIG 
holds a slight edge over PMSG, primarily due to its partially-
rated power converters and avoiding the necessity for rare-
earth materials in its construction. However, due to the direct 
interconnection of stator terminals with AC loads, seamless 
transition and uninterrupted load power operation, which is 
quite an essential requirement in microgrids, becomes rather 
challenging in DFIG based microgrids. Although the authors 
in [7] have dealt with the issue, the system under consideration 
utilized just the single unit each of DFIG and SPV array. The 
operational expertise and control strategies for uninterrupted 
load power and seamless transition functionalities in multiple 
DFIGs and SPV arrays are largely desirable. 

Another imperative requirement in a practical remote-area 
microgrid is the power quality regulation at the grid, which is 
hampered by fluctuating power from renewable sources [8], 
[9]. The deterioration in grid power quality due to renewable 
intermittencies may be tacked through injection of regulated 
power at the grid using the energy storage, which otherwise, 
remains idle during the grid-integrated state of operation.  

In view of the above discussions, a multi-source AC/DC 
microgrid with DFIG-based WECSs and SPV arrays with 
seamless mode transition, uninterrupted load power, and 
regulated grid power features is developed in this work. The 
control strategy uses a modified champernowne function 
based adaptive filter (MCF-AF) to implement these control 
features. The multi-source grid-integrated microgrid is 
validated through Matlab-based simulations. 

II. MULTI-SOURCE AC/DC MICROGRID CONFIGURATION

The AC/DC microgrid configuration with multiple
doubly-fed induction generator (DFIG)-based wind energy 
conversion systems (WECSs) and multiple solar photovoltaic 
(SPV) array-based solar energy conversion systems (SECSs) 
is displayed in Fig. 1.  The ‘n’-units of DFIG-based WECSs 
are integrated at the AC subgrid, while ‘m’-units of SECSs are 
integrated at the DC subgrid. The AC and DC subgrids are 
interlinked using the AC-DC interlinking converter (ILC). 
Remaining AC-DC power converters in the microgrid are the 
rotor side converter (RSC) and the stator side converter (SSC) 
which are locally present for each DFIG unit, and the grid side 
converter (GSC) which is utilized to integrate the utility grid 
with the DC subgrid. It is noteworthy that in this microgrid 
configuration the utility grid is not integrated at the AC 
subgrid which prevents its non-idealities, such as grid voltage 
unbalance and distortions, from affecting the performances of 
the DFIGs. The major operational objectives for each of these 
power converters are described in the following section. Apart 
from these AC-DC power converters, various DC-DC power 
converters are utilized for integration of different entities at the 
DC subgrid. These involve the DC-DC boost converter (BTC) 
which are locally present for each SPV array unit and are 
responsible for maximum power tracking of SPV array and the 
bidirectional DC-DC converter (BDC) for the battery energy 
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storage (BES) which along with supports the microgrid during 
grid outages as well as facilitates the regulated power flow 
during grid-interactive mode. Moreover, DC-DC buck 
converter (BKC) and bidirectional DC-DC electric vehicle 
(EV) converter (BEC) enable the integration of the low 
voltage DC loads (LVDC) and the EV loads. Meanwhile, the 
medium voltage DC (MVDC) loads are directly 
interconnected with DC subgrid. To enable the seamless 
disconnection and reconnection of DFIG units without 
interfering with the performances of other entities at AC 
subgrid, a stator-side solid state transition switch (SSSTS) which 
operates as per the possibility f or generation from WECSs, is 
equipped with each DFIG unit. 

III. AC/DC MICROGRID CONTROL APPROACH

This section details the control strategies for the power 
converters in the microgrid. The systematic control is devised 
to enable decentralized operation with no interaction among 
different microgrid entities, hassle-free modular expansion 
without any variation in the control strategies, and improved 
quality DFIG stator currents, AC subgrid voltages and grid 
currents even amidst abnormal AC load scenarios.     

A. Control Strategy for Interlinking Converter (ILC)

The interlinking converter (ILC) control strategy is shown
in Fig. 2. The ILC control is utilized for ensuring continuous 
voltage at the AC subgrid irrespective of the connection/ 
disconnection status of the DFIG units. Moreover, it enables 
balanced and sinusoidal voltages at AC subgrid at abnormal 
(unbalanced and non-sinusoidal) AC load scenarios. 

In the control strategy, initially, the reference AC subgrid 

voltages (vlabc
*) are generated as follows. 

( )
( ) ( )

* * * * *

* * * * * *
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ilc la pk ilc
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v V v V

θ π θ

θ π θ π

= =
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 (1) 

Here, Vpk* and f* are the amplitude and frequency for the 

reference phase voltages. Thereafter, these reference voltages 

are compared with sensed AC subgrid voltages (vlabc). The 

computed error signals (vleabc) are stated herein as follows. 
* * *,  ,    .lea la la leb lb lb lec lc lcv v v v v v v v v= − = − = −    (2) 

The proportional resonant (PR) regulators with centre 

frequency ωc as per rated f* and with appropriate bandwidth 

ωbw are utilized for minimizing these error signals. The output 

of the PR regulators form the reference ILC currents (iilcabc
*) 

which are mathematically represented as follows. 

( ) ( )*
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ω
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These reference currents are then processed along with 

sensed ILC currents (iilcabc) for ILC gate signal generation. 

B. Control Strategy for Rotor Side Converter (RSC)

The control strategy for RSC of the nth-DFIG is shown in

Fig. 3. As per the connection status of nth-DFIG (SSSTS-n=0/1), 

the rotor current control loops are categorized as follows. 

• Rotor current control loops for nth-DFIG stator connected
mode (SCM–SSSTS-n=1): These enable operation of the nth-
DFIG at its maximum wind power operation point,
meanwhile, ensuring generator excitation through the rotor.

• Rotor current control loops for nth-DFIG stator disconnected
mode (SDM–SSSTS-n=0): In this operation mode, rotor
current control loops are activated only if the nth-DFIG
regains the possibility for wind power generation (Ssgnl-n=1).
The current loops act to minimize the errors in frequency,
phase angle and amplitude of nth-DFIG stator voltages
(vsabcn) with those of the AC subgrid voltages (vlabc).
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Stator flux orientation is utilized for control of the RSC. 

The slip angle for nth-DFIG (θrn) is thus estimated as follows. 

.rn sn mnθ θ θ= −                   (4) 

Here, θsn and θmn represent the stator flux angle and rotor 

position of the nth-DFIG. This slip angle is maintained same 

during both the SCM and SDM of operation.   

The maximum power tracking (MPT) of the nth-DFIG is 

ensured through regulating its rotor speed (ωmn) at the 

reference speed (ωmn
*) obtained from optimal tip to speed 

ratio scheme. The speed error (ωmen) and the resultant rotor 

current reference (IrqnC
*) obtained are summarized as follows. 

* *
;  .men mn mn rqnC p men i menI k k dtω ωω ω ω ω ω= − = +          (5)

The rotor current loop tasked at providing the necessary 

excitation current for the nth-DFIG is obtained as follows.  

( ) ( ) ( )* * *
2 ;   2 3 .mn mn rdn pk mnX f L I V Xπ= =    (6) 

Here, Lmn is the magnetizing inductance of the nth-DFIG. 

The selection criterion for the current control loops (either in 

SCM or SDM) is decided from the following relation. 
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Here, fne, θne, and Vne are errors in frequency, phase angle, 

and amplitude between AC subgrid voltages and nth-DFIG 

stator voltages. Seamless interconnection of nth-DFIG with 

the AC/DC microgrid is ensured through minimizing these 

errors within pre-determined threshold values fth, θth and Vth. 

C. Control Strategy for Stator Side Converter (SSC)

SSC control is governed as per modified champernowne
function based adaptive filter (MCF-AF). The control strategy 
is portrayed in Fig. 4. The strategy enables a phase locked loop 
(PLL)-free control operation and necessitates just the unit 
sinusoids of the AC subgrid voltages. These unit sinusoids 
(uwabcn) are obtained from sensed AC subgrid voltages at the 
terminals of nth-DFIG (vwabcn) as follows. 

( )2 2 22 3.pkn wa wb wcV v v v= + +   (8) 

;  ;  .wan wan pkn wbn wbn pkn wcn wcn pknu v V u v V u v V= = =    (9) 

Now, based on computed uwabcn, the stator currents (isabc) 
are processed as per the MCF-AF expressions as follows [10]. 
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( ) ( ) ( ) ( ).s s w se r i r u r w r= − ×  (11) 

( ) ( ) ( ) ( )1 1 1 1 3.savg sa sb scw r w r w r w r + = + + + + +     (12)

Thereafter, the average weight (wsavg) is collectively used 
along with the weight component derived from the DC-link 
voltage PI regulator to compute the weight component wwn

*. 
This DC-link (Vdcn) is local to each DFIG unit, and is regulated 
at the pre-set reference voltage (Vdcn

*) value. The component 

wwn
* is then further used to compute the reference currents 

iwabc
* for generating gate pulses for the SSC. The remaining 

expressions for the SSC control are summarized herein. 
* ;  .dcen dcn dcn dcn pdcn dcen idcn dcenV V V w k V k V dt= − = +     (13) 

* * *;   .wn dcn savgn wabcn wn wabcnw w w i w u= + =    (14) 

D. Control Strategy for Grid Side Converter (GSC)

The major objective of the GSC control is to provide a
regulated grid power flow. This facilitates the injection of 
smoothened active power to the grid irrespective of variation 
in power outputs from various DFIG units, SPV array units, 
and AC/DC loads. Meanwhile, the control strategy is also 
equipped to enable a regulated reactive power injection at the 
grid, in case, the grid supportive contingencies are required. 
Similar to SSC control, the GSC control strategy (shown in 
Fig. 5) is devised without having the need for a dedicated PLL. 
This greatly reduces the controller computational burden. 

Here, two sets of unit sinusoids are necessary for the 
reference grid currents (igabc

*) generation. One set of unit 
sinusoids (ugpabc) are in-phase with the grid voltages (vgabc), 
while, the other set (ugqabc) are in-quadrature with vgabc. The 
expressions for computation of these components are as, 

( )2 2 22 3.gpk ga gb gcV v v v= + +   (15) 

;  ;  .gpa ga gpk gpb gb gpk gpc gc gpku v V u v V u v V= = =   (16) 
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These sets of unit sinusoids are then utilized for reference 
currents generation as follows. 

* * * * * * *
;   ;   .gabcA gA gpabc gabcR gR gqabc gabc gabcA gabcRi w u i w u i i i= = = +  (18) 

Here, wgA
* and wgR

* are the weight components estimated 
as per the pre-determined reference active (Pg

*) and reactive 
(Qg

*) grid power for enabling regulated power functionality. 
The expressions for their computation are stated herein. 

( ) ( ) ( ) ( )* * * *2 3 ;   2 3 .
gA g gpk gR g gpk

w P V w Q V= =   (19) 

These expressions in (18) and (19) are jointly utilized for 
generation of gate signals for GSC. It is noteworthy that, gate 
signals for the GSC control are disabled once a grid outage is 
detected (Gsgnl=0), and is reactivated only upon the grid 
recovery (Gsgnl=1).  

E. Control Strategies for DC-DC Power Converters

The DC-DC power converters are utilized for various
purposes in the AC/DC microgrid. Their control strategies (see 
Fig. 6) are described in detail herein. 

• DC-DC Boost Converter for mth-SPV Array (BTC-m): It is
utilized for maximum solar power extraction. A perturb and
observe algorithm, which requires the sensed mth-SPV array
voltage (Vpvm) and current (Ipvm) as inputs, is used for duty
cycle generation.
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• Bidirectional DC-DC Converter (BDC): It operates to
regulate the DC subgrid voltage (Vdc) at its reference value
(Vdc

*), and thereby, maintains the power balance in the
microgrid through controlled charging/discharging of BES.

• DC-DC Buck Converter (BKC): It operates to regulate the
low voltage DC bus (Volv) at its reference voltage (Volv

*).

• Bidirectional DC-DC Converter for EV loads (BEC): It
operates to provide a bidirectional integration interface for
the EV loads, and is functionally adept at both EV charging
as well as EV to microgrid (V2M) power flow modes.

IV. RESULTS AND DISCUSSION 

The validation of AC/DC microgrid operation and its 
control is performed through MATLAB simulations. The 
parameters of AC/DC microgrid that is modelled in MATLAB 
are provided in Table-I.   

The uninterrupted load power and seamless transition 
functionalities of multi-source AC/DC microgrid are verified 
in Fig. 7. Mode transition related disturbances are introduced 
both in the AC subgrid as well as in the DC subgrid. In the AC 
subgrid, the transitions are administered in DFIG-1 and DFIG-
2, meanwhile, DFIG-3 operation remains continuous. At the 
DC subgrid, the transition is administered in the form of grid 
outage and recovery. Despite the mode transitions, the AC 
subgrid voltage (vla) as well as the AC load current (ila) are 
maintained uninterrupted. 

All the DFIG units are initially in the connected state. 
Then, DFIG-1 and DFIG-2 are disconnected at time 3s and 5s, 
respectively, as soon as the Ssgnl-1 and Ssgnl-2 signals are turned 
‘low’. The respective rotor currents (ira1, ira2), stator currents 
(isa1, isa2), and stator voltages (vsa1, vsa2) are interrupted as soon 

as the DFIGs are disconnected (SSSTS-1=0, SSSTS-2=0). It is 
interesting to observe that, despite these sudden variations, the 
operation of DFIG-3 remains (see waveforms of isa3, ira3) 
unaffected. After certain periods of disconnection, the Ssgnl-1 
and Ssgnl-2 are turned ‘high’ at time 8s and 6s, respectively, for 
initiating the reconnection process of DFIG-1 and DFIG-2 
with the microgrid. During this reconnection process, the 
individual RSC are initially activated to operate in the SDM. 
During this mode, the rotor current control loops induce the 
stator voltages in accordance with already imposed voltages at 
AC subgrid. Upon effective matching of the two voltages, 
DFIG-1 and DFIG-2 are seamlessly reconnected as shown in 
the figure. The power variations due to DFIG related operating 
mode changes are reflected in the ILC current (iilca) as well as 
in BES current (Ib). 

The utility grid mode transitions related with grid outage 
(Gsgnl=0) and recovery (Gsgnl=1) are administered at time 7s 
and 4s, respectively. Upon grid outage, the GSC is turned OFF 
and grid voltage (vga) as well as current (iga) are interrupted. 
No transients in other microgrid entities are observed during 
this grid outage scenario. Meanwhile, upon grid recovery, the 
GSC is turned ON. Consequently, the iga and vga appear. It is 
noteworthy that, power variations due to these transitions at 
the DC subgrid, are reflected only in the BES current whereas 
no effect is seen in the ILC current. 

Now, Fig. 8 verifies the regulated power flow functionality 
of the AC/DC microgrid amidst varying power conditions in 
the system. Here, the GSC is controlled to inject a smoothened 
power of 30kW to the grid. It is observed from the figure that, 
despite the power variations in the entities integrated at the AC 
subgrid (DFIG-1, DFIG-2, and DFIG-3 wind speed changes 
as well as AC load change) and the DC subgrid (SPV array-1, 
SPV array-2, and SPV-array-3 solar irradiations changes as 
well as DC load changes), the injected grid current iga remains 
constant. The microgrid intermittencies are reflected at the Ib.  

The enhanced power quality features of the multi-source 
AC/DC microgrid control approach are verified from Figs. 9 
and 10. Fig. 9 showcases the balanced and sinusoidal 
operations of AC subgrid voltages (vlabc), DFIGs’ stator 
currents (isabc1, isabc2, isabc3), and grid currents (igabc) despite the 
abnormalities (unbalanced and nonlinearity) in the AC load 
currents (ilabc). The ILC provides the necessary currents to 
compensate the load abnormality, as it is evident from the ILC 
current (iilcabc) waveforms. The power quality indices of the ila, 
vla, isa1, and iga are displayed in Fig. 10. The total harmonics 
distortion (THD) in the vla, isa1, and iga are observed to be 
within satisfactory limits.    

V. CONCLUSION

This paper has presented the operation and control of 
multi-source AC/DC microgrid with a modular configuration 
consisting of n-units of DFIG-based WECSs and m-units of 
SPV arrays. The operational scheme has focused on the 
uninterrupted load power and seamless mode transition 
functionalities. Meanwhile, an MCF-AF based control 
approach has been developed to enable regulated grid power 
flow. The devised strategy has adopted the decentralized 
approach, thereby, eliminating the control interactions among 
different microgrid entities. Moreover, enhancements in the 
microgrid power quality amidst abnormal load conditions has 
also been inculcated. The microgrid operational and control 
features have been verified using Matlab-based simulations, 
and the results have demonstrated satisfactory performance.   

REFERENCES 

[1] G. Melath, S. Rangarajan and V. Agarwal, “ Novel Control Scheme for
Enhancing the Transient Performance of an Islanded Hybrid AC–DC 
Microgrid,” IEEE Trans. Pow. Elect., vol. 34, no. 10, pp. 9644-9654, 
Oct. 2019. 

TABLE I.  ELECTRICAL PARAMETERS FOR SIMULATION STUDY 

Parameter Value Parameter Value 

3ϕ-Utility 

Grid 
Vg 415V Frequency 50Hz 

DFIG and 

Wind Turbine 

(3 units) 

Ps 55kW Ls=Lr 16.9mH 

Vs 415V Rs=Rr 0.08Ω 

Frequency 50Hz Lm 16mH 

Poles 4 slipmax 0.3 

Pturbine 71.5kW Vw_rated 12m/s 

SPV Array 

(3 units) 

Vpv_OC 705V Vpv_MPPT 568V 

Ipv_SC 98.16A Ipv_MPPT 91.8A 

BES Vb 480V Ahb 1250Ah 

Base Loads 
EV (480V) 10kW LVDC (480V) 5kW 

AC (415V) 50kW MVDC (720V) 10kW 

*

oLVV

oLVV
lvdcPI

*

dcV

dcV dcPI

*

bI

bI bPI

*

evV
evV

VevPI *

evI

evI IevPI
*

V2M evP V

Fig. 6 Control stratgies for bidirectional DC-DC converter, buck converter, 

nth-boost converter, and bidirectional EV charging converter. 



[2] S. Das and B. Singh, “Mitigating Impact of High Power Ramp Rates in 
Utility Grid Integrated Wind–Solar System Using an RLMAT
Adaptive Control Strategy,” IEEE Trans. Ener, Conv., 2022, (Early 
Access) doi: 10.1109/TEC.2022.3192994. 

[3] M. Singaravel and S. Daniel, “MPPT With Single DC–DC Converter 
and Inverter for Grid-Connected Hybrid Wind-Driven PMSG–PV 
System,” IEEE Trs. Ind. Elc., vol. 62, no. 8, pp. 4849-4857, Aug. 2015. 

[4] E. Soares, C. Jacobina, V. Melo, N. Rocha and E. Silva, “Dual 
Converter Connecting Open-End Doubly Fed Induction Generator to a 

DC-Microgrid,” IEEE Trans. Ind. Appli., vol. 57, no. 5, pp. 5001-5012, 
Sept.-Oct. 2021. 

[5] Y. He, M. Wang and Z. Xu, “Coordinative Low-Voltage-Ride-Through 
Control for the Wind-Photovoltaic Hybrid Generation System,” IEEE 
Jr. Emer. Sel. Topics Pow. Elect., vol. 8, no. 2, pp. 1503-1514, June 
2020. 

[6] R. Wandhare and V. Agarwal, “Novel Integration of a PV-Wind 
Energy System With Enhanced Efficiency,” IEEE Trans. Pow. Elect., 
vol. 30, no. 7, pp. 3638-3649, July 2015. 

 Fig. 7 Verification of uninterrupted load power and seamless transaition functionalities of multi-source AC/DC microgrid. 

-300
0

300

-40
0

40

-100
0

100

-80
0

90

variations in ILC current only during AC subgrid (DFIG operating mode change) disturbances

variations in BES current during both AC subgrid (DFIG mode change) and DC subgrid (grid outage/recovery) disturbances

Variations in microgrid currents due to disturbances at AC and DC subgrids

Continuous supply for AC loads despite disturbances at AC (DFIG mode change) and DC (grid outage/recovery) subgrids

G
sg

n
l

v
g

a

(V
)

i g
a

(A
)

0

1

-80
0

80

0

1

-300
0

300

-40
0

40

Disturbances at AC subgrid related to DFIG-1 disconnection/reconnection

signal to disconnect DFIG-1 stator signal to initiate reconnection DFIG-1 stator

RSC-1 turned OFF, thus, rotor current interrupted

RSC-1 turned ON, thus, rotor current appears

seamless disconnection of DFIG-1 stator seamless reconnection of DFIG-1 stator

stator voltage interrupted

stator voltages induced

stator current interrupted

stator current appears

S
sg

n
l-

2

i ra
2

(A
)

S
S

S
T

S
-2

v
sa

2

(V
)

i sa
2

(A
)

i sa
3

(A
)

i ra
3

(A
)



[7] S. Das and B. Singh, “Coordinated Control for Performance 
Enhancement of an Islanded AC/DC Microgrid With Uninterrupted 
Power and Seamless Transition Capabilities,” IEEE Trans. Ind. Appli., 
2022, (Early Access) doi: 10.1109/TIA.2022.3182937. 

[8] Y. Shan, J. Hu, K. Chan, Q. Fu and J. Guerrero, “Model Predictive 
Control of Bidirectional DC–DC Converters and AC/DC Interlinking 
Converters-A New Control Method for PV-Wind-Battery Microgrids,” 
IEEE Trans. Sustain. Ener., vol. 10, no. 4, pp. 1823-1833, Oct. 2019. 

[9] E. Naderi, B. K. C., M. Ansari and A. Asrari, “Experimental Validation 
of a Hybrid Storage Framework to Cope With Fluctuating Power of 
Hybrid Renewable Energy-Based Systems,” IEEE Trans. Ener. Conv., 
vol. 36, no. 3, pp. 1991-2001, Sept. 2021. 

[10] K. Kumar, S. Bhattacharjee and N. George, “Modified Champernowne 
Function Based Robust and Sparsity-Aware Adaptive Filters,” IEEE 
Trans. Ckts. Sys. II: Exp. Brfs, vol. 68, no. 6, pp. 2202-2206, June 2021.

Fig. 9 Verification of enhanced power quality in AC/DC microgrid. 

 Fig. 8 Verification of regulated power flow functionality of multi-source AC/DC microgrid. 
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Abstract—This paper proposes a new converter configuration 

for the direct integration of large-scale solar photovoltaic plant 

(LSPV) with a medium voltage (MV) grid (Typically 11 kV). 

This modular multilevel converter topology uses four cells in 

each phase to have seventeen levels in pole voltage. Each module 

has two PV sources with six switches to generate (0, +Vpv, +2Vpv, 

+3Vpv, +4Vpv). The converter controls the solar power flow in

closed loop and feeds it to the grid with improved power quality

(perfectly meeting the IEEE grid code 519). The PV end control,

decoupling end control and switching end control are detailed.

Moreover, the converter modules for each phase are switched at

fundamental frequency using a round function based nearest

level switching scheme (NLSS). The converter is tested with a

change in solar profile. The results are presented with a

professional MATLAB tool showing that large-scale power is

transferred to MV grid perfectly with new configuration.

Keywords—Cascaded Converter, Medium Voltage, Power 

Conversion, Fundamental Frequency Modulation  

I. INTRODUCTION

Large-scale solar photovoltaic plants (LSPVs) are encouraged 
due to clean energy reforms of the federal government [1]-[3]. 
The cost has been reduced for the PV panels with time. This 
made easier for the government to expand the capacity to 
megawatts and gigawatts. Solar PV plants demand has grown 
dramatically with various new technology advancements. The 
large-scale integration of power is the need of the hour. 
Solar energy is available in abundance; therefore, large farms 
and non-fertile lands are being covered for the system 
installation. Operating and maintenance costs are lesser for 
these plants due to the easy power generation with solar 
photovoltaic cells. Fig. 1 shows different methods to integrate 
the solar plant with the power grid. A: represents multi-
inverter model, which converts power with separate inverter 
stacks. These inverters are connected at common PCC with a 
bulky medium voltage transformer. The substation connects 
the circuit to the grid with essential protective components. B: 
represents the extra stage of DC-DC converters to regulate 
each solar stage. The boosted voltage is fed to the central 
inverter, which performs the power conversion. Three stages 
of conversion in this conventional approach lead to complex 
control and efficiency concerns. Due to aforesaid issues, direct 
integration using DC-AC modular cascaded converters is 
advised with minimum conversion stages. 

Due to the demand for solar power conversion at large-
scale, the high power converters have become vital for 
efficient grid integration. It is essential to track the heating 
temperatures for these converters [4]. Higher loss causes 
insulation breakdown and thermal damage that impacts power 
conversion efficiency for large-scale solar plants. Cooling 
arrangements are important perquisites for safe operating 
temperature in large- scale power plants.  Converter plays 
important role in conversion process with switching logic. 
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Fig. 1 Different modes for LSPV integration at MV level. 

The small-scale system employs the low rating devices. The 
efficiency is more affected due to large-size filtering 
components. To have more power the small-scale converter is 
to be connected in parallel. The paralleling of the converters; 
leads to various issues in terms of circulating current. 
Therefore, instead of paralleling the cascading of the converter 
in series to have a common current and high power operation 
is utilized in large-scale power plants. Cascaded converters 
have the advantage of less voltage stress, proper division of 
power in a modular way, scalable power generation, and 
improved power quality with a better voltage profile.  
The voltage profile in cascaded converters is staircase, which 
reduces the harmonics with more number of steps (near to sine 
wave) [5]-[7]. The harmonic standards of high power large-
scale plants are to be considered for healthy grid. 
A specific harmonic elimination technique for modular 
multilevel converters is introduced in [8]. It mentions the 
harmonic profile of converter voltage with nearest level 
switching, improved nearest level method, and selective 
harmonic switching schemes. Moreover, circulating current 
issues are mitigated with the fuzzy method, which may have 
complex control for the cost-effective operation of industrial 
controllers.  
 Researchers have reported other solutions like magnetically-
linked multi-pulse transformers-based power conversion. 
These transformers need accurate and precise design rules
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Fig.2 Proposed cascaded converter based MV integration.  

and makes the system bulkier. The cooling and maintenance 
of the transformer add on the cost of operation. Due to the 
aforementioned issues, a transformerless cascaded converter 
approach for direct integration of large-scale plants is 
preferred. The converters are symmetric or asymmetric based 
on the voltage ratio among the source used in a single module. 
The combinations like binary increase the levels and power 
level with improved power quality. However, power 
distribution is different as compared to the symmetric 
modules. An asymmetric converter is reported in [9], which 
solves the stress of the switches and reduces the losses. 
However, DC component in the arm current is a challenging 
issue. Moreover, these converters have a floating capacitor for 
each half-bridge cell. It needs complex control to handle the 
sorting algorithms. The topologies like H bridge, which 
doesn’t have a floating capacitor, are more used for large-scale 
solar applications. However, a modified topology is 
introduced in [10], which utilizes high-frequency transformers 
to interface converters with medium voltage grids. The 
conversion stages are increasing, and the high frequency 

electromagnetic interference is the main concern in such 
systems. The capacitor-switched multilevel converter is 
proposed in [11], which has modified the modular multilevel 
converter with T type and neutral clamped nested modules. 
The clamped diodes and component count are more in such 
topologies [12]-[15]. At higher ratings, the components' cost 
is more, and reduced count topologies are to be considered. 
Moreover, capacitor sizing and design consideration become 
vital in such conditions. Aforesaid issues that motivate a new 
topology of the large-scale plant is presented in this work (see 
Fig. 2).  
In this paper, a new voltage source converter is proposed for 
direct integration of large-scale solar plant (3 MW, 11kV). 
The system model and operation is discussed with the proper 
switching states of the converter. This converter utilizes 
maximum power algorithms with decoupling control to feed 
power to the MV grid in the dynamic irradiance profile. The 
converter switching frequency is fundamental to have better 
efficiency. Power quality improvement is made within the 
harmonic limits for large-scale plants with proposed topology. 



II. SYSTEM DESIGN AND OPERATING MODES

Four modules (M1a-M4a) in each phase are considered in each 
phase to generate seventeen (0 to +16 Vpv) levels in pole 
voltages (VXO, VYO, VZO). For N series connected modules, 
VXO is represented as,  

 
1

,
N

XO Mgx

g

V V where x=a,b,c
=

=  (1) 

Each module has two PV arrays with asymmetric voltage 
ratios. In the first module of phase A, V2a is three times of V1a. 
Similarly, the lower PV array of each module is thrice of the 
upper array stack. In total, 24 switches are used to generate 
seventeen-level pole voltage.  

A. Design of Seventeen Level LSPV plant

The total power of 3MW (1 p.u.) is considered for a large scale 
plant. To design the system, per phase power of 1 MW is 
distributed among the four modules. Each PV array module is 
responsible for 250 kW power conversion. The PV array 
voltage is decided as per the DC link capacitor voltages. The 
voltages for upper and lower PV array in each power module 
are estimated as [5], 

      0.612 ( 1)
gab i d

V b k V= −                                (2) 

Here, Vgab is grid line voltage, bi is modulation index, k is the 
level count in the VXO and Vd is the DC-link voltage. From 
(2), for bi=0.9, PV array voltages are obtained as V1a=1250 V, 
and V2a=3750 V., The total sum of the DC link voltage of 
power modules (per phase), is 20 kV, which is 1.8 times the 
grid line voltage (i.e. 11 kV). 

B. Level Selection Criteria

Higher levels are vital for integrating solar plant directly to

the MV grid. Table I shows the level ranges and the PV array

voltage requirements. The seven-level is ideal for 3.3 kV with

better power quality over the minimum available five levels.

It is to be noted that at least seven levels in converter phase

voltage are needed for 6.6 kV grid. The power quality is

better with higher levels. It is observed that the converter

design goes up to 21 levels for 11 kV grid. However, 17 level

gives the promising power quality. The DC link voltages for

each selected level are calculated using (2).

C. New power module and operating modes

Table II shows the switching states of the proposed converter.
It has 0 to +16 levels in phase voltage. The proposed
seventeen-level (per phase) large-scale plant is designed from
the cascaded arrangement of the new module (see Fig. 3). The
new power module has six switches and two PV sources in 1:3
voltage ratio. Here, four modules are taken to have new
cascaded converter. Table II shows the operating modes for
seventeen levels in VXO (converter voltage). Total switching
combinations produce 0 to +16 levels in the phase voltage. To
have 16th level (see Fig. 4(a)), for the module (I) with output
voltage VM1a, switches Ta1, Ta4 and Ta6 are turned ON. Fig.
4(b) shows the mode zero, which switches on (T2a, T3a, Ta8,
Ta9, Ta14, Ta15, Ta21, Ta23). It is to be noted that, Ta5 acts a
bypassing branch for source V1a. The seventeen-level output
equation Vxo is given as,

 1 2 3 4XOa M a M a M a M aV V V V V= + + +   (3) 

Similarly, for phase b, VYO is given as, 

 1 2 3 4XOa M b M b M b M bV V V V V= + + +  (4) 

For phase C, the summation of each module is given as, 

 1 2 3 4XOa M b M b M b M bV V V V V= + + +   (5) 
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TABLE I 

LEVEL RANGE AND DC-LINK VOLTAGE REQUIREMENTS 

Utility 

Grid 

Level 

Ranges 

Selected 

Level 

Calculated DC Link Voltage  

3.3 kV 5-9 7 998.54 V≈1000 V 

6.6 kV 7-15 11 1198.25 V≈1200 V 

11 kV 9-21 17 1248.18 V≈1250 V 

22 kV 11-33 25 1664.24 V≈1665 V 

33 kV 15-55 35 1711.79 V≈1720 V 



TABLE II 

VOLTAGE LEVELS AND SWITCHING  STATES

Level 0 +1 +2 +3 +4 +5 +6 +7 +8 +9 +10 +11 +12 +13 +14 +15 +16 

Ta1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 

Ta2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 

Ta3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

Ta4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 

Ta5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

Ta6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 

Ta7 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 1 1 

Ta8 1 1 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0 

Ta9 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 

Ta10 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 

Ta11 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 

Ta12 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 

Ta13 0 0 0 0 0 1 0 0 1 1 1 1 1 1 1 1 1 

Ta14 1 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 

Ta15 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

Ta16 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 

Ta17 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 

Ta18 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 

Ta19 0 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 

Ta20 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

Ta21 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Ta22 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

Ta23 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Ta24 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

III. GRID-TIED CLOSED LOOP CONTROL

To understand the control, the schematic of the grid interface 
medium voltage converter is shown in Fig. 5. The multilevel 
converter line voltages are VXY, VYZ, VZX. The grid side line 
voltages are VAB, VBC and VCA. Being the interfacing elements 
as Lga with parasitic resistance Rga, the equations for each 
phase are written as, 

 (2 )
XO An g ga a a ga

V V j f L i i Rπ= + +   (6) 

 (2 )
YO Bn g gb b b gb

V V j f L i i Rπ= + +  (7) 

 (2 )
ZO An g gc c c gc

V V j f L i i Rπ= + +  (8) 

where fg is the grid frequency. This large-scale converter 
requires several control blocks for proper grid-tied operation. 
These are PV power tracking control, module DC-link control, 
power decoupled control and nearest level control. 

A. PV Power Tracking Control

The individual power modules (M1a-c-M8a-c) have two 
maximum power point tracking (MPTT) system. The 
reference voltages are in a ternary manner. DC link voltage 
(V1a) is tracked at maximum PV voltage at 1250 V (1 p.u.) and 
(V2a)  at 3750 V (3 p.u.). Fig. 6 shows the solar power 
characteristics for V1a module at different irradiances (1000 to 
200 W/m2). Similar variation is seen for the modules V3a, V5a, 
V7a. The power rating of ternary modules (V2a, V4a, V6a and 
V8a) is higher due to the three times higher maximum PV 
voltage. The PV rating of the array is obtained as, 

( ) I ( )
Ma c mpp a c mpp a c

P V M M− − −= ×  (9) 

where PMa-c is the power of array in converter module, Vmpp and 

Impp are the maximum PV voltage and current magnitude.   
Power tracking is done with perturb and observe algorithm, 
which works in single-stage control. It signifies that each 
MPPT algorithm generates the reference voltage signal for the 
DC-link PI controller. Fig. 7 shows the MPPT controllers for
the twelve modules for the proposed LSPV system. These
controllers ensure perfect MPP tracking and maximum power
harvesting from each solar PV array.
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Fig. 5 Circuit schematic of PV converter and grid.  

Fig. 6.  Solar array characteristics, M1a: (Vmpp of 1250 V). 

B. Module DC-link Control

Sensed DC link voltages are summed up together to obtain 

the total DC link voltage at the sensed terminals. The PI 

controllers are employed to track the error and balance the 

DC link voltage to the reference voltage given by the MPPT 

algorithm. Fig. 8 shows the DC-link controller schematic. 

Net active component is the difference of the peak grid 

current and loss component.  The PI controller expression is 

given as, 

( ) ( 1) ( ( ) ( 1)) ( )
loss loss p vT vT i vT

I c I c k c c k c= − + Ε − Ε − + Ε (10)



C. Power Decoupled Control
The decoupled dq frame controls the active and reactive power
independently. Fig. 9 shows the decoupled power control for
the large-scale converter. The PI controller takes the input of
d axis currents, which have reference and sensed components.
The reference comes from the DC-link single stage control (as
in Fig. 8). A separate PI controller controls the reactive current
error. The output signal ud is added with the d axis grid voltage
and compensated drop of d axis based on Lg. In similar
manner, the q axis output signal is added with the
compensated term and q axis voltage. This addition yields
reference d axis and q axis voltages. These are converted into
AC three-phase signals as ra. rb and rc. These reference signals
are the modulating waves that govern the power flow by
adjusting the modulation index. These are fed to the switching
control for pulse generation.

D. Nearest Level FFS Control
This simplest technique utilizes the nearest round function to
test the level stage and switches the converter at fundamental
frequency switching (FFS). First most, the level half point
(LH) is calculated. It is given as[5],

( )
{ }

1
, 17

2

L

H L

T
L where T

−
= =  (11) 

Next, the level inverse is calculated as, 

1
I

H

L
L

=  (12) 

The obtained reference signals are divided by factor obtained 
in (12). This gives the quotient for nearest level modulation 
(NLM). It is given as [5], 

, { , , }
NLM

m m

I

r
K m a b c

L
= ⇐   (13) 

To find the nearest level, the round value of the quotient is 
calculated as [5], 

 ( ), { , , }
NLM

mround K for  m a b cε = ⇐               (14) 

The obtained values are compared in level bands to switch the 
converter as per the rule stated in Table II.  

IV. RESULTS AND DISCUSSION

The LSPV system is executed in a professional tool i.e. 
MATLAB\Simulink. The system is designed for grid-tied 
mode as per the specification shown in Table III. The 
converter output voltages are recorded at constant irradiance.  
Fig. 10 shows the steady state performance of each module in 
terms of output converter voltages. For DC side base voltage, 
the peak is 1 p.u.; therefore, four modules are distributed to 
have 0.25 p.u. magnitude. The addition of four voltages gives 
the net seventeen-level pole voltage, as shown in Fig 11. Fig. 
12 shows the system performance of the cascaded converter 
in constant and variable solar conditions. Fig. 12 (a) shows the 
converter line voltage and its zoom view with a balanced grid 
current. The quality currents are injected in the grid. Balanced 
voltages are observed in the grid, which shows smooth power 
flow with improved power quality.  
Fig. 12(b) shows that the power reduces to half of the rated 3 
MW value to 0.5 p.u. i.e. 1.5 MW. This is tested under 
irradiance fall from 100% to 50% value. The converter 
performs smoothly in dynamic conditions. Moreover, the 
results and observations are recorded with irradiance rise (200 
to 400 W/m2) in Fig. 12 (c). The power increases and the grid 
current amplitude rises smoothly. The harmonics decide the 
quality of currents. Fig. 13 shows that the THD of grid current 

Fig. 7.  Individual MPPT tracking and reference voltage generation. 

Fig. 8.  DC-link balancing and d axis current generation. 

Fig. 9.  Power decoupled control 

Fig. 10. Simulation Result: Power module (phase A) output voltage (p. u.) 
waveforms.  

Fig. 11. Simulation Result: Phase A output pole voltage VXO (p. u.). 

is 2.05% and the converter voltage THD is 3.01%. Both the 
harmonic measurements meet the IEEE 519 standard. 
Proposed large-scale converter shows perfect results in 
varying solar power. 

V. CONLCUSIONS

A new power module-based large-scale converter is proposed 
for medium voltage direct integration. The power module is 
new and employs a lesser number of switches as compared to 
CHB, NPC topologies. This cascaded converter is extendable 
to N number of levels. The asymmetric approach gave 
seventeen levels in phase voltage. The line voltage of the 
cascaded converter has given superior harmonic performance 
and met the 5% limit of IEEE. The operating modes and 
closed loop decoupled control are explained in details. FFS 
switching made it an ideal converter for large-scale power 
conversion. The new LSPV system converter operates 
perfectly in varying insolation. 



(a)                        (b)       (c) 
Fig. 12. Results with various solar profiles (a) at 1000 W/m2 (b) 1000 to 500 W/m2 (c) 200 to 400 W/m2. 

(a)    (b) 

Fig. 13. Harmonic results.  

TABLE III 

LSPV PLANT PARAMETERS 

Terminologies Values 

PV Power 3 MW (1.0) p.u. 

Each Module Power 250 kW (0.25 p.u.) 

Grid Voltage 11 kV (1.0 p.u.) 

PV Voltages 1250, 3750 V 

Per Phase DC voltage 20 kV (1 p.u.) 

Switching NLM-FFS 

Interfacing Inductor 0.20 p.u. 
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Abstract—This work presents flexible operation of interlinking 

converter in standalone and grid connected modes. The hybrid 

microgrid configuration is composed of AC and DC subgrids, 

where AC subgrid comprises of wind generation system, small 

hydrogenerator, local loads and utility grid. Besides, the DC 

subgrid comprises of PV panels and battery energy storage. These 

subgrids are adjoined using interlinking converter, which helps in 

the bidirectional exchange of power. The nonlinearity present in 

the local loads is extracted using a recursive maximum 

correntropy based second order Volterra filter. This allows the 

generator and utility grid currents to be harmonic free. The 

control approach is developed for the system such that the 

microgrid shifts seamlessly between both the standalone and grid 

connected modes. A reduced current sensor MRAS scheme is used 

for the estimation of rotor speed and position of doubly fed 

induction generator (DFIG). The hybrid microgrid is simulated on 

a MATLAB/Simulink platform to validate the modes of operation. 

Keywords—DFIG, distributed generators, hybrid microgrid, 

power quality, small hydro, standalone, utility grid, wind generation 

system 

I. INTRODUCTION

The increment in the AC and DC loads has shifted the 
motivation from the mainstream AC microgrid to hybrid AC/DC 
microgrids. Depending on the coupling, these microgrids are 
categorized as AC coupled microgrid, DC coupled microgrid or 
hybrid microgrids. Hybrid AC/DC microgrid utilizes the 
advantages of both the microgrids by reducing the number of 
power conversion stages and catering to both AC and DC loads 
depending on its type [1]-[2]. The DC coupled microgrid 
employed in [3] for instance is not suitable, as it increases the 
number of stages to connect the AC loads and AC based 
distributed generators. There are many challenges involved in 
the hybrid microgrid structure such as maintaining the AC and 
DC links voltage and frequency, synchronization with the utility 
grid, bidirectional exchange of power between the links, 
regulation of the reactive powers, operation in the standalone 
mode and power quality issues. The authors in [4] have proposed 
a flexible transfer converter (FTC) to operate in both the grid 
connected and islanded modes of operation by utilizing the FTC 
along with a bypass switch. This enables to achieve firm and soft 
connection by maintaining the proper coordination among the 
FTC and bypass switch. This allows smooth transfer of power. 
However, power quality in the hybrid microgrid has been 
overlooked, being the major area of concern. The voltages of the 
AC distributed generators may vary depending upon the 
generation. A droop based control scheme is used in [5] to 
analyze the relation between the voltages and the generation 
capacities. However, erratic conditions of the load may give rise 

to circulating currents, which may lead to failure of generation 
from these generators. Henceforth, in this work, a synchronizing 
switch is employed between the wind generation unit based on 
doubly fed induction generator (DFIG) and small hydro based 
distributed generator. This allows the generation from the WGS 
only when the synchronization quantities such as voltage, 
frequency and phase angles are met [6].  

The control of the rotor side converter of DFIG involves 
sensing speed of the rotor as well as position of the rotor. 
Utilizing encoder for the same can increase the cost. Estimation 
of rotor position has been carried out in [7]-[8]. Researchers 
have presented the modelling of DFIG in rotor reference frame 
[7] where the stator side is controlled using rotor tied DFIG. The
modelling of such a configuration becomes peculiar. Likewise,
the DFIG is modelled in synchronous reference frame in [8],
which utilizes MRAS based observer for the estimation of the
rotor speed and position. These schemes require three stator
current sensors and voltage sensors for the estimation. However,
this increases the computational cost of the system. This work
utilizes the MRAS scheme with reduced stator current sensor
such that only one stator current sensor of DFIG is required for
the same.

Yet another concern in the hybrid microgrid deals with the 

power quality issue. With the rising deployment of the 

nonlinear loads as well as inverter interfaced distributed 

generators, the harmonics injected into the utility grid has to be 

monitored [9]. Second order Volterra (SOV) filters have been 

employed for the identification of the nonlinearity in the system 

This improves the response of the system as the Volterra filters 

takes into account previous error i.e. apriority error [10]. This 

work utilizes a recursive method based on maximum 

correntropy second order based Volterra filter [11] to extract 

the fundamental component to be fed by the generators and 

utility grid. 

II. CONFIGURATION OF HYBRID MICROGRID AND 

MODELLING OF DOUBLY FED INDUCTION GENERATOR 

This section describes the configuration of the hybrid microgrid 

and modelling of DFIG in synchronous frame of reference. It is 

illustrated that only one stator current sensor of DFIG is 

required for the estimation of its speed. 

A. Configuration of Hybrid Microgrid

The hybrid microgrid configuration is illustrated in Fig. 1.
The power stage comprises of the interlinking converter, 
generator side converter, generator side converter, boost 
converter and bidirectional DC-DC converter. The interlinking 
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converter is used to interconnect the AC and the DC subgrids to 
transfer the power bi-directionally. The AC subgrid comprises 
of doubly fed induction generator (DFIG) based wind generation 
system (WGS), small hydro generator (SH) and utility grid 
(UG). The WGS is connected to the AC subgrid using the 
synchronizing switch, which allows to connect the WGS to 
connect when required. The stator of the DFIG is connected 
directly while the rotor is tied using the generator side and grid 
side converters. The SH unit generates constant power to supply 
it to the three phase nonlinear loads connected at the AC subgrid. 
A synchronizing switch is also utilized to connect/disconnect the 
three phase utility grid depending upon the availability. 
However, the DC subgrid consists of solar PV generator and 
battery energy storage system. A bidirectional converter helps in 
regulation of DC subgrid 

B. Modelling of DFIG in Synchronous Frame of Reference

The stator flux (ψsd) and currents in the synchronous (dq)
frame of reference as depicted in Fig. 2(a), can be expressed as, 
[12]. 

sd m msL iψ =  (1) 

( ) ( )1sd ms rdi i i τ= − +  (2) 

( )1sq rqi i τ= − +  (3) 

where, τ is the leakage factor given as, 21 m s rL L Lτ = −

The unit vectors required for the computation of the stator 
current are given as, 

( )2 2
sin

s

sq

s
s s

sd sq

v

v v
θ =

+
,

( )2 2
cos

s

sd

s
s s

sd sq

v

v v
θ =

+
 (4) 

The estimated stator current is then evaluated as, 

* *sin coss

sq sd s sq si i iθ θ= +
)

 (5) 

This estimated current along with the stator voltages and rotor 
currents of DFIG is used for the estimation of rotor speed and 
position of the DFIG as illustrated in Fig. 2(b) 

Fig. 1 Configuration of Hybrid AC/DC microgrid 
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III. FLEXIBLE CONTROL APPROACH FOR HYBRID 

MICROGRID 

The control approach for the hybrid microgrid is described 
in this section w.r.t the converters employed. The flexibility of 
the control allows the hybrid microgrid to operate in grid 
connected/disconnected and wind synchronized modes. 

A. Control Approach for Interlinking Converter (ILC)

The control for the interlinking converter (ILC) is
categorized depending upon the availability of the utility grid 
(Sg=0/1) as depicted in Fig. 3. The ILC works in the current 
control mode in the grid connected operation while it operates 
in the voltage control mode in the standalone mode. A recursive 
maximum correntropy (RMC) based second order Volterra 
(SOV) filter is used to extract the peak active component of 
current in the grid connected mode. The cost function for the 
same is given as, 

( )( ) ( ) ( )( )
1

exp
m

m k

m k k
k

J W d y
αµ λ−

=

= − −  (6) 

and ( ) ( ) ( ) ( )
T

m m m m
e d W x= − ; ( ) ( ) ( )1

T

m m m
y W x

−
=  (7) 

where, µ is the forgetting factor, λ and α are fixed values. WT
(m-

1) and x(m) are the weight component and input vectors given as,
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( ) ( ) ( )cos sin
T

N m N m N m
x

θ θ
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where, N denotes the length of the filter, p and q stand for the 
active and reactive constituents and θ is computed from PLL. 
Computing the gradient of (6) with respect to W(m) one gets, 

( ) ( ) ( ) ( )1m m m m
W W h e

−
= +  (12) 

where, h(m) is given as, 
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where, f(e(m)) is the weighted error function, which is used to 
suppress the noise from the fundamentally extracted load 
component. Putting (13) in (12) one gets, 
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Using (15), the peak constituents of load current and 
hydrogenerator currents are evaluated as, 
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The average for all the three phases of the load current (WpLavg) 
and hydro currents (Wphavg) is computed and the net component 
(Wp) is evaluated by adding PV feed forward (Wpvff) and battery 
feedforward (Wbff) constituents.  

p pLavg phavg pvff bffW W W W W= − − −  (18) 

The reference grid currents are computed using (18), by 
multiplying with the unit templates and are compared with the 
sensed grid currents to generate the switching signals in grid 
connected mode. The switching pulses for the ILC in standalone 
mode are evaluated by comparing the reference hydro currents 
with the sensed hydro currents as shown in Fig. 2. A 
synchronizer controller is used to harmonize the phase angles of 
the hydrogenerator (θhy) with that of the utility grid (θg) to 
generate a reference angle (θf). This is used to evaluate the 
reference voltages (v*

wa, v*
wb, v*

wc), which is compared with the 
sensed voltages (vwa, vwb, vwc) to generate the error. This is passed 
through proportional and resonant controller to generate the 
reference hydro currents (i*hya, i*

hyb, i*
hyc). The switching pulses 

are generated by passing the error between the references and 
sensed hydro currents to the hysteresis controller. 

B. Control Approach for Generator Side Converter

The control algorithm for the generator side converter is
depicted in Fig. 4. The mode of operation of generator side 
converter is dependent upon connection of wind generation 
system (Ss =0/1). It is controlled in the stator flux oriented mode 
so that the generator side converter compensates for the reactive 
power (Qs) requirement of the DFIG to generate the voltages at 
the stator of the DFIG by aligning the stator flux axis with d-
axis, while the phase matching of the wind generation system 
with the hydrogenerator is done using the quadrature component 
(idr). It is illustrated in Fig. 4, the rotor speed required for the 

extraction of peak power from the WGS is estimated using the 
stator flux based MRAS observer as described in section II. 

C. Control Approach for Grid Side Converter

The control approach for the grid side converter is illustrated in 
Fig. 5. The DC link voltage of the back to back converters is 
regulated by the grid side converter once the wind generation 
system is connected. Moreover, the power generated by the 
WGS is transferred to the loads by taking the active component 
of stator current to regulate the stator frequency in the standalone 
mode. However, in the grid connected mode, the grid side 
converter operates in the grid feeding mode and maintains the 
DC link voltage. For the unity power factor operation of the 
wind generator currents, the quadrature component is kept zero. 
The output (I*

wd) is then multiplied with the in phase unit 
templates and the currents generated (i*wabc) are compared with 
the sensed currents (iwabc) to provide switching pulses for GSC. 

IV. RESULTS AND DISCUSSION

Performance of the hybrid AC/DC microgrid is analyzed 
during transitions from grid connected to standalone modes and 
vice-versa and the system parameters are recorded.  

A. Performance of Hybrid Microgrid Transitioning from

Standalone to Grid Connected Modes

Performance of the microgrid while transitioning from 
standalone mode to grid connected mode is displayed in Fig. 6. 
The transition occurs at t=2.6s, (Sg=1) when the wind speed (vw) 
is 6.5m/s. The estimated and reference rotor speeds of DFIG 
corresponding to the wind speed are evaluated using the tip 
speed ratio. It can be seen that the frequency of the system (fs), 
voltage (vwa) and load current (iL) are not disturbed during the 
entire operation. The stator currents of the DFIG (is), wind 
generator currents (iw) and rotor currents (ir) are unperturbed at 
the instant of switching between the modes which depicts the 
robustness of the control algorithm. The nonlinearity of the load 
is compensated by the interlinking converter, which can be 
observed from its current waveforms (ic). The grid currents (ig) 
flow smoothly without any spike in the current and constant 

2 50slip rθ π θ= −
)

slip g rθ θ θ= −
)

rω
)

Fig. 4 Control approach for generator side converter  Fig. 5 Control approach for grid side converter 



power is fed from the hydrogenator (Phy) and PV array (Ppv). The 
excess generation is fed to the battery as depicted by battery 
current (ib). 

B. Performance of Hybrid Microgrid Transitioning from

Grid Connected to Standalone Modes

The performance of the microgrid while transitioning from grid 
connected mode to standalone mode is displayed in Fig. 7. The 
transition occurs at t=2.9s, as the grid failure occurs. The grid 
currents become zero as soon as the grid failure occurs and the 
microgrid operates in the standalone mode. However, the stator 
and rotor currents of DFIG are not disturbed and wind 
generation system continues to generate the power. As the grid 
is lost, in order to fulfill the load, demand the battery operates in 
the discharging mode, which depicts the bidirectional exchange 
of power. 

V. CONCLUSION

Flexible control for the hybrid microgrid  has been developed 

and verified on the MATLAB/Simulink platform. The control 
operation has been described briefly for the interlinking 

converter, generator side converter and grid side converter, 

which allows the microgrid to smoothly shift between the grid 

connected mode and standalone mode. The control technique 

based on second order volterra filter has been implemented and 

the effectiveness can be seen from the sinusoidal and balanced 
generator and utility grid currents. The results depict the 

bidirectional exchange of the power in hybrid microgrid which 

validates the flexible operation of the interlinking converter. 

Table-I enlists system parameters of all the distributed sources 

employed in the hybrid microgrid. 

TABLE I. SYSTEM PARAMETERS 

S.no. Parameter 

1. 
Utility Grid 

415V, 50Hz 

2. 

Wind Generation System (DFIG) 
Rated power – 11kW, voltage – 415V, frequency – 50Hz, pole 

pair – 2, inertia – 0.8kg-m2 

3. 
Small Hydro Generator (PMSG) 

Rated power – 3.7kW, voltage – 415V, frequency – 50Hz, p -

2, inertia- 0.033kg-m2 

4. 
Solar PV System (SPV) 

Rated power – 4.4kW, MPP voltage –587V V, MPP current- 

7.61A 

5.  
Battery Specification 

Rated voltage – 480V, capacity – 42Ah 

Grid connected mode

Fig. 6 Performance of hybrid microgrid transitioning from standalone to grid connected mode  
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Abstract—The parallel connection of inverters has some 

advantages like modularity and redundancy. Nevertheless, the 

connection in parallel of inverters produces circulating currents 

that cause adverse effects in the system. In this work, it is 

presented a control technique for the elimination of the 

circulating currents. In parallel inverters, the circulating 

currents agree with the zero-sequence component of the phase 

currents, so they are suppressed by controlling the zero-

sequence component of the phase currents of the inverters. 

Simulation results have been presented considering the 

connection in parallel of two 5 kW inverters connected in 

parallel in islanded mode. The results have been obtained by 

considering linear and non-linear AC loads.  

Keywords—control design, PI control, parallel inverter 

system, circulating currents 

I. INTRODUCTION 

The parallel connection of inverters has been applied in 
some applications since it has some advantages like 
modularity, higher power capacity, redundancy, easy 
maintenance, etc. [1]–[3]. However, the main problem of the 
connection in parallel of converters is the apparition of 
circulating currents that produce undesirable effects in the 
system [4]–[7]. Some of the adverse effects produced by 
circulating currents are: distortion of the AC currents, an 
unbalance in the power delivered by the inverters connected 
in parallel, higher conduction losses in the switching devices 
or lower efficiency of the whole system. 

Transformers have been used to eliminate circulating 
currents by isolating electrically the modules connected in 
parallel. The main inconvenience of this method is that is 
expensive and bulky. Control methods that do not require 
extra hardware are preferred [8], [9]. To reduce circulating 
currents, in some works like [10] the n modules connected in 
parallel have been treated as one. It is considered a single 
converter that has as many branches as the branches of each 
module multiplied by n. This method does not allow a 
modular design and it is suitable only for low values of n. 
Reference [11] proposes a finite time control method, 

reference [12] proposes a double modulation compensation 
technique, and [13] proposes a harmonic elimination PWM 
modulation (HEPWM) that needs a high switching frequency. 

This work proposes a control technique based on the fact 
that the circulating currents among inverters agree with the 
zero-sequence component of the three-phase currents. By 
regulating the zero-sequence component to a null setpoint 
value, circulating currents are eliminated. The complexity of 
the proposed solution is very low, allowing a modular design 
that can be easily extended to a high value of n. Moreover, in 
this work, it has been considered the harmonic content of the 
circulating currents, and resonant controllers are employed to 
improve the performance of the proposed circulating current 
control loop. The stability of the system has also been 
analyzed, and simulation results of two inverters connected in 
parallel in islanded mode have been presented. 

II. MODEL OF THE SYSTEM

Fig. 1 represents two three-phase voltage-source inverters 
(VSI) connected in parallel. The inverters are connected to the 
grid through LC filters composed of inductances L, and line 
capacitors Cf with damping resistors Rd. The inductor 
resistance has been represented by r. The grid impedance at 
the point of common coupling (PCC) is represented with Lg, 
and its parasitic series resistance, rg, 

The inverters have been modelled in the synchronous 
reference frame (SRF) being the grid voltage aligned with the 
d-axis. With this approach, the active power of the system can
be controlled with the d-axis, and the q-axis controls the
reactive power. The o-channel control loop is used to
eliminate the circulating currents.

Equations (1)-(18) represent the small-signal model of the 
system of Fig. 1. Some auxiliary matrices (10)-(18) have been 
defined to simplify A, B, C, and D. The input vector U 
contains both the control variables (the duty cycle of each 
branch of the inverter) as the disturbances (the DC voltage). 
In the following equations ω stands for the grid angular 
frequency, Fm is the gain of the PWM modulation and Ro is 
the AC load. The load factor of each module, ci, is defined as 
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Económicos y Transformación Digital” and the European Regional 

Development Fund (ERDF) under Grants RTI2018-100732-B-C21 and 
PID2021-122835OB-C22 
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the RMS phase current at the operation point provided by 
inverter #i for i=1,2 divided by its nominal RMS phase 
current.  
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⎥⎥
⎥⎥
⎥⎥
⎤

, N = 1,2

(10) &*̂�_-� = − I�? (11) 

&*̂����_/��� =
⎣⎢
⎢⎢
⎢⎢
⎢⎡ − �? 0

0 − �?�BCDBEBF ?G 0
0 �BCDBEBF ?G⎦⎥

⎥⎥
⎥⎥
⎥⎤

, N = 1,2 (12) 

&/����_-���� = P �QR 0 − �QR 0
0 �QR 0 − �QR

S (13) 

&/����_/��� = T 0 @−@ 0U (14) 
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Fig. 1. Scheme of two three-phase inverters connected in parallel 



3*̂����_��� =
⎣⎢
⎢⎢
⎡VW·X��? 0

0 VW·X��?0 00 0 ⎦⎥
⎥⎥
⎤

(15) 

3*̂�_�� = VWY;B�K (16) 

3*̂����_/�� =
⎣⎢
⎢⎢
⎡VW·Z�-?VW·Z�-?00 ⎦⎥

⎥⎥
⎤ , N = 1,2 (17) 

3*̂�_/�� = VW·Z[�K (18) 

Table I indicates the expression of each variable at the 
operating point. They have been calculated neglecting the 
capacitors of the filter, so the current on the grid side and the 
converter side agree (Idqi ≈ I1dqi ≈ I2dqi). The control objectives 
have been also considered. The q-channel and o-channel 
currents are zero since the reactive power and the circulating 
currents are desired to be null. The load factor of each inverter 
ci is defined as a value that can vary between 0 and 1. 

TABLE I. SIMPLIFIED EXPRESSION OF THE VARIABLES IN THE 

OPERATING POINT 

Variable Expression 

Vgd VgRMS (phase-phase) 

Vgq 0 

Vgo 0 

Idi 
\��_]�W2 · ^_·`�-   a- , N = 1,2 

Iqi 0 

Io 0 

Ddi 
Vgd

Fm·V��
Dqi 

@\�- bL + c� + c�ce Lfg
Fm·Vdc

, N = 1,2 

Do 0 

III. CONTROL ARCHITECTURE

The proposed control structure is represented in Fig. 2. It 
consists of five inner current control loops that control the d-, 
q-, and o- channel currents, and two outer voltage control 
loops that control the AC voltage. The reference in the d-
channels or active current control loops is defined by the d-
channel voltage loop, whereas the reference iq* is set by the 
q-channel voltage control loop. Since the circulating current
between inverters has a zero-sequence nature, this work
proposes to suppress the circulating current with a control loop
for the o-channel with a setpoint value equal to zero. Is it
worth pointing out that for n inverters connected in parallel,
they are necessary n-1 zero-sequence current controllers,
following (19). In the case under study where there are two
inverters connected in parallel, the circulating current is the
same in both inverters with inverted signs (N71 = −N72), so it is
controlled by acting only in inverter #2. 

Coupling terms appear in the d- and q-channels when the 
SRF approach is used. Equations (20)-(21) show the 
expression of the decoupling terms defined in the control 
scheme. They are calculated neglecting the AC capacitors of 
the filter and they are valid from DC up to medium 
frequencies. 

N�] = −(N�� + N�� + ⋯ N�(]8�)) (19) 

ij�N = − @(?+kCDkEkl mn)
^_·o�a , N = 1,2 (20) 

ij�N = @(?+kCDkEkl mn)
^_·o�a , N = 1,2 (21) 

The next equations, (22)-(24), represent the current control 
gains of the current control loops in the d-, q- and o- channels, 
respectively. In (22)-(24), Rs is the sensor gain, Gi(s) and 
Gio(s) are the regulators used in the d-, q- and o- channels, and 
D(s) is a delay equivalent to a switching period calculated 
considering a second-order Padé approximation. The duty 
cycle to current transfer functions have been calculated from 
the state-space equations (1)-(18). 
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p-�-(q) = 6r · s-(q) · `(q) · *̂FC;F(r)�t;F(r) , N = 1,2 (22) 

p-�-(q) = 6r · s-(q) · `(q) · *̂FCuF(r)�tuF(r) , N = 1,2 (23) 

p-�(q) = 6r · s-�(q) · `(q) · *̂F[(r)�t[(r) (24) 

Equation (25) represents the voltage control gain in the d-
axis, whereas (26) expresses the voltage control gain in the q-
axis. In these equations, β stands for the voltage sensor and 
Gv(s) is the controller. It is worth pointing out that the 
reference and the measured currents are considered to have the 
same value because the inner current control loops are much 
faster than the voltage loop. The current-to-voltage transfer 
functions have been calculated from the state-space equations 
(1)-(18). 

p/$�(q) = v · sw(q) · (a� + a�) ·  *̂C;F(r)*̂;xyR(r) · /�G;(r)*̂C;F(r) = v ·
z\/(q) · (a� + a�) ·  /�G;(r)*̂;xyR(r) , N = 1,2 (25) 

p/$�(q) = v · sw(q) · (a� + a�) ·  *̂CuF(r)*̂uxyR(r) · /�Gu(r)*̂CuF(r) = v ·
z\/(q) · (a� + a�) ·  /�Gu(r)*̂uxyR(r) , N = 1,2 (26) 

IV. DESIGN OF THE CONTROL LOOPS

The parameters of the system described in Fig. 1 are 
detailed in Table II. The nominal power of each inverter is 
5 kW, and the value of the grid filter components is the same 
in both inverters. As the system is working in islanded mode, 
the DC voltage is set to 500 V and the AC load is controlled 
to 230 V RMS phase to phase. 

TABLE II. SYSTEM PARAMETERS 

Parameter Nominal Value Parameter Nominal Value 

Vg-RMS 

(phase-

phase) 

230 V rg 50 mΩ 

Vdc  500 V Cf 9 µF 

Pn 5 kW Rd 4.4 Ω 

Co 1.2 mF fsw 10 kHz 

L 5 mH Rs 1 V/A 

r 50 mΩ β 1 V/V 

Lg 400 µH Fm 0.5 V/V 

If the power provided by one of the parallel inverters 
becomes unbalanced, a large fundamental harmonic (50 Hz) 
appears at the circulating current. Moreover, when there is a 
nonlinear AC load, the odd multiples of the fundamental 
frequency also appear. For that reason, the controller of the 
zero-sequence control loop is composed of a proportional-
integral (PI) controller and second-order generalized 
integrators (SOGIs) tuned to the fundamental frequency and 
its odd multiples. SOGIs have been added to the o-channel 
controller to increase their gain at the frequency of the 
circulating currents low frequency  

The expressions of the current regulators on the d- and q- 
axes, and on the o- axis, are shown in (27) and (35), 
respectively. The transfer functions of the d- and q- current 
channels are similar so that their controllers can agree. The 
current controllers in both channels are proportional integral 
regulators. As indicated above, the current regulator in the 

(a) (b) (c) 

(d) (e) 

Fig. 3. Control loop gains: (a) d-channel corrent, (b) q-channel corrent, (c) o-channel corrent, (d) d-channel voltatge, and (e) 
q-channel voltage
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zero-sequence channel is PI+SOGIs. The gain of the SOGIs is 
4, and the bandwidth of the 50 Hz SOGI is 10 Hz. The 
bandwidths of the 150 Hz, 250 Hz, 350 Hz, 450 Hz, and 
550 Hz SOGIs are reduced with regard to the bandwidth of the 
50 Hz SOGI. The bandwidth of the SOGIs at higher 
frequencies has been reduced to avoid the risk of instability 
due to a phase loss close to the crossover frequency. The 
voltage control controller is defined in (38). It is composed of 
a proportional integral controller and a SOGI tuned at 300 Hz. 
The gain of the SOGI is 4 and its bandwidth is 20 Hz. 

s-(q) = z\-(q) = 0.1 + �|r (27) 

z\�(q) = 0.5 + �|r (28) 

6~|(q) = �·�|·rrE<�|r<(���)E (29) 

6�~|(q) = �·C�� r
rE<C�� r<(����)E (30) 

6�~|(q) = �·C�� r
rE<C�� r<(��~�)E (31) 

6�~|(q) = �·C�� rrE<C�� r<(����)E (32) 

6�~|(q) = �·C�� r
rE<C�� r<(����)E (33) 

6~~|(q) = �·C�CCrrE<C�CCr<(�����)E (34) 

s-�(q) = z\�(q) + 6~|(q) + 6�~|(q) + 6�~|(q) (35)z\/(q) = 0.05 + �||r (36) 

6�||(q) = �·�|·rrE<�|r<(����)E (37) 

s-/(q) = z\�/(q) + 6�||(q) (38) 

Fig. 3 (a)-(e) depicts the theoretical curves (gain in dB, 
phase in deg) of the three loop gains of the current loop Tid (jω) 
(22), Tiq (jω) (23), and Tio (jω) (24), and the voltage loop gains 

Tvgd (jω) (25), and Tvgq (26). They have been obtained by 

means of Matlab R2018b. The bode diagrams of the 

current and voltage control loop gains have been 

obtained considering 50% and 100% of the load factor. 
The crossover frequency of the d- and q- current loops ranges 
from 1.83 kHz to 1.85 kHz and has a phase margin PM=65º 
and a gain margin GM = 9.2 dB, in the worst cases. The 
crossover frequency of the o- channel is 2 kHz, the phase 
margin is PM = 53º and the gain margin GM = 8 dB. The 
crossover frequency in the voltage control loops is 580 Hz, 
and the phase margin is greater than 100 degrees.  

V. SIMULATION RESULTS

Simulation results have been obtained with PSIMTM (10.0) 
that validate the proposed control scheme. They have been 
obtained in dynamic conditions performing load steps from 
100% to 50%. Moreover, the performance of the system has 
been evaluated considering nonlinear loads. In both cases, 
there is mismatching in the value of the inductance L in phase 
A of inverter #2, which is set to 7 mH. 

Fig. 4 (a) shows the results obtained when there is a load 
step from 100% to 50%. The value of Ro (Fig. 1) is 10.4 Ω 
before t = 0.25 s, and Ro is 5.2 Ω after t = 0.25 s. The graphic 
at the top of Fig. 4 (a) depicts the currents of phase A (red), 
phase B (blue), and phase C (green) of inverter #1, whereas 
the third graphic presents the current phases of inverter #2. 
The second graphic depicts the circulating currents expressed 
as (ia+ib+ic)/3, which are the zero-sequence currents of each 
inverter. Finally, at the bottom is shown the AC voltage. In 
these figures, results before and after the activation of the 
circulating current control loop at t = 0.2 are shown. Before 
the activation of the o-channel, the circulating currents have a 
large fundamental harmonic, and the phase currents are 
unbalanced. After activating the zero-sequence control, the 
circulating current is reduced, and there is good balancing in 
the phase currents of the inverters. 

(a) (b) 

Fig. 4. Simulation results: (a) Load step from 50% to 100% of a linear, (b) Nonlinear load 



Fig. 4 (b) show the results obtained when the load is a 
diode rectifier with a capacitive filter, being the capacitance of 
the filter 3.3 mH, and the resistance 20 Ω. Before the 
activation of the o-channel, the circulating current has a large 
fundamental, 5th and 7th harmonics. After the activation of the 
circulating current control loop, the circulating current is 
drastically reduced. 

Fig. 5 show the results of the circulating current reduction 
using the proposed control structure in all the power range of 
the inverters. The RMS value of the circulating current before 
and after the activation of the zero-sequence current control 
loop has been used to calculate this reduction. Results have 
been compared in Fig. 5 considering a linear and a non-linear 
load. A power factor (PF) of 0.6, 0.8 and 1 has been 
considered with a linear load. Note that in all cases for a load 
factor higher of 20%, the reduction of the circulating current 
is approximately 95% or higher. 

VI. CONCLUSIONS

This work proposes a method to suppress circulating 
currents in three-phase inverters connected in parallel. Since 
the circulating currents agree with the zero-sequence 
component of the phase currents, an o-channel current control 
loop with a zero setpoint has been employed to reduce 
circulating currents. Simulation results have been obtained to 
validate the correct performance of the proposed architecture. 
The results have been obtained considering the connection in 
parallel of two 5 kW inverters in islanded mode. They have 
been considered AC linear and non-linear loads. 
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Abstract—We present a neural network based control method
of DC-DC converter to realize fast transient response in coordina-
tion with the PID control. The neural network control effectively
improves the transient response by modifying the reference value
in the PID control dynamically using its predictions in the
transient state. In addition, neural network timing control and
bias correction are also adopted to obtain faster convergence. In
the presented method, data acquisition and repetitive training of
neural networks are proceeded off-line and the on-line prediction
by repetitive trained neural networks is implemented in a
commercially available computation unit. Experimental results
confirm that our presented method obtains the significantly faster
transient response compared to the conventional PID control.

Index Terms—DC–DC converter, neural network, transient
response

I. INTRODUCTION

Recently, DC-DC converter is required to have the fast
transient response and stable steady state characteristics si-
multaneously. However, from the view of the feedback control
theory (e.g. PID control), it is difficult to satisfy these two
properties using one control method because designing control
parameters such as feedback gain is limited [1]–[3]. For such
purpose, artificial intelligence methods have a potential to
obtain more effective ways to control the converter [5]–[17].

In this study, we focus on transient response improvement
by combining neural network prediction control and the PID
control [7], [9]. The neural network predicts the output voltage
and it modifies the reference value in the PID control to
improve the transient response using its prediction. Because
the reference value is modified dynamically by the neural net-
work in the transient state, the transient response is improved
effectively. However, an overcompensation phenomenon oc-
curs mainly caused by time delay of the control and the
stable operation cannot be guaranteed. Therefore, we need
to suppress the overcompensation without reduction of effect
to the improvement of transient response. For this purpose,
we adopt two methods based on the prediction of neural
network. One is a prediction based timing control which
decides the duration of reference modification by the neural

𝐷
𝑉𝑖

𝐿

𝐶 𝑅

𝑆
𝑖𝐶

𝑖𝑜

𝑣𝑜

𝑟𝑙

Fig. 1. Circuit diagram of buck type DC-DC converter.

network control itself. The other is called bias correction which
corrects a bias term to the suitable value using the predicted
value to obtain fast convergence. To train the neural network, a
heavy computation burden is required. To avoid it, the training
of the neural network proceeds off-line and the prediction of
the neural network is devised on-line by using a commercially
available real-time computation unit.

Experimental results reveal that our presented control
method addresses the overcompensation and improves the
transient response effectively compared to the conventional
PID control.

II. CONTROL PRINCIPLE

In this study, a voltage mode controlled buck type dc-dc
converter shown in Fig. 1 is used as a case study. A schematic
diagram of the presented control method is shown in Fig. 2.

The neural network architecture in this study is a three-
layered feedforward neural network which is trained as a time
series predictor. The neural network consists of three layer
as input layer, hidden layer and output layer. Sensed output
voltage inputs to the input layer and the predicted output
voltage is calculated in the output layer. The training algorithm
is the back–propagation algorithm with a least square loss
function, which is a popular algorithm for the training of
hierarchical neural network.

Paper ID - 000041
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Fig. 2. Schematic diagram of the presented control method.

The neural network is firstly trained using acquired data of
transient output voltage with the PID control and it is trained
to predict the output voltage on one switching period ahead
v̂o

(1)[n] from three former data of sensed output voltage vo[n−
1], vo[n− 2], vo[n− 3] to obtain the modified reference value
δvR for the n-th swithing period as (1):

δvR[n] = vR +
(
vR − v̂o

(1)[n]
)

(1)

The range of acquired training data starts when a step
change in the load occurs and ends when the output voltage
converges.

Using δvR, the PWM duty ratio D[n] for the n-th switching
period is calculated as (2):

D [n] = B [n]−
{
KP (vo [n]− δvR[n])

+KI

∑
(vo [n]− vR) +KD (vo [n]− vo [n− 1])

}
(2)

where B[n] is the bias term and KP , KI , KD are PID
control parameters. The bias term, which has a fixed value in
the conventional method, is also corrected to a suitable value
by the correcting method described later. As (2), the neural
network control modifies the reference value and improves
the transient response through the proportional term in the
PID control.

This reference modification proceeds from the time when
the transient state starts and to the peak timing when the
output voltage reaches its minimum or maximum because it is
effective to suppress the first undershoot or overshoot for the
improvement of the transient response [7]. When the output

voltage reaches its peak timing, the reference modification is
stopped, and the conventional PID control proceeds.

For the effective reference modification, data acquisition
during the transient state and the training of the neural network
repeatedly proceed until further improvement is not obtained.
Therefore, after M times training, we obtain M neural net-
works, which predict each prediction value and the modified
reference δvR in (1) is replaced to δv(M)

R with these predicted
values simultaneously as (3):

δv
(M)
R [n] =

M∑
i=1

(
vR +∆v

(i)
R [n]

)
(3)

where ∆v
(i)
R [n] = vR − v̂o

(i)[n] is an error between the
reference value and the predicted value of the i-th neural
network for the n-th switching period. The modified ref-
erence term δvR[n] in 2 is replaced by 3 after M times
repetitive training. It is noted that, ideally, the more effective
improvement of the transient response is obtained as the
iteration number M is increased. However, the improvement
reaches its limit at a certain value of M due to the time–
constant of the system which includes the time–delay in digital
calculation. Therefore, the iterative training is stopped when
the the transient response improvement is maximized.

To adopt the reference modification, its duration and timing
control is important because too long duration causes an
overcompensation and affects the stable operation. If we use
the data of sensed output voltage for the timing control, the
overcompensation occurs mainly due to the time delay of
sensing and calculation. This means that the sensed data is too



delayed to control the timing of the reference modification of
the neural network control

To address the delay for timing control, we add another
neural network which can predict the output voltage in one
and two switching periods ahead from three former data of
sensed output voltage vo[n−1], vo[n−2], vo[n−3], as shown
in Fig. 2 [9]. Using these two predicted values, the optimal
timing of the reference modification is obtained and the it is
stopped in the predicted peak timing. The relation of optimal
timing and the predicted values are shown in Fig 3.

To implement the presented method in a real use compu-
tation product, the training process proceeds off-line because
the computation burden of the training process is heavy. On
the other hand, the prediction calculation is implemented
on-line. Implementation of several neural networks for the
prediction still has a heavy computation burden. To reduce the
computation burden in the prediction, several neural networks
are combined into one neural network which can predict the
total modified reference value of these neural networks as
shown in Fig 2. Therefore, after M times training, we obtain
two neural networks, one is the combined neural network for
the reference modification and another is for the timing control
and the reference modification as shown in Fig. 3.

When the reference modification is stopped and the control
method is switched to the conventional PID control, the bias
term in (2) is not a suitable value and it affects the convergence
property. For fast convergence, we correct the bias term to the
suitable value as follows. In the transient state, we assume that
the following equation of the duty ratio DS derived from the
relation of the sensed output voltage vo and sensed output
current io in the steady-state is satisfied when the output
voltage reaches its (local) minimum or maximum for the n-th
switching period:

DS [n] =
vo[n] + rlio[n]

Vi
(4)

We use Eq. (4) to correct the bias term B[n] in (2) as
B[n] = DS [n] and set the integral term in the PID control
to zero simultaneously at the predicted peak timing of the
output voltage. Figure 4 shows the bias term, output voltage
and output current.

Moreover, we replace the sensed output voltage vo[n] in (5)
to the predicted value v̂o(M)[n+1] by the M -th neural network
control, which we consider the most suitable timing output
voltage because the sensed value is time–delayed. Finally, the
bias term in Eq. (2) is calculated from v̂o

(M)[n+1] and io[n]
after M times training of the neural network as (5):

B[n] =
v̂o

(M)[n+ 1] + rlio[n]

Vi
(5)

The bias term in the predicted peak timing is corrected
using (5) and it contributes to improving the convergence
property. We show that the neural network control and the
bias correction are adopted to improve the transient response
and suppress the overcompensation effectively in experimental
evaluation.

TABLE I
CIRCUIT PARAMETERS OF DC–DC CONVERTER

Parameter Symbol Value
Inductor L 330 [µH]

Output Capacitor C 47 [µF]
Load resistance (nominal) R 20 [Ω]

Nominal iutput voltage Vi 20 [V]
Nominal output voltage vo(= vR) 10 [V]
Nominal output current io 0.5 [A]

Loss resistance rl 0.68 [Ω]
Switching frequency fS 100 [kHz]

A-D and PWM resolution - 12 [bit]

TABLE II
CONTROL PARAMETERS OF PID CONTROL

Parameter Value
KP 2
KI 0.03
KD 27

III. EXPERIMENTAL EVALUATION

As mentioned before, the experimental evaluation proceeds
using a buck type dc–dc converter as a case study to confirm
how the presented method improves the transient response.

The presented method is implemented on Texas Instruments
TMS320F28379 microcontroller, which provides A–D con-
version of outputs, calculation of control, and PWM signal
generation. Converter parameters and control parameters are
summarized in Table I and II respectively. It is noted that
the equivalent loss resistance rl is required to predict the bias
value shown in (5).

Experimental waveforms of the output voltage when the step
change in the load from 50 Ω to 20 Ω are shown in Figs. 5
to 7.

Figure 5 shows the transient response result of the output
voltage with the conventional PID control as a base line to
compare to the presented method.

Figure 6 shows the result when the sensed value of the
output voltage is used for the timing control of the neural
network control and the bias correction. The timing control and
the bias correction are proceeded with sensed output voltage
information. In this case, the iteration number of the neural
network training is 13, i.e., M = 13. It means that the number
of trained neural network is 13.

From the result, it has bad effects for overshoot and con-
vergence time and the overcompensation cannot be suppressed
only with the bias correction.

Figure 7 shows the result when the predicted value of the
output voltage is used for the timing control and the bias
correction. As mentioned in Sec. II, another neural network
for the timing control is added to the previous case. It means
that the iteration number of the neural network training is
14, i.e., M = 14 in this case. Therefore, the number of
trained neural network is 14 and the timing control and the
bias correction are proceeded with predicted output voltage
information. From the result shown in Fig. 7, it is revealed that
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Fig. 4. Relation of waveforms and timing control of bias correction.

the presented method improves the undershoot of the output
voltage by 20% and its convergence time by 50% compared
to the conventional PID control. Comparing with Fig. 6 and
7, it is also seen that the timing control and bias correction
address the overcompensation which occurs in the case of the
timing control with sensed output voltage.

From results of the transient characteristics summarized
in Table III, it can conclude that our presented method can
improve the transient response significantly.

IV. CONCLUSIONS AND FUTURE WORK

The neural network based control method is presented
to improve the transient response in coordination with the
conventional PID control. The neural network control mainly

Undershoot

0.294 V

± 1%

Convergence time

160 μs

Fig. 5. Experimental results of output voltage for a step change in load
R = 50 Ω to R = 20 Ω (0.2 A to 0.5 A) :PID control.

works to improve the transient response effectively and the
PID control provides the stable steady–state characteristics.

In the presented method, the simple repetitive training of
the neural network proceeds for effective improvement. After
the training, it predicts the output voltage and its prediction
data is adopted to modify the reference value in the PID
control to improve the transient response. The timing of the
reference modification with the neural network is controlled to
be the optimal one to suppress the overcompensation. The bias
correction is also adopted simultaneously which contributes
to fast convergence. Our presented method is implemented
commercially available computation unit and experimental re-
sults reveal that our presented method has a superior transient
characteristic compared to the conventional PID control.

Because the presented methodology is training based one,
it requires pre–training of the neural networks which depend
on load variation conditions. Therefore, it needs to combine



TABLE III
SUMMARY OF EXPERIMENTAL RESULTS

Undershoot voltage Overshoot voltage Convergence time

PID control 0.294 [V] – 160 [µs]

Neural network control
(without prediction for timing control) 0.258 [V] 0.38[V] 220 [µs]

Neural network control
(with prediction for timing control) 0.234 [V] 0.05 [V] 80 [µs]

Overshoot

0.38 V ± 1%

Convergence time

220 μs

Undershoot

0.258 V

Fig. 6. Experimental results of output voltage for a step change in load
R = 50 Ω to R = 20 Ω (0.2 A to 0.5 A) :timing control of reference
modification with sensed output voltage. (The iteration number of the neural
network training is 13.)

Overshoot

0.05 V

± 1%

Convergence time

80 μs

Undershoot

0.234 V

Fig. 7. Experimental results of output voltage for a step change in load R =
50 Ω to R = 20 Ω (0.2 A to 0.5 A) :timing control of reference modification
with predicted output voltage for overcompensation suppression.(The iteration
number of the neural network training is 14.)

with a method which can select a suitable neural network set
for an occurring load variation pattern in further study.
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Abstract-This paper proposes an optimal voltage vector-
ba sed f i n i t e con t r o l se t mod e l pr ed i c t i v e con t r o l
(OVV-FCS-MPC) for four-level nested neutral-point
clamped (NNPC) converter. The main objective of the
proposed strategy is to control the load current while
maintaining the flying capacitor voltage-balanced using a
cascaded optimization approach. The proposed method can
avoid considering the weighting factors and thus achieve a
reduced computational burden. The proposed method is
divided into two parts, outer MPC, and inner MPC. In the
outer MPC, the central voltage vectors of the sectors in the
space vector diagram serve as the control objective, and a cost
function is defined to select the reference voltage vector with
the minimum error considering the desired voltage vector.
Then the inner MPC, a cost function is defined to select the
switching state that optimizes the capacitor voltage balance
among all switching states that can synthesize the reference
voltage vector. The performance of the proposed OVV-FCS-
MPC approach has been verified through simulation with
satisfying results.

Keywords—Nested neutral point clamped (NNPC) converter,
Optimal switching state, Finite control set, Model predictive
control

I. INTRODUCTION
Multilevel inverters have long been attractive and widely

adopted in medium-voltage high-power applications.
Compared to conventional two-level converters, multi-level
converters have better harmonic performance, less dv/dt
switching stress, and a small size of transformers and output
filter elements [1]-[2].

The Neutral point clamping (NPC), the flying capacitor
(FC) converter, and the cascaded H-bridge (CHB) converter
are the most attractive topologies and are widely studied and
commercialized. However, the inherent drawbacks of these
classical topologies limit their further applications. For NPC,
the number of clamping diodes increases drastically as the
voltage level increases, which results in a very complex
structure. At the same time, the NPC also requires capacitor
voltage balance, which is very challenging to achieve as the
voltage level increases. Moreover, NPC commutation loops
increase with the number of levels impacting the power loss
distribution between switches. Compared to NPC, CHB does
not have an urge number of clamping diodes and complex

neutral-point clamping configuration [5]. However, each
phase leg of CHB consists of H-bridge cells in series, and
each H-bridge cell requires an isolated DC power supply.
Therefore, such topologies are suitable for applications that
require isolated DC supplies such as in grid-connected PV
systems. For motor drives, CHB topology uses a complex
multi-winding transformer for the supply of each H-bridge
cell.

Fig. 1. Nested Neutral Point Clamped Inverter

Making such a configuration is not desired for low-cost
design and low-voltage applications [4]. For the Flying
capacitor-based converter, the number of flying capacitors
increases with the voltage level [6]. Moreover, the size and
cost of the capacitor will also depend on the applied voltage.

A significant number of alternative multilevel converter
topologies have been proposed in the literature. Among them,
active NPC (ANPC) and Nested NPC (NNPC) topologies are
promising architectures. The ANPC is a modification of
NPC where the clamped diodes are replaced by transistors
for efficiency improvement. Although this structure
effectively improves the performances of NPC, such as
reducing the voltage stress of the switching device and
reducing commutation, it has a higher number of switching
devices. Moreover, balancing the loss distributions between
switches becomes the main challenge [7]. To improve these
drawbacks, the NNPC topology shown in Fig.1 has been
proposed in [8]. It is a combination of the FC and NPC
features. This topology exhibits a reasonable structure and
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fewer components in comparison to the other four-level
converters. NNPC has fewer components than classical
ANPC. And for NNPC, the direction of the current flowing
through the neutral point is controlled which eases the
control of the neutral voltage balance [7].

A large amount of research is currently dedicated to the
control of NNPC. A PWM-based 4L-NNPC control strategy
was introduced in [9]. The advantage of this method is
simple to implement, but the disadvantage is that the error
between the capacitor voltage and the reference voltage
value is significant. A finite control set model prediction
strategy for 4L-NNPC was introduced in [10]. This strategy
has a significant improvement in reducing the error between
the capacitor voltage and the reference voltage value.
However, it has a large computational burden as 4L-NNPC
has a significant number of switching state combinations and
all switching states need to be considered in each switching
cycle. A model predictive control strategy by choosing the
optimal voltage level was introduced in [11]. This strategy
greatly reduces the computational burden but has the same
drawback related to a large error between the capacitor
voltage and the reference voltage value. However, until now
this topology has not been adopted for practical
implementation. As there are many technical challenges to be
considered. One of them is capacitor voltage balancing
which uses redundant switching states to charge and
discharge the capacitors. This leads to two switching states
to be applied to the same level of output in one carrier cycle.
This not only leads to an increase in switching frequency but
also makes the switching frequency variable as the choice of
redundant switching states is influenced by the actual circuit
conditions. The variable switching frequency in practice
causes a number of problems on the switching device in
terms of uneven heat dissipation and high thermal
requirements as well as challenges for the filter design.

This paper is a first report of our investigation on
advanced control of NNPC topology for its practical
implementation. It proposes an FCS-MPC strategy for
optimal voltage vector-based optimization. In contrast to
conventional finite set model predictive control strategies,
this paper does not require iterative computation by
substituting all candidates into the cost function and can
rapidly determine the optimal redundant switching state by
judging the position of the desired voltage vector in the space
vector diagram. This paper main contribution is the reduction
of the computation burden and precise capacitor voltage
control with reduced error while tracking the current with
low THD.

The rest of this article is organized as follows：

Section Ⅱ introduces the 4L-NNPC structure, including
the principle of flying capacitor voltage balance. Section Ⅲ
introduces the traditional finite control set model predictive
control applied to 4L-NNPC. Section Ⅳ describes the
proposed OVV-FCS-MPC strategy in detail, including the
principle of Outer MPC to select the optimal voltage vector
and the principle of Inner MPC to select the optimal
switching state. Section V presents simulation results to
verify the effectiveness and superiority of the proposed
OVV-FCS-MPC strategy.

II. OPERATING PRINCIPLE OF THE FOUR-LEVEL NNPC
INVERTER

Depicted in Fig. 1 is the 4L-NNPC topology used in
this paper. It can be seen from Figure 1 that the three phase
legs of 4L-NNPC have the same structure, and each phase
leg is composed of two flying capacitors, two diodes and six
switching devices. The three-phase output terminal of the
4L-NNPC is connected to the star-connected load. Both
flying capacitors on each phase leg need to be charged and
maintained at one third of the total DC link voltage, in order
to ensure the four output voltage levels with equally spaced
steps , 3, 2, 1 and 0.

Table Ⅰ illustrates the correspondence between output
levels, switching states and phase voltages defined as the
potential difference between the midpoint of the DC link and
the output terminal of the 4L-NNPC inverter. As can be seen
from Table 1, the four voltage levels correspond to the six
switching states. Among them, 3-level and 0-level each have
only one switch state, while 2-level and 1-level have two
redundant switch states. The phase voltage values
corresponding to the four output levels are: Vdc/2, Vdc/6, −
Vdc/6 and − Vdc/2. It is precisely due to the existence of
redundant switch states that the capacitor voltage balance is
more flexible.

TABLE I. SWITCHING STATE OF 4L-NNPC

Fig. 2 shows the 4L-NNPC topology for each switching
state. The green line indicates that the phase current is
greater than 0, while the blue line indicates that the phase
current is less than 0. It can be seen from Table 1 that the
contribution of redundant switch states to the output level is
exactly the same. However, by analyzing path for current to
flow through the capacitors and the topology in each
switching state in Figure 2, it can be concluded that the
contribution of the redundant state to the capacitor voltage is
different, and it is related to the direction of the load current.

Fig. 2. Current paths through capacitors in six switching states
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Taking 2-level as an example, both redundant switch
states A2[1,0,1,1,0,0] and B2[0,1,1,0,0,1] can output the same
Vdc / 6 phase voltage. When the phase current I<0, in the A2
state, the phase current flows through the capacitor Cj1 and
bypasses the capacitor Cj2, so the capacitor Cj1 discharges
and the voltage decreases, and the voltage of Cj2 remains
constant without any influence. And when the phase current
I>0, the capacitor Cj1 is charged in the A2 state, and the
capacitor Cj2 is not affected. However, when the B2 state is
selected to output 2-level, the phase current flows through
the capacitor Cj1 and the capacitor Cj2 at the same time.
When the phase current I<0, both the capacitor Cj1 and the
capacitor Cj2 are discharged. When the phase current I<0,
both the capacitor Cj1 and the capacitor Cj2 are charged.

For 1-level, when the switch state A1 [1,0,0,1,1,0] is
selected, the phase current will flow through the capacitor
Cj1 and the capacitor Cj2 at the same time, and the switch
state B1 [0,0,1, 1,0,1] The phase current only flows through
the capacitor Cj2 and bypasses the capacitor Cj1. Therefore,
when the phase current I>0, the capacitor Cj1 and the
capacitor Cj2 are charged when the switch state 1A is
selected, and only the capacitor Cj2 is selected when the
switch state B1 is selected. to discharge. When the phase
current I<0, the charging and discharging of the capacitor is
opposite to that when the phase current I>0.

TABLE II. EFFECT OF CURRENT DIRECTION ON CAPACITOR

For 3-level and 0-level, the phase current flows directly
from the DC link to the output terminal without passing
through any capacitors. Therefore these two switch states
have no effect on the capacitor voltage. TableⅡ summarizes
the switching state and the effect of phase current direction
on capacitor voltage.

III. TRADITIONAL FINITE CONTROL SETMODEL PREDICTIVE
CONTROL

The traditional FCS-MPC predicts the phase current
value and the capacitor voltage value at the next sampling
time in all switching states at the same time. The cost
function is optimized by controlling the weight coefficient,
and the optimal switching state is selected by comparing the
predicted value with the reference value.

A. Mathematical model of NNPC inverter
By applying Kirchhoff's voltage law to the 4L-NNPC

inverter in Figure 1, the dynamic relationship between the

phase voltage and phase current of the three phases can be
obtained as follows:

ao

bo

co

a
a no

b
b no

c
c no

diV R i L V
dt
d iV R i L V
dt
d iV R i L V
dt

   

   



  

(1)

Where Vxo, x=a,b,c is the phase voltage; ix, x=a,b,c is the
phase current; R and L are the load resistance and inductance;
Vno is the common mode voltage.

Table Ⅲ summarizes the correspondence between
switching states and phase voltages. The phase voltage can
be expressed in terms of switching states and flying capacitor
voltages as follows:
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Where Vcx1and Vcx2are the capacitor voltage for phase x.

TABLE III. CORRESPONDING RELATIONSHIP BETWEEN SWITCHING
STATE AND PHASE VOLTAGE

The expression (1) can be simplified to:
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(3)

The dynamic behavior model can be transformed into a
discrete-time model by applying Euler's formula (4),

( 1) ( )x x x

S

di i k i k
dt T

 
 (4)

Where Ts denotes the sampling period.

the discrete-time model of the output current can be
obtained as:

xo x( 1) ( )S
x

S S

T Li k V i k
L RT L RT

  
 

(5)

It can be known from (5) that to predict the phase current
value at time k+1, it is necessary to measure the phase
current value and the phase voltage value at time k. Use (3)
to calculate the phase voltage values corresponding to 216
(6*6*6) switch states. In order to make the current value
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Fig. 3. (a)Space vector illustration with large sector center voltage vectors, (b)Space vector illustration with small sector center voltage vectors, (c)Space
vector illustration with voltage vectors in small sector

generated by the adopted switch state closest to the reference
current value, the cost function can be obtained as follows:

2*

, ,
( 1) ( 1)i x x

x a b c
g i k i k
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B. Modeling of flying capacitor voltage
In order to ensure that the 4L-NNPC inverter works in a

normal state and outputs an ideal current level, in addition to
controlling the current, the capacitor voltage also needs to be
controlled around the reference value Vdc /3.Thus, the
mathematical modeling of the capacitor should be presented
in terms of the NNPC switching states. The relationship
between the current and voltage of the capacitor can be
expressed as：

0

1( ) (0) ( )
t

Cxj Cxj Cxj
xj

V t V i d
C

    (7)

Where iCxj , j=1,2, is the current flowing through the
capacitors for phase x.

The discrete-time model of the flying capacitor voltages
can be obtained from (7) as:

( 1) ( ) ( )S
Cxj Cxj Cxj

xj

TV k V k i k
C

   (8)

Where icx1 and icx2 are the current flowing through the
capacitors. Unlike the general NPC, in some switching states,
the phase current does not necessarily flow through the
capacitor but bypasses the capacitor. Therefore, the
expression of the current flowing through the capacitor is
also an issue worth noting in the study of NNPC. The
relationship between capacitor current and switching state

can be obtained from Table 2.
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In order to effectively adjust the capacitor voltage, the
cost function is defined as follows:

22 *
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Because this strategy has two control objectives and
controls them simultaneously, in order to use it for good
performance, a weighting factor needs to be considered to
balance current tracking and capacitor voltage balance.
Figure 3 shows the flow chart of the traditional effective
control set model predictive control. The final cost function
is defined as follows:

i cg g g  (11)

IV. PROPOSED OVV-FCS-MPC STRATEGY

Because the two intermediate output levels of 4L-
NNPC have redundant switching states, there are 216 (6*6*6)
switching states in total. In traditional FCS-MPC, all
switching states in one sampling period need to be
considered to optimize the cost function. The number of
calculation times is 216. Simultaneously the switch state
vector also needs to be stored. Therefore, the requirements
for hardware processors and memory are very high. In order
to effectively reduce the computational burden, this paper
proposes a strategy that can effectively reduce the number of
cycle iterations. Proposed OVV-FCS-MPC strategy is based
on the cascaded optimization approach. Hence the weight
coefficient does not need to be considered. This strategy is
divided into Outer MPC and Inner MPC. Outer MPC is used
to quickly select the optimal voltage vector by tracking the
reference current. Then Inner MPC selects all switch states
that can synthesize the voltage vector obtained in Outer MPC,
and finally selects the optimal switch state.

A. Outer MPC: Optimal Voltage Vector Selection
Outer MPC is divided into three steps. The large sector

where the reference voltage vector is located is located by
optimization. Then perform positioning in the same way for
the small sector where it is located. Finally, the three voltage
vectors in the small sector are selected by optimization in the
same way.

First, the Clarke transformation is applied to transform
the measured phase current value from the three-phase ABC
coordinate to the stationary αβ coordinate. The Clarke
transformation formula is as follows:
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According to equations (3) and (5), the discrete-time
model in the stationary αβ coordinate is defined as follows:
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Where i
α
∗ (k+1) and i

β
∗ (k + 1) are the reference current

predictions of next sampling instant in α axis and β axis
respectively. iα(k) and iβ(k) are the phase current inα axis

and β axis at k sampling instant. V
α
∗ and V

β
∗ are the

reference voltage vector at k sampling instant.

The four-level inverter space vector diagram is shown in
Figure 4. The cost function is defined as follows:

* 2 * 2( ) ( )outer V Vg V V V V       (14)

As shown in Fig. 3(a), where Vv in first step is one third
of the vector sum of the three voltage vectors at the vertex of
each large sector, which is the center vector of each large
sector. The principle is that the error between the center
vector of the large sector where the reference voltage vector
is located and the reference voltage vector will be smaller
than the error between the reference voltage vector and other
large sector vectors. Outer MPC only needs 18 (6+9+3)
iteration cycles to determine the optimal voltage vector.

After determining the large sector where the reference
voltage vector is located, use the same principle to determine
the small sector where the reference voltage vector is located,
as shown in Fig. 3(b). Finally, the three voltage vectors in the
small sector where the reference voltage vector is located are
substituted into the cost function, and the one with the
smallest error is selected as the optimal voltage vector, as
shown in Fig. 3(c).

B. Inner MPC: Optimal Switching State Selection
In NNPC, since the intermediate level has redundant

switching states, the same voltage vector can be synthesized
by combining multiple switching states. Therefore, after
selecting the optimal voltage vector, it is also necessary to
select the optimal switching state.

The principle of Inner MPC is to use the switch state to
predict the capacitor voltage at k+1 sampling instant
according to formula (8). The switch state with the smallest
error between the capacitor voltage value at k+1 sampling
instant and the reference voltage value is taken as the optimal
switch state.

The cost function of Inner MPC is defined as follows:
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In Inner MPC, when the reference voltage vector is closer
to the center of the space vector diagram, the more redundant
voltage vectors are. When the reference voltage is the 0
vector, it has the most redundant voltage vectors 333, 222,
111 and 000. Because both the 2-level and the 1-level each
have two redundant switch states. Therefore, there are a total
of 18 (1+2*2*2+2*2*2+1) redundant switch states for
synthesizing the 0 vector. In this case, 18 iteration cycles are
required to obtain the optimal switching state. Whereas in the
space vector, the largest voltage vector has no redundant
switching states. Therefore, only one iteration cycle is
needed to obtain the optimal switching state.

Fig. 4. OVV-FCS-MPC control flow chart

The block diagram of the proposed strategy is shown in
Fig. 4 and the algorithm is described by the following main
steps.

1) Sample system parameters including the three-phase
load currents, the capacitor voltages, and the reference
current at the k sampling instant.

2) Since the reference current at k + 1 sampling instant
is necessary to predict the reference voltage vector.

3) Predict the reference voltage vector at k sampling
instant by (13).

4) Select the optimal voltage vector by (14).
5) Select the optimal switching state by (15)

V. SIMULATION RESULTS
The performance of the proposed MPC strategy for the

NNPC four-level converter has been verified by simulation.
The parameters of the system used in this paper are given in
table Ⅳ . In this paper, the effectiveness of the proposed
strategy is verified from both steady-state and transient
conditions.

TABLE IV. SYSTEM PARAMETERS

Simulation
parameters Values

Frequency 50Hz

Dc-link voltage 3.3kV

Load resistance 1Ω

Load inductance 7.5mH

Sampling interval 50μs



A. Steady State Performance
Fig. 5 shows the simulation results of the three-phase

output current and capacitor voltage at a steady state. To
further analyze the current control performance efficiently,
the actual output phase current is compared with the
reference current by designing an index.

Fig. 5. (a) Output current with OVV-FCS-MPC in steady state (b)
Capacitor voltage with OVV-FCS-MPC in steady state (c) Output current
with traditional FCS-MPC in steady state (d) Capacitor voltage with

traditional FCS-MPC in steady state

The current error ie% is defined as follows, resulting in a
final calculation of 0.434% [11].
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The capacitor voltage error ve% is defined as follows,
resulting in a final calculation of 0.421%. The ve% is an
integrated consideration of the average value of all capacitor
voltages to reflect the overall effectiveness of the strategy in
voltage control.
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In Table Ⅴ, some simulation results of traditional FCS-
MPC and the proposed OVV-FCS-MPC strategy in steady
state are given.

TABLE V. COMPARISON OF THE SIMULATION RESULTS OF THE TWO
METHODS

Simulation Results Traditional
FCS-MPC

OVV-FCS-
MPC

The number of iterations
of the cost function 218 26,32,36

ie% 3.496% 0.434%

ve% 0.314% 0.421%

THD% 4.26% 0.87%

Fig.6 shows the THD values of the proposed OVV-FCS-
MPC simulation results for different peaks of the reference
current as well as for different frequencies.

Fig. 6. THD at different peaks of reference current and frequency

B. Transient State Performance

To evaluate the transient-state performance of the
proposed strategy, there is a step change of the reference
current from I0∗ = 50 to I0∗ = 500 . Fig.7 shows the output
current and the capacitor voltage with two methods when the
step change occurs at t=0.25s.

The simulation results of the traditional FCS-MPC and
the proposed OVV-FCS-MPC in the transient state are given
in TableⅥ.

TABLE VI. COMPARISON OF THE SIMULATION RESULTS

Fig. 7. (a) Output current with OVV-FCS-MPC in the transient state, (b)
Capacitor voltage with OVV-FCS-MPC in the transient state, (c) Output
current with traditional FCS-MPC in the transient state, (d) Capacitor
voltage with traditional FCS-MPC in the transient state

Simulation Results Traditional FCS-
MPC OVV-FCS-MPC

The number of
iterations of the cost

function
218 (26,32,36)-

(20,24,26,32)

ie% 1.610%-6.847% 0.465%-0.668%

ve% 0.369%-0.163% 0.138%-1.539%

THD% 4.95%-2.13% 1.55%-1.22%



C. Improved Method Performance
Compared with the traditional FCS-MPC, the proposed

strategy has obvious advantages in the cost function
iterations and current control. But because of cascaded MPC,
the priority of current control is higher than that of capacitor
voltage control, so the control stability of capacitor voltage
will be affected. In order to eliminate the influence and
reduce the number of iterations of cost function, the
proposed method is improved. The principle of the improved
OVV-FCS-MPC strategy is similar to the original one.
Firstly, the Outer MPC is used to determine the large sector
and small sector of the reference voltage vector.
Subsequently, all switch states in the selected small sector
are substituted into equation (11) for optimum selection.
Fig.8 shows the steady-state and transient simulation results
for improving the OVV-FCS-MPC strategy. Where we now
have the capacitor voltage deviation is improved at the price
of additional current ripple.

In summary, this strategy performs well in both steady-
state and transient-state operations. The capacitor voltage is
well-balanced, and the output current has a small error with
respect to the reference current. Compared with the
traditional FCS-MPC, the proposed method has obvious
advantages in the performance of the output current. And
since iteration times of the cost function are significantly
smaller, the computational efforts can also be significantly
reduced. However, some drawbacks have been observed
such as the variable switching frequency due to the capacitor
voltage balance and the current control. This will be
improved in the upcoming work which will use duty-cycle-
based capacitor voltage balance and modulated MPC for the
current control.

Fig. 8. (a) Output current with improved OVV-FCS-MPC in the steady
state, (b) Capacitor voltage with improved OVV-FCS-MPC in the steady

state

VI. CONCLUSION
An optimal voltage vector-based finite control set model

predictive control method is proposed in this paper. Based on

the traditional model predictive control method, this paper
optimizes the algorithm for finding candidates by the cost
function, while significantly reducing the computational
burden and ensuring capacitance-voltage balance. The
traditional MPC method needs to consider all switching
states in one sampling period, while this paper greatly
reduces the number of iterations of the cost function by
locating the position of the desired reference voltage vector.
The proposed OVV-FCS-MPC strategy is divided into two
parts: Outer MPC and Inner MPC. Outer MPC first
determines the large sector where the desired voltage vector
is located and then determines the small sector where the
desired voltage vector is located within the large sector.
Finally, outer MPC performs optimization in the three
voltage vectors in the small sector. According to the optimal
voltage vector selected by the outer MPC, the inner MPC
selects all switch states that can make NNPC output the
voltage vector as candidates for optimization, so as to reduce
the number of candidate switch states and reduce the
computational burden. Finally, the effectiveness of the
proposed OVV-FCS-MPC strategy is verified in the
Matlab/Simulink environment. In the future, this algorithm
will be improved to maintain the switching frequency
constant by controlling the duty cycle for achieving the
capacitor voltage balance and applying the modulated MPC
method for the current control.
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Abstract—This paper presents the detailed analytical mod-
elling, hardware implementation and experimental results for a
current mode controlled Silicon Carbide (SiC) based two phase
interleaved synchronous buck converter (ISBC) using coupled in-
ductors. A detailed state space model for all the operating modes
has been derived for a small signal modelling of the same. The
resemblance in the modelling and the transfer function with that
of a conventional buck converter is brought out. A conventional
constant current closed loop control involving a PI-controller
is successfully implemented in the experimental set-up using a
digital controller. The closed loop operation of the converter has
been tested for a maximum rating of 80 W at a constant current
of 3 A, while switching at 100 kHz. The improvement in closed
loop performance for the interleaved converter compared to a
conventional buck converter is highlighted.

Index Terms—Constant Current Control, Coupled Inductors,
Interleaved Buck Converter, SiC-based Power Converter, Syn-
chronous Buck Converter

I. INTRODUCTION

High frequency (HF) switched mode power converters
(SMPC) are becoming increasingly popular in several indus-
trial and domestic applications in recent times. This is mainly
on account of higher power density and hence, a reduced size
of the components [1]–[4]. The advent of the high frequency
converters got accelerated due to the fast evolution of wide
band-gap (WBG) semiconductor devices e.g. Silicon Carbide
(SiC), Gallium Nitride (GaN) etc. While a lot of research
is going on to estimate and improve the performance of
the switching devices to optimise their parameters, the state-
of-the-art upgrades through new converter configurations for
improved performance in terms of efficiency, temperature rise
and closed loop control performance in certain applications
[5]–[7]. The interleaved synchronous buck converter (ISBC)
has emerged as a useful converter configuration for its utility
in versatile applications and significant advantages over con-
ventional buck converters [8]–[10]. For the same switching
frequency the ISBC will have half the current ripple magnitude
(switching at double frequency) at the output compared to that
of buck converter [11], [12]. In most of the applications of
interleaved converters, constant current and voltage control is
utilised for several applications.

Fig. 1. Power circuit configuration of the 2 phase ISBC with coupled inductors

The state space representation of the converter operation
for all the possible 4 modes have been duly derived and a
small signal modelling has been done to derive the transfer
function of the converter. It is found that the simplified transfer
function is similar to that of the conventional buck converter. A
(i) lead-lag compensator and a (ii) PI-controller are designed
to implement the closed loop of control of the ISBC. The
implementation is realised using a digital signal processor
(DSP). The major advantage of using a digital controller is
that the tuning of the parameters can be done directly in the
discrete domain [13], [14]. The analytical modelling of the
constant current control of an interleaved buck converter with
coupled inductors is hardly found in the available literature.
This along with detailed experimental validation are salient
contributions of this work.

II. CIRCUIT CONFIGURATION AND OPERATION

A 2-phase ISBC (Fig. 1) has two inductors connected with
the switching nodes of the two half bridge configurations at
one of the ends and are shorted at the other ends. The analysis
and experimental studies, presented in this paper, are with
respect to (w.r.t.) the coupled inductors (CI). The converters
operate in 4 modes. Due to the coupling of the inductors,
the individual inductor currents have double frequency ripples
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Fig. 2. Analytical waveforms of ISBC using coupled inductors (D < 0.5)

(Fig. 2) unlike the non-coupled case, where only the output
current has the double frequency ripple.

The equivalent circuits for all 4 operating modes have been
shown here. Fig. 3 shows the equivalent circuits for Mode-1.
Fig. 4 and 5 are the circuits corresponding to Mode-2, when
D < 0.5 and D > 0.5. The circuit diagram for Mode-3 is
shown in Fig. 6. Similarly, for Mode-4, the equivalent circuits
are shown in Fig. 7 and 8.

A. Small Signal Modelling

Based on the circuit diagram (Fig. 1), an open loop small
signal transfer function is derived for the ISBC with coupled

Fig. 3. Equivalent circuit of ISBC in Mode-1

Fig. 4. Equivalent circuit of ISBC in Mode-2 (D < 0.5)

Fig. 5. Equivalent circuit of ISBC in Mode-2 (D > 0.5)

inductors. State space modelling of the converter is derived
considering the 4 different modes of the converter. The equiv-
alent series resistance (ESR) of the MOSFET, inductance and
capacitance are presently neglected for simplification. The two
inductor currents iL1, iL2 and the capacitor voltage vC are the
three state space variables. The DC voltage Vin is taken as the
input and the load current Io is the output.

The state-space matrices, as derived for the converter in
each of the four modes, are given below. The details of the
derivations are not included here for the sake of brevity. The
B matrix is different in different modes, which can easily be
appreciated.

A1 = A2 = A3 = A4 =
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Fig. 6. Equivalent circuit of ISBC in Mode-3

Fig. 7. Equivalent circuit of ISBC in Mode-4 (D < 0.5)

Fig. 8. Equivalent circuit of ISBC in Mode-4 (D > 0.5)
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Mode-2 and 4 represent zero power states and the cor-

responding state-space matrices are similar for them. The
average state-space model of the system can be written as-

ẋ = Ax+Bu; y = Cx+Du (1)

where, A=
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The small signal transfer function obtained from the state-
space model is:

G(s) =
ĩo

d̃
=

Vin
RC

× 2Lm − (LLK1 + LLK2)

(L2
m − LLK1LLK2)

s2 +
s

RC
+

2Lm − (LLK1 + LLK2)

C(L2
m − LLK1LLK2)

(2)

During the experiment, Vin is maintained 24 V and several
resistors of a load box (equivalent to 4 Ω) are connected as
the load. The objective is to keep the current constant at 3 A.
Substituting values, the converter transfer function is given by,

G(s) =
1.172 ∗ 1011

s2 + 3.788 ∗ 104s+ 1.953 ∗ 1010

The natural frequency of the converter transfer function is
1.4×105 rad/s. The Bode plot of the converter transfer function
is given in Fig. 9(a).

B. Design of Compensator

A lead-lag compensator can be used to provide a phase
boost near the gain cross-over frequency (GCF) to reduce the
overshoot in output current. The target is to keep the phase
margin (PM) above 60 ◦. The compensator transfer function
is,

H1(s) = K
1 +

s

1.4 ∗ 105

1 +
s

1.4 ∗ 106

K above is chosen as 0.4 and therefore the PM is 61◦. The
GCF is 61.75 kHz. The Bode plot of the compensated transfer
function is shown in Fig. 9(b).
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(b)
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Fig. 9. Experiment on GPIS: Bode plot of the (a) converter transfer function,
GCF = 58.73 kHz, PM = 7◦; (b) compensated converter transfer function,
GCF = 61.75 kHz, PM = 61◦; (c) compensated converter transfer
function with PI controller, GCF = 62.39 kHz, , PM = 55◦

C. Design of PI-controller

The DC gain (Kp) of the compensated transfer function
is 2.399. Hence, the steady-state error (SSE) for a unit step

change increases to
1

1 +Kp
= 0.294. The PI-controller

Fig. 10. A photo of the experimental set-up [1]

(a) (b)

Fig. 11. Experimental waveforms of vGS1, iL1, iL2 & iL0 for (a) non-
coupled case (Scale: Ch1: 20 V/div., Ch2: 2 V/div., Ch3: 2 V/div., Ch4: 500
mV/div., t: 2.5 µs/div.); (b) coupled case (Scale: Ch1: 20 V/div., Ch2: 1 V/div.,
Ch3: 1 V/div., Ch4: 1 V/div., t: 2.5 µs/div.) with D=0.3

transfer function is given by,

H2(s) =
1 +

s

3.88 ∗ 104
s

3.88 ∗ 104

The Bode plot of the compensated transfer function is shown
in Fig. 9(c). The GCF is 62.39 kHz and PM is 55◦.

III. EXPERIMENTAL RESULTS

An existing laboratory fabricated General Purpose Inverter
Stack (GPIS) is reconfigured as an ISBC to perform the
required experiments. It has a power rating of 15 kVA with
maximum DC input voltage of 800 V and switching frequency
maximum up to 250 kHz. The circuit consists of 4 SiC-based
MOSFETs (C2M0160120D; VDS = 1200 V , ID = 18 A,
RDSON = 160 mΩ [15]) and two CIs of 15 µH , 40 A (RMS)
with coupling co-efficient 0.95 and two non-CIs of 15 µH , 40
A (RMS).

The experimental waveforms of an interleaved converter
with non-coupled inductors and coupled inductors are shown
in Fig. 11. The cyan and the pink waveforms in Fig. 11(a)
refer to the individual inductor current waveforms, if the
inductors are not coupled. They are similar to conventional
buck converters switching at the switching frequency (100 kHz
in this case). The double frequency ripple is observed in the
individual inductors also for the coupled case (Fig. 11(b)).



The 2-phase IBC has some advantages over the usual buck
converter as the output current ripple of the IBC will be half
of that in the usual buck converter for the same switching
frequency. Therefore, it may be easier to sense the output
current and implement any closed loop control strategy [8],
[9]. The advantage of using a coupled inductor is that even
the individual inductor currents can be sensed and utilised for
any closed loop control with better performance. In this work,
the output current is sensed and used for the control only. The
output current ripple is higher for the coupled inductor case,
as it is dependent upon the leakage inductance only, which is
quite less than the total inductance for the non-coupled case
(The expressions are shown in (3) and (4)).

∆iL0(non−coup) =
D Vin (1 − 2D) Ts

L
(3)

∆iL0(coup) =
D Vin (1 − 2D) Ts

Llk
(4)

The experimental set-up is controlled using Delfino
F28377S DSP (TI make). The DSP is operated from standard
real time software package, where the compensator and P-
I controller are realised. The experimental set-up is shown
in Fig. 10. The load current signal is sensed via Hall effect
sensors (LEM LA-55-P) and sent to the ADC input of the DSP
board for further process. The overall control block diagram
is shown in Fig. 12.

Initially, the closed loop performance is tested, at 100 kHz
switching frequency, by varying the input voltage and keeping
a fixed reference of 3 A. While implementing the closed loop,
the maximum and minimum duty ratio was limited to 0.75 and
0.25 respectively. The waveforms corresponding to the input
voltages of 16 V, 32 V, 48 V are shown in Fig 13. In this case
the output voltages and currents were fixed at 12 V and 3 A
respectively. The current sensor used to display the inductor
current waveform has a gain of 40 mV/A and an offset of
2.5 V. In all three waveforms, the magnitudes and the patterns
of the output current ripples are different. This is because the
converter is being operated under variable duty ratio operation
and the magnitude of the peak-to-peak ripple in the ISBC is
given by (4).

Another case study is performed to test the closed loop
response. Here, the load is suddenly changed from 4 Ω to 9 Ω,
keeping the input voltage constant at 36 V. As we can observe

Fig. 12. Block diagram of the closed loop control

(a)

(b)

(c)

Fig. 13. Experiment on GPIS: Constant Current Control on Interleaved
Synchronous Buck Configuration, experimental waveforms of ISBC input
voltage (pink), output current (green), top devices gate pulses(yellow and
blue)(a) Vin = 16 V, D = 0.75, (b) Vin = 32 V, D = 0.375, (c) Vin = 48 V,
D = 0.25 (Scale: t = 250 µs/div., Ch1 = 20 V/div., Ch2 = 20 V/div., Ch3
= 20 V/div., Ch4 = 12.5 A/div.)

in Fig. 14, load current remains constant at 3 A. The duty ratio
changes from 0.33 to 0.75 . The output voltage is observed
to change from 12 V to 27 V in 200 ms. This establishes the
success of the current mode control of the proposed converter.

IV. CONCLUSIONS

In this paper, the small signal modelling of the ISBC (with
coupled inductors) is presented and current mode control
is successfully implemented in the experiments. A detailed
derivation of the state space model of the ISBC has been
performed for all 4 modes. The conventional techniques of
average value modelling, design of compensator and PI-



Fig. 14. Experimental waveforms of closed loop response for dynamic load
variation from 4Ω to 9Ω, Vo (pink), Io (green)

controller have been done for maintaining constant output
using variable duty ratio control.

A modelling of the converter using coupled inductor, which
is hardly found in any existing literature, is presented here.
The simplified small signal model of the converter is similar
to that of a conventional buck converter and thereby the
implementation of a closed loop scheme is done easily. This
is another important highlight of this work.

The closed loop performance has improved compared to a
usual buck converter for similar current and power ratings, due
to reasons discussed earlier. During this study, it is found that
the variation of the individual inductor (L1, L2) current is not
only dependent upon the operating duty ratio (D), but also on
the coupling co-efficient (k). This can be suitably applied to
various ISBC-fed applications and the authors are currently
working on that.

From the experimental results we can observe that, the input
voltage is varied from 16 V to 48 V but as the duty ratio
changes correspondingly, the output current is fixed at 3 A.
In another case, the load resistance is varied in step from 4 Ω
to 9 Ω, yet the output current remains constant at 3 A. This
demonstrates that the closed loop scheme is working well. A
precise tuning of the PI-controller may reduce the settling time
more. Interleaving causes the output current ripple frequency
to be twice i.e. 200 kHz and the peak-to-peak ripple to be
reduced resulting in smoother control.
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A New Multiport DC-AC Power Converter for 

Distributed Energy Applications 

Abstract—During the last decade, the interest in developing 

sustainable solutions such as renewable energy sources (RES), 

distributed electricity generation, energy storage systems, and 

electric vehicles (EVs) has been increased significantly. 

Multiport power converters are required in these applications 

for the interconnection of multiple energy production and 

storage units with the electric grid. A new non-isolated 

multiport converter (MPC) is presented in this paper which is 

capable to manage the power flows of four different DC 

sources (i.e. photovoltaic array, supercapacitor array, EV 

battery, and battery bank) and interconnect them with an AC 

load or the electric grid. Compared to the conventional MPC 

structures, the proposed MPC inverter consists of fewer power 

switching and passive components, providing an MPC 

architecture of lower complexity and cost. A laboratory 

prototype of the proposed MPC inverter was developed and its 

correct operation has been experimentally verified under 

various operating conditions. 

Keywords—Multiport Converter, DC-AC inverter, Energy 

Storage, Distributed systems, Smart Grid. 

I. INTRODUCTION 

The most common storage media in hybrid Renewable 
Energy Sources (RES) systems are the batteries and the 
supercapacitors (SC) [1]. Batteries have the ability to offer 
high efficiency and energy density and can respond to 
various load fluctuations, as well as compensate for low 
frequency power demand. However, they come with 
limitations like slow charging rates and short lifetime, 
especially for the high-power applications [2]. With the 
continued industrial development and research in the fields 
of chemical storage, electric vehicles (EVs) have shown 
significant progress as a distributed energy storage option 
[3]. Supercapacitors, on the other hand, are ideal for short-
term energy storage. They present minor power losses, 
endurance on electric stress from high charging and 
discharging currents, and thus a long lifetime and a large 
number of charging and discharging cycles [4]. 

Therefore, the requirement to combine a variety of 

different energy sources into a single system complemented 
by the coverage of the respective load (either DC or AC) 
creates the need to design power circuits that can effectively 
control various power flows between the power converter's 
common output and its multiple versatile sources, as shown 
in Fig. 1. A conventional system that supports several input 
sources and includes a grid interconnection, would require 
the use of several power converters to achieve adequate 
power flow control which can turn into an inefficient 
approach, with a bulky and expensive architecture. The 
multiport power converters (MPCs) [5] combine several 
unidirectional or bidirectional converters into a single power 
circuit, featuring lower cost, smaller size, and less control 
complexity. As shown in Fig. 1, an MPC can interconnect 
various energy sources and energy storage units. Usually a 
common DC bus is used to interface the individual power 
converters inputs and outputs. The sources are connected 
through DC/DC stages to the common bus. The AC load or 
electric grid connection is covered by an additional DC/AC 
power conversion stage.  

A comparison of various multi-input circuit topologies 
for DC/DC converters that combine photovoltaic (PV) 
arrays, wind- turbines, fuel cells and AC grids, is presented 
in [6]. This is extended to a general qualitative comparison 
for multiport DC/AC converters, where it is demonstrated 
that the MPC architectures have fewer switching elements, 
fewer conversion stages, a single control unit with minimal 
complexity and improved efficiency. MPCs can be 
categorized into two main categories, isolated DC/DC [7]-[9] 
or DC/AC converters [10]-[12] and non-isolated DC/DC 
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Fig. 1. Basic architecture of an MPC inverter. 
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Fig. 2. A diagram of the proposed MPC inverter power circuit. 

[13]-[15] or DC/AC converters [16]-[18]. Isolated MPCs 
owe their electric isolation to high-frequency transformers 
between the DC and AC sides [19]. By properly controlling 
the switches located on the primary side of the transformer, 
the voltage applied to the ends of the secondary coil is 
regulated, under a constant transformation ratio. The output 
voltage can be adjusted by the proper switching control on 
the secondary side of the transformer. However, the use of a 
multi-winding transformer results in increased system 
complexity and reduced efficiency. On the other hand, non-
isolated MPCs have a lower cost and reduced power losses 
due to the absence of a transformer, but they lack the 
electrical isolation between their inputs and outputs [20]. 
This is because a common ground-line runs through all 
power ports of such a power converter. The isolated power 
converters can easily implement multiple output voltage 
levels. Still, they are heavier in weight, require many 
elements, and present slower response, lower efficiency, and 
higher cost compared to the non-isolated ones.    

In [21] a single-phase split-source inverter (SSI) is 
presented, which consists of a DC source and a DC-link 
capacitor. To test the full-bridge inverter, one branch of the 
full-bridge must be operated with a constant reference signal 
(duty cycle) to charge an inductor. The other branch is 
controlled by a quasi-sinusoidal pulse width modulation 
(PWM) technique to produce the single-phase AC output 
signal. A switch is also connected to each branch of the full-
bridge, which operates at the mains frequency. A DC/AC 
SSI is proposed in [22], which includes a DC source and a 
DC-link capacitor as inputs and a three-phase AC output. A
DC source inductor is connected by three diodes to each
branch of the three-phase full-bridge circuit. In that topology,
a single parameter is adequate for controlling the power flow
between the DC and AC sides. In [23], a non-isolated
bidirectional DC-DC converter with two DC input sources is
proposed. One of the DC inputs is used to maintain the
DC-link voltage constant and the other for power regulation.

In this paper, the design and development of a new MPC
DC-AC inverter topology is presented, which can be
integrated into a hybrid RES and energy storage system. The
proposed MPC is capable to manage the power flows of four
DC sources (i.e. PV array, supercapacitor array, EV battery,
and battery bank) that interface with the electric grid.
Compared to the past-proposed MPC inverter structures, the
non-isolated MPC inverter presented in this paper consists of
fewer power switching and passive components, providing
an MPC inverter architecture of lower complexity and cost.
The experimental testing results confirm the correct
operation of the proposed MPC topology for various power
flow scenarios.

The rest of the paper is organized as follows: Section II 
discusses the design of the proposed MPC inverter; Section 

III presents the experimental results and, finally, Section IV 
concludes on the findings of the proposed work.    

II. THE PROPOSED MPC INVERTER

A diagram of the proposed MPC inverter power circuit is 
presented in Fig. 2. A three-phase AC output to an AC load 
or the electric grid, is shown on the right of the image. The 
power inputs of the four different DC sources are depicted on 
the left and bottom side. The PV array is directly connected 
to the DC-link, thus reducing the total number of switching 
and passive elements, while at the same time, maintaining its 
ability to be controlled by a PV Maximum Power Point 
Tracking (MPPT) algorithm. It is also interesting to point out 
the connecting points of the battery and SC banks on the 
common DC-link. The connections are realized through a 
parallel branch which consists of a dual-port DC/DC 
converter. 

The single-phase and three-phase DC/AC MPCs 
presented till present in the international literature have no 
more than three DC-sources, while the three-phase DC/AC 
MPCs require a greater number of switching elements which 
operate at a high switching frequency compared to the 
architecture of Fig. 2. In contrast, the proposed topology has 
a three-phase AC output and accepts up to four DC sources, 
allowing all possible powers flows from, to and between the 
power sources. Therefore, the proposed topology enables 
bidirectional current flow for the battery bank, the SC and 
the EV battery, through power switches with flywheel 
diodes. Compared to an implementation that would be based 
on separate DC/DC converters for each DC source, 
connected to the common DC-link, which is the input of the 
three-phase DC/AC bridge as shown in Fig. 2, the proposed 
topology is favored due to the simplicity offered by the direct 
connection of the PV array to the DC-link. Another 
advantage is the requirement of just three switching elements 
(��,  ��,  ��) operating at a low switching frequency of 50 Hz 
thus minimizing both the design complexity and power 
losses. The proposed topology consists of 9 high-switching 
frequency power switches and 3 low-frequency ones. In 
contrast, a three-phase DC/AC MPC with a separate DC/DC 
converter on each DC port and a three-phase full-bridge 
converter on the AC side consists of 13 high-frequency 
switches for the same number of ports. Additionally, the total 
number of inductors and capacitors is smaller, namely 3+4=7 
versus 4+8=12 for the architecture with a separate power 
converter for each input energy production/storage unit. 

A. Structure of the proposed MPC inverter topology

The direct connection of the PV array to the capacitor of
the DC-link (��	
���) combined with the compact two-input 
bidirectional DC-DC converter is based on the work of [23], 
while the three-phase SSI of Fig. 2, is based on the works of 
[21] and [22]. In the converter proposed in [23], the DC



sources are used as inputs, one of which keeps the voltage of 
the DC-link constant, and the other allows the power 
production regulation. On the contrary, in the MPC inverter 
presented in this paper, the functionality extension lies in that 
a battery bank and the SC array are used as inputs, where it is 
possible to adjust the charging and discharging rate of both 
of these sources. 

The inductor (���) of the port that connects the three-
phase SSI of Fig. 2 with the battery of the EV, is connected 
to every branch of the three-phase bridge through three 
power switches that include flywheel diodes to enable 
bidirectional flow. One of the three branches of the three-
phase bridge should operate at a constant duty-cycle for the 
DC/DC conversion while the other two are controlled by a 
modified sinusoidal reference signal and are responsible for 
the DC/AC conversion. The switches ��,  ��,  ��  operate at 
the mains frequency (i.e. 50 Hz). The main operating 
principle and the power switching control strategies are 
described in the next paragraph. 

B. Operating principle and driving signals control

Based on the power balance between the input/output
ports, multiple alternative power flow scenarios can be 
supported by the proposed MPC inverter, as indicated by 
Fig. 1. Therefore, the proper control of the versatile sources 
is necessary for the efficient operation of the power circuit. It 
is worth noting that if  ��, �� are treated as a single switch 
then the circuit formed including the SC array input, the 
inductor ��	  and the switch ��, can be considered as a Buck-
Boost converter. The same stands true for the circuit of the 
battery bank, if  ��, ��, are considered as a single switch. The 
configuration of  �� , �� , ��  suggests that  ��  is common in 
both circuits, as shown in Fig. 3. This switch operates so that 
the converter can either generate or absorb energy from each 
source individually or simultaneously from both. The 
generation of the driving pulses for switches  ��  and  ��  is 
based on two reference signals, one for each switch, which 

are compared with a triangular pulse (of frequency equal to 
the desired switching frequency) from 0 to 1. As long as the 
value of the reference signal is greater than the value of the 
triangular pulse width, switch  ��  is open, otherwise it is 
closed. Conversely, the switch  ��  is open as long as the 
value of the corresponding reference signal is less than the 
value of the triangular pulse width, otherwise it is closed. 
The drive pulse of switch  ��  is the logical NAND 
combination of the drive pulses of switches  �� and  ��. The 
control mode and driving pulses are shown in Fig. 4 and 
Fig. 5, respectively. The three-phase bridge consists of three 
branches, one for each phase of the AC electric grid 
(i.e. a, b, c). In turn, each branch of the bridge includes two 
power switches with flywheel diodes, which receive 
complementary pulses. Therefore,  ��  complements  ���  for 
phase a,  ��  complements  ���  for phase b, and  �� 
complements  ��� for phase c, respectively. The EV battery, 
on the other hand, is connected in series with the inductor 
��� , which is charged and discharged in cycles that are 
appropriately regulated by the power switch control. The 
inductor ��� is also connected to three IGBTs with flywheel 
diodes (��,  ��,  ��), each connected to a branch (a, b, c) of 
the full-bridge circuit. As a result of this connection, there is 
an interaction with the three-phase bridge control and the EV 
battery, which is discussed below in detail. The diagram of 
Fig. 6 presents the current flow paths of the three-phase SSI 
with the EV battery. 

The appropriate driving pulses of the full-bridge power 
switches and the EV battery use the reference of three 
symmetrical sinusoidal waves that have a phase difference of 
120˚. These waves are modified as shown in Fig. 7, 
producing the reference signals shown in the upper part of 
Fig. 8. The AC modulation index ( ��� ) represents the 
amplitude of the reference signal and the DC modulation 
index (���) corresponds to the offset of the reference signal. 

Fig. 3. Basic two-input DC/DC converter operation. 

Fig. 4. Driving circuit for battery and supercapacitor interconnection

branches. Fig. 7. Control of three-phase bridge driver and electric vehicle 

interconnection branches. 

Fig. 6: Current flow during EV battery charging and discharging. 

Fig. 5. Operation waveforms and driving pulses of switches ��, ��, ��. 

Fig. 8. Reference signals for the three-phase bridge and EV control. 



The values of ��� and  ��� are adjusted in such a way that 
the desired power flow is achieved. To generate the driving 
pulses of  ��,  ��,  ��, the reference signal for the EV battery 
is compared to zero. If the reference signal of each switch is 
equal to zero, the corresponding switch is set to the ON 
position, otherwise it is set to OFF, as shown in the bottom 
part of Fig. 8. The driving pulses of the three-phase bridge 
switching circuit are created as follows: when the reference 
signal for each branch is greater than or equal to the width of 
the triangular reference pulse, the corresponding switch is set 
to the ON position, otherwise it is set to OFF, as shown for 
switches  ��,  ��,  �� in Fig. 9. The logic state of the switches 
 ��� ,  ��� ,  ���  is the complementary one. In principle, this 
driving scheme of the three-phase SSI of the proposed MPC 
inverter is very similar to the one used during the charging 
process of the EV battery. Since the reference signals that 
control the three-switches of the EV battery ( �� ,  �� ,  �� ) 
have a phase difference of 120˚, this suggests that every 120˚ 
a new charge cycle takes place as a different switch is turned 
ON. In every charging cycle of that nature, a branch of the 
bridge acts as a DC/DC converter to control the EV battery 
voltage, and the other two are dedicated to the DC/AC 
conversion. For example, when  ��  is ON and  �� ,  �� , is 
OFF, then the bridge branch where  �� is connected, operates 
as a DC/DC converter and the other two branches control the 
DC/AC conversion. The remaining two power switches 
operate under a similar manner, with the current flowing in a 
cyclic sequential fashion through the three different power 
switches, so that a constant current flow at the EV battery 
port is achieved.  

III. EXPERIMENTAL RESULTS

In order to validate the design and confirm the successful 
operation of the proposed MPC inverter, an experimental 
prototype was built, as shown in Fig. 10. The power circuit 
of the proposed MPC inverter has been based on the 

IKCM20L60GDXKMA1 intelligent power modules. Table I 
lists the parameters of the experimental setup.  

The experimental waveforms of the driving signals of the 
switching elements of the power converter, as well as the 
voltage signals at various points in the MPC power circuit, 
are shown in Figs. 13-22. The  ���  signal pulses are 
presented in Fig. 11. The discharging of the battery 
connected to the two input DC-DC converter, with a current 
value of 1.5A is shown in Fig. 12. Similarly, the SC array 
charging connected to two-input DC-DC converter, with a 
current value of -1A is shown in Fig. 13. The DC-link 
voltage is presented in Fig. 14 and voltage �� in Fig. 15. The 
driving pulses of ��  and ��  are shown in Fig. 16 and the 
driving pulses of �� and �� are shown in Fig. 17. The signal 
�� produced by applying a NAND logic function between �� 
and �� is depicted in Fig. 18, the driving pulses and voltage 
��� on �� are depicted in Fig. 19 and the driving pulses of �� 
and voltage ���� are depicted in Fig. 20. Fig. 21 and Fig. 22 
show the experimental waveforms of the voltage and current 
at the output of the inverter in stand-alone and grid-
connected mode, respectively.  

Fig. 9. Drive pulses for the three-phase bridge switches. 

Fig. 10. The experimental prototype of the proposed MPC inverter. 

TABLE I. PARAMETERS OF THE EXPERIMENTAL SETUP. 

Parameter Description Value 

VPV Rated PV voltage 60 V 

VSC SC rated voltage 24 V 

VBAT Rated battery bank voltage 12 V 

VEV Rated EV battery voltage  12 V 

VAC Rated mains AC voltage 230 Vrms, 50 Hz 

Lα1, Lb1, Lc1 
Inductance of the LCL filter on 

the power converter side 
4.7 mH 

Lα2, Lb2, Lc2 
Inductance of the LCL filter on 

the electric grid side 
4.7 mH 

Cα, Cb, Cc LCL filter capacitance 10 μF 

RD LCL filter damping resistor 5 Ω 

CDC-link Capacitance of the DC-link 500 μF 

CSC SC port capacitance 1000 μF 

CBAT Battery port capacitance 1000 μF 

CEV EV port capacitance  1000 μF 

LSC SC port inductance 4.7 mF 

LBAT Battery port inductance 4.7 mF 

LEV EV port inductance 4.7 mF 

fSW Switching frequency 10 kHz 

Fig. 11. ���� voltage (CH2: 10V/div). 

Fig. 12. Discharging of the battery connected to the two-input DC-DC 

converter, with a current value of 1.5A (current probe at 100mV/A). 



Fig. 13. Supercapacitor array charging connected to the two-input DC-DC 
converter with current rated at -1A (CH2: 1A/div). 

Fig. 14. DC-link voltage VDC (CH2: 10V/div) at 24V. 

Fig. 15. Voltage �� (CH2: 10V/div). 

Fig. 16. Driving pulses of �� and �� (CH1, CH2: 500mV/div). 

Fig. 17. Driving pulses of �� and �� (CH1: 2V/div, CH2: 2V/div). 

Fig. 18. The signal �� (CH1: 2V/div) produced by a NAND logic function 

between �� and ��. 

Fig. 19. Driving pulses and voltage ���  on ��  (CH1: 1V/div, CH2: 

10V/div). 

Fig. 20. Driving pulses of ��  and voltage ����  (CH1: 1V/div, CH2: 
10V/div). 

Fig. 21. Voltage �� (CH1: 10V/div) and current !� (CH2: 1A/div) for stand-
alone operation of the proposed MPC inverter. 

Fig. 22. Voltage �� (CH1: 2A/div) and current !� (CH2: 200V/div) for grid-

connected operation of the proposed MPC inverter. 



The voltage measurements refer to the secondary side of the 
transformer connecting the proposed MPC inverter to the 
electric grid. In case that the AC output is power-supplied by 
only the PV source, the maximum efficiency has been 
experimentally measured to be equal to 94%. The efficiency 
drops to 89.7% when the battery and SC sources also 
contribute to the overall power transferred to the AC output 
port. 

IV. CONCLUSIONS

Distributed RES combined with hybrid energy storage 
systems are able to smooth the electricity supply and demand 
surges and provide ancillary services to the electric grid. The 
MPCs can be a fit solution towards that end as they feature 
lower cost, size and design complexity when compared to 
alternative architectures of the overall power processing 
system.  

A novel three-phase non-isolated DC/AC MPC has been 
presented in this paper. The main objective is the 
interconnection of manageable distributed RES and hybrid 
energy storage systems with the electric grid. Compared to 
the past-proposed MPC architectures, the MPC inverter 
proposed in this paper uses fewer passive components and 
some low-frequency power switches, which reduce cost, 
minimize power losses and improve the overall power 
processing system reliability. It also allows simultaneous 
power management of four separate DC inputs (PV array, 
battery bank, SC bank, EV battery), as well as power 
exchanging with the electric grid. Although the PV source is 
directly connected to the DC-link, the MPPT algorithm can 
be implemented without using an addition al power converter 
in the developed topology, thus further reducing the total 
number of components in the MPC circuit. The proposed 
circuit also incorporates a modified three-phase version of an 
SSI topology to support bidirectional power flow. The three 
power switches connecting the EV battery bank to the AC 
full-bridge can operate at the electric grid frequency during 
charging or can be set OFF during the EV battery 
discharging. This feature results in a reduction of the cost of 
the power components required to implement an MPC with 
such functionality, especially when compared to the circuits 
proposed till present in the literature where high-frequency 
power switches are commonly used. The experimental 
results confirmed the successful operation of the proposed 
MPC inverter topology and control under various power flow 
scenarios and operating conditions.  
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Abstract— Commercially available domestic loads such as
lights, fans are operated from ac based distribution system. In
order to ensure good power quality and unity power factor
operation, power factor correction interfaces are implemented
between the utility ac source and these consumer loads. With
higher integration of renewable resources, dc- based loads have
emerged to be interfaced to the dc distribution system with
lesser power conversion stages. This paper explores a universal
power converter interface which can be used to interface to ac-
or dc- based sources either solely or simultaneously. This work
evaluates the control strategy of the universal integrated dual-
dc boost converter (U-IDDBC), which can provide active power
decoupling to reduce low frequency component at the dc load bus
without additional hardware requirement. The paper discusses
the proposed control scheme for the power converter topology,
and its effectiveness has been verified using simulation results.

Index Terms—Active power decoupling, integrated converter,
power factor correction, peak current mode control.

I. INTRODUCTION

Modern domestic residential loads (such as high frequency
fluorescent lamps, brushless dc motors in fans, mixer grinders,
vacuum cleaners) use dc based system for its power require-
ment [1]- [2]. For driving these dc loads in domestic use,
input power is drawn from the ac grid supply. With increased
integration of renewable resources, hybrid ac-dc distribution
systems are being developed where the same domestic loads
can be run out of either dc or ac distribution bus. The use
of dc sources to power loads reduce the number of power
conversion stages, and also enables the appliances to be run
out of portable power e.g battery.

The conceptual schematic diagram of a multi-port converter
architecture with ac and dc source terminals feeding a common
dc load is shown in Fig. 1. The possibility of powering the
same load from both ac as well as dc sources render the
converter to be universal type. Two additional functionality of
this converter shown in Fig. 1 are power factor correction and
active power decoupling. Power factor correction interfaces are
used between the utility and loads to ensure power quality and
to maintain near unity power factor. In addition, when an ac-dc
conversion is involved, power decoupling circuit is required to
mitigate the pulsating nature of input power feeding into the dc
load. Conventionally, bulky electrolytic capacitors are used to
smoothen the output voltage ripple reducing the power density
and increasing the size of the system.

A boost-type active decoupling topology for a single phase
switch boost inverter has been presented in [3] to deflect the

Fig. 1: Conventional technique of PFC based operation for domestic
applications

Fig. 2: A proposed technique for PFC based operation of the
integrated converter for domestic applications

low frequency ripple in the auxiliary capacitor reducing the
need for increasing the size of the main passive elements
in the topology. In [4]- [5], various active power decoupling
techniques have been reported with the objective of reduction
in passive elements size and eliminating the low frequency
ripple from the desired output power. Reference [4] categorises
the active power decoupling (APD) into three groups: PV
side decoupling, dc link decoupling and the ac side decou-
pling considering the decoupling capacitor location and these
topologies are analysed considering efficiency, decoupling ca-
pacitor size, and control complexities. In [5] the APD topolo-
gies are broadly categorised into two groups: independent
decoupling circuit topologies, which operate independently
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Fig. 3: Schematic of the Universal integrated dual-dc boost converter
topology.

with the original converter topology and dependent circuit
topologies which share a power semiconductor switch either
partially or completely with the original circuits. In [6] a
bidirectional buck-boost converter terminated by an auxiliary
capacitor is used to synthetically smoothen the ripple in the
output voltage. In [7], a control-based active current sharing
technique and implementation of an overall closed loop control
for an interleaved current fed switched inverter is proposed and
the successful decoupling action has been observed.

To avoid the use of external circuitry and to make the system
less bulky, integrated multiport converters with an intelligent
control for APD is proposed as shown in Fig. 2. In [8]- [9]
an integrated dual dc boost converter topology is proposed
for dual dc input and single dc output. By modifying the
circuit with the introduction of a full bridge diode rectifier
one dc input source can be reused as an ac source and this
results in universal input integrated dual dc boost converter
(U-IDDBC) as mentioned in [10]. In this paper, an intelligent
control with PFC and without any APD circuits is proposed
for U-IDDBC where all the state variables of the converter
are controlled maintaining stable output voltage at 48 V in
all possible conditions with a significant reduction in the low
frequency (2f frequency, f is the frequency of the ac side
system) ripple of the output voltage. The main contributions
of the paper are as follows:

1) Reduction in the size of bulky capacitors to maintain
stable output voltage with less ripple.

2) External additional circuit for APD have been avoided.
3) Control strategy for all the state variables of the multi-

port converter with PFC in the ac side.
4) Uninterrupted power delivery capability of the converter

in the absence of either sources.

II. REVIEW OF UNIVERSAL INTEGRATED DUAL DC
BOOST CONVERTER (U-IDDBC) TOPOLOGY

A. Converter Architecture

Fig. 3 shows the schematic diagram of universal integrated
dual dc boost converter (U-IDDBC) topology, proposed in
[10]. This topology can be used to interface two independent
sources at terminals V1 (dc source) and vs (ac source). The
converter is operated using three controllable switches: S1, S2,
and S3, the latter two are unidirectional, and one diode D. The

(a)

(b)

(c)

Fig. 4: Different modes of operation of U-IDDBC topology (a) when
both the sources are present (b) when just the dc source is present
(c) when just the ac source is present

topology consists of two inductors: L1 and L2, and hence, the
operation of the converter is restricted to the complimentary
operation of switch pairs: (S1, D) and (S2, S3).

B. Modes of operation of the U-IDDBC topology

Depending upon the availability of either of the sources, the
converter can operate in the following modes.

• Mode I (When both sources are available [Fig. 4 (a)]):
This is the general mode of operation of the converter.
The energy management in this mode is taken care of
by controlling all the state variables. The switch S1 is
used to control the output voltage of the converter with
an inner peak current control and the complementary
switches S2 and S3 are used to control the ac side
current of the converter with an additional power factor
correction technique. In this mode of operation all the
specific advantages of the U-IDDBC topology have been
utilised for domestic purposes, standalone dc loads can
be delivered by taking power from ac source and also
feeding power to the other voltage source (ideally energy
storing element eg. battery) at the same time.

• Mode II (When only dc voltage source is available [Fig.
4 (b)]): In this mode of operation, the converter behaves
like a boost converter still maintaining regulated output
voltage for domestic applications. The control switches
S2 and S3 are OFF in this mode.



TABLE I: U-IDDBC switching interval analysis

Switching Voltage Voltage Current in
interval across L1 across L2 Capacitor C

I V1 V2 IC1 = −V0
R

II V1 − V0 V2 − V0 IC1 = IL1 + IL2 − V0
R

III V1 − V0 V2 − V1 IC1 = IL1 − V0
R

• Mode III (When only the ac voltage source is available
[Fig. 4 (c)]): In this mode of operation, the U-IDDBC
operates by keeping S3 always ON and maintaining
proper regulation by the switch S1 behaving like a simple
boost PFC.

III. STEADY STATE OPERATION OF THE U-IDDBC
TOPOLOGY

A. Operating states of U-IDDBC

Fig. 5 shows the different operating intervals of U-IDDBC
over a complete switching period depending upon the status of
controllable switches with both sources present. Table I lists
the state equations for each of the three intervals.

• Interval I [Fig. 5 (a)]: Both the switches S1 and S3 are
ON hence both the inductor currents will rise.

• Interval II [Fig. 5 (b)]: Switch S1 is OFF while S3

remains ON, hence the slope of both inductor currents are
negative, and freewheel into the stand alone dc output.

• Interval III [Fig. 5 (c)]: In this mode, switch S3 is OFF
and S2 is ON. Inductor currents iL2 and iL1 freewheel
into the source V1 and stand alone load, respectively.

B. Analysis of IDDBC Operation

The flux balance principle across each of the inductors
can be used to determine the relationship between terminal
voltages and the duty ratio of the switches as given by (1) and
(2). The duty ratio for switch Si is ki (i = 1, 3).

k1 = 1− V1
V0

(1)

The voltage profile of the rectified voltage source V2 will be
Vm|sinwt|. Hence the duty ratio k3 will vary according to the
rectified voltage as mentioned in (2). Also in order to maintain
continuous conduction mode condition for the inductor current
iL2 the rectified voltage has to be beyond a certain magnitude
as mentioned in Eq.(3).

k3 = 1− Vm|sinwt| − V1
V1 − V0

(2)

V1
2

V0
< Vm|sinwt| (3)

From capacitor charge balance principle the load current can
be related to both the inductor currents within the topology as
shown in (4). Here, IL2(k3−k1) is the sectional average value
of inductor current iL2 for the time interval II [see Table I].

IL1(1− k1) + IL2(k3−k1)(k3 − k1) =
V0
R

(4)

From the steady state waveforms of inductor current iL2,
the relation between the “C” (control) point and the minimum
value of the inductor current iL2 is given by (5)-(6). Hence,
the “C” point has to be beyond a certain limit to operate
inductor current iL2 in CCM in addition to the voltage criteria
mentioned in Eq. (3)

IL2(C) = IL2min +
(V1 − V2)(1− k3)Ts

L2
(5)

Due to the presence of three slopes, the average value of iL2

is related to the C-point as Eq. (6). Hence by controlling the
“C” point we can control the average value of the inductor
current iL2. For successful power factor operation, the “C”
point of the inductor current iL2 is controlled as a simple
proportional function of the rectified input voltage V2.

IL2avg =
Ts
2L2

f(V1, V0, V2) + IL2(C) (6)

This characteristic feature of U-IDDBC involves the oper-
ation in interleaved mode, wherein inductor current iL2 can
alternately freewheel between output voltage Vo and source
voltage V1 alternatively in 3-slope CCM or DCM conduction
mode.

C. Analysis of the behaviour of the inductor current iL2 in
various operating conditions

The “C” point is significant in controlling the behaviour of
the inductor current iL2. Three major conditions can happen
for the inductor current iL2 as follows:

• 3-slope CCM condition: It is possible when the “C” point
is significantly high enough to bring the iL2min value
more than zero [see (5)]. Moreover the voltage limit
criteria also has to be fulfilled as mentioned in (3)

• 3-slope DCM condition: This mode of conduction is
possible when the “C” point is low enough to bring
iL2min to zero and also the voltage limit criteria also
needs to be fulfilled as mentioned in (3).

• 2-slope DCM condition: Eq. (7) shows the general wave-
form of inductor current iL2 in interval II. iL2max is the
maximum value of the inductor current in the interval
I. The minimum value of the inductor current iL2 in
the interval II (i′L2min) is mentioned in (8). The 2-slope
DCM condition mode is possible when the voltage V2 is
sufficiently low and the “C” point is beyond iL2max so
that (9) is satisfied.

iL2(t) = iL2max +
V2 − V0
L2

t (7)

i′L2min =
V2
L2
k3 +

V0
L2

(k1 − k3)Ts (8)

V2 < V0
k3 − k1
k3

(9)



(a) (b) (c)

Fig. 5: Different operating modes of U-IDDBC topology with power flow from two sources. (a) When switch S1 and S3 are ON (duration
k1Ts). (b) When switch S3 is ON (duration (k3 − k1)Ts). (c) When switch S2 is ON (duration (1− k3)Ts)

IV. PROBLEM OVERVIEW AND PROPOSED SOLUTION

In a conventional distribution system, PFC based algorithm
is used at the load interfacing converter. In this case, the
instantaneous power from the ac source will have a 2f fre-
quency component (f is the frequency of the ac system). This
pulsating power will get reflected to the load side creating
output voltage disturbance. To manage this pulsating power,
power decoupling circuits are used which are incorporated into
the converter stage. It is an additional circuit consisting of
passive elements to minimize the effect of pulsating power
on the output side. To minimize the effect of rectified voltage
ripple large capacitance can be placed but it will not be stable
and reliable solution.

The above mentioned challenges are addressed in this paper
by proposing a control scheme for the U-IDDBC topology as
shown in Fig. 6. The proposed approach uses a decoupling net-
work with PFC control to mitigate the effect of 2f frequency.
The intelligent control is included in addition to the existing
converter control algorithm.

V. CONTROL SYSTEM DESIGN FOR IDDBC

A. Requirement of current programmed control of U-IDDBC

The current mode control for U-IDDBC needs to fulfill the
following two major objectives: (a) Regulation of inductor
current iL1 as per output of outer voltage compensator for dc
stand alone load regulation and (b) regulation of input side
current connected to the ac voltage source (vs) for power
factor correction and energy management between the two
input ports. The regulation of currents in both the inductors
ensure proper power sharing from each of the different sources
connected to the converter. Peak current control is used to
regulate inductor current iL1 while the “C” point tracking
ensures control over the inductor current iL2.

B. Outer voltage controller

The compensator for the outer voltage loop has been
designed considering the state space equations of a boost
converter. The outer voltage loop uses proportional-integral
control, the parameters of which are obtained using loop
shaping analysis. The plant model for the outer voltage loop
considers the decoupled transfer function V0/iL1, the expres-
sion is given by Eq. (10). A simple PI controller is used to
stabilize the plant with kp = 1.67 and ki = 3350, the overall
transfer function has a phase margin of 80° at a gain cross
over frequency of 2 kHz. Due to the decoupled nature of

Fig. 6: General control structure of the U-IDDBC converter

Fig. 7: Detailed control structure of the U-IDDBC converter with the
decoupling network

operation of the integrated converter by the introduction of
a decoupled network in the control strategy, the boost plant
transfer function is sufficient to design the aforesaid system.

V0
iL1

=
v0
L1

(1−k1)
C − s iL1

C

v0
RCL1

+ (iL1(1−k1))
CL1

+ s v0

L1

(10)

C. Peak current mode control of iL1

The outer voltage loop of the controller provides the ref-
erence i∗L1ref which is further modified to iL1ref by the
decoupled network for cancellation of the low frequency ripple
in the output voltage [see Fig. 7]. The current comparator
output is denoted by the signal CMP1, which assumes a HIGH



state when the current reaches the peak set-point reference.
Using a clock signal at the input of RS-Latch, the switches
of U-IDDBC are operated at constant switching frequency. In
this scenario, the output of the peak current comparator is the
RESET input of RS- latch. The output of the latch is applied
to switch S1 with a duty ratio k1.

D. Control of inductor current iL2

The operation of U-IDDBC in interleaved switching mode
influences both the inductor current waveforms of the topol-
ogy. The control of current supplied from the voltage source
(V2) is implemented using C-point reference tracking control.
The value of inductor current iL2 is compared to a comparator,
and its output is denoted as c1 [see Fig.7]. When the magnitude
of current iL2 > C point then c1 is HIGH. This comparator
output signal c1 is OR- ed with the duty of switch S1 i.e. k1
to obtain the gate signal for switch S3 i.e. k3. The gate signal
for switch S2 i.e. k2 is complementary to the k3 signal.

E. Role of decoupling network in maintaining decoupled
power transfer

The introduction of the decoupled network is significant in
maintaining stable output voltage at all conditions and also for
the power factor correction. To set the current reference and
the voltage reference, the “C” point (control point of iL2) and
the “Vref” are set as input parameters to the control circuit.
But to maintain PFC, the average value of the ac source current
(is) and the ac source voltage (vs) must be in the same phase.
In other words, the profile of the inductor current (iL2) will
be in same phase with the rectified ac voltage (V2).

For this criteria to be fulfilled, the “C” point of the inductor
current iL2 must be proportional to the rectified ac voltage
(V2), which is implemented in the “decoupled network” block.
With the change in the instantaneous value of the rectified
voltage (V2) the average value of the inductor current iL2

will also change as mentioned in (6). This will result in
change in IL2(k3−k1), thereby disturbing the output voltage
as given by (4). Also, additionally the power input from
the ac side will have a dc component with a 2f frequency
ripple (f is the frequency of the ac side) which will have an
impact on the stand alone dc load. This cross-coupling effect
cannot be avoided as the outer voltage loop controller cannot
be faster than the current control loop of iL2 with the “C”
point. To mitigate this problem in the voltage controller, a
decoupled factor has been introduced which will take care
of the perturbation in IL2(k3−k1) as a function of iL2avg and
correspondingly change the i∗L1ref to iL1ref as mentioned in
Fig. 7.

VI. SIMULATION RESULTS AND VERIFICATION

The operation of the proposed control scheme has been
evaluated in PLECS simulation software with a output power
rating of 250 W and the system specifications as mentioned
in Table II.

(a) (b)

(c)

Fig. 8: The inductor current iL2 with inductor current iL1, duty ratio
k1 and k3 and with the output voltage (V0) maintained at 48V in (a)
two slope DCM condition, (b) three slope DCM condition and (c)
three slope CCM condition

A. 2-slope DCM conduction of inductor current iL2

In Fig. 8 (a), the 2-slope DCM operation in inductor current
(iL2) of the U-IDDBC converter has been demonstrated with
output voltage maintained at 48 V. The duty ratio k1 is
maintained by the outer voltage with inner peak current mode
control considering the power decoupling control.

B. 3-slope DCM conduction of inductor current iL2

In Fig. 8 (b), the 3-slope DCM operation in inductor current
(iL2) of the U-IDDBC converter has been demonstrated with
output voltage maintained at 48V. The duty ratios k1 and k3
are also shown.

C. 3-slope CCM conduction of inductor current iL2

In Fig. 8 (c), the 3-slope CCM operation in inductor current
(iL2) of the U-IDDBC converter has been demonstrated with
output voltage regulated at 48V. The duty ratios k1 and k3 are
also shown.

D. Variation of ac input current with CCM and DCM mode
of operation of inductor current iL2

Variation of the ac side input current (is) with the voltage
terminal (vs) and the inductor current (iL2) are observed in
Fig. 9. In Fig. 9 (a), the CCM operation of the inductor
current iL2 is observed with the “C” point, the ac side input
voltage (vs), rectified voltage (V2) and the output voltage (V0).
The output voltage is maintained at the rated value of 48
V. Similarly in Fig. 9 (b), the DCM operation is observed



(a) (b)

Fig. 9: AC side input voltage (vs), AC side input current (is), rectified
voltage (V2), inductor current (iL2) with the “C” point, and the output
voltage (V0) in (a) CCM condition and in (b) DCM condition

(a) (b)

Fig. 10: Output voltage (V0), Inductor current (iL2) with the “C”
point and the inductor current iL1 with the modified reference as
iL1ref in (a) DCM condition and in (b) CCM condition

for the inductor current iL2. It can also be observed from
the two simulation results that at lower values of “C” point,
DCM operation is achieved for inductor current (iL2) and
at comparatively higher values of the “C” point the CCM
operation can be achieved maintaining the criteria mentioned
in (3).

E. Variation of output voltage with and without decoupling
action for CCM and DCM mode of operation of inductor
current iL2

In Fig. 10, the DCM and CCM conditions of the inductor
current iL2 have been explored with and without the decou-
pling control action. At simulation time of 0.6 s the decoupling
action has been activated, which results in reduction of output
voltage ripple from 3 V to 1.5 V under DCM condition. The
corresponding ripple voltage under CCM condition reduces
from 4.2 V to 2 V. The ripple generated in the peak value of
the inductor current iL1 mentioned as iL1ref is solely due to
the decoupling network proposed in this paper.

VII. CONCLUSION

This paper presents an intelligent control scheme for power
factor correction with active power decoupling control for U-
IDDBC topology. The modes of operation of the converter

TABLE II: System Specifications

Parameters Attributes
Input Voltage (V1) 36 V dc

Input Voltage (vs(max)) 32 V ac
Output Voltage (V0) 48 V dc

Inductances (L1) and (L2) 112.5µH and 93.75µH
Capacitances (C) 50.34µF

Switching frequency 50 kHz
Output Power (Po) 250 W

with different source conditions have been discussed. The pro-
posed scheme can reduce the 2f frequency content without any
additional hardware component. The behavior of the control
system has been demonstrated using simulation studies.
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Abstract—A compact mid-point five-level inverter for the
integration of solar photovoltaic system with the grid is proposed
in this article. By nature, it is a mid-point type, so it can minimize
the leakage current of the capacitor. In addition to this, the
voltage across the capacitors is balanced automatically without
any external circuit used. Also, it can able to transfer reactive
power utmost. Two tiny inductors are used in this circuit, hence
they will minimize the stress on the capacitors during their
charging. These stresses are very less compared to basic midpoint
multi-level inverters. The input current provided by the proposed
inverter is continuous due to its symmetric switching sequence. A
3 kW model is designed and simulated in the PLECS platform to
validate the performance of the proposed inverter, where many
parameters (like devices internal resistance, forward voltage drop
thermal description etc.) are considered to make it as a real-time
model.

Index Terms—transformer-less inverter, self-balance, switched-
capacitor, grid-tied PV system

I. INTRODUCTION

As the demand increases, the generation of power should
also have to increase. But, the sources (conventional) available
for the generation are limited. Hence, renewable energy is
the available option to meet the power demand. There are
many kinds of renewable energy sources across the globe but,
solar photovoltaic (PV) is the major contribution among them
[1]. This can provide clean energy with free of cost, and is
highly reliable. However, due to the intermittent nature of the
environment, the PV array cannot produce stable power to the
grid/load. So, there must be a proper channel that can stabilize
the delivered power irrespective of changes in the environmen-
tal conditions. The multi-level inverter can be a good option,
which can improve the quality of supplied power. The concept
of multi-level topology is introduced to improve the quality of
fundamental output voltage, reduction in harmonic content and
voltage stress of the power semiconductors [2]–[4]. Thereby
reducing the filter size requirement [5], [6]. But, there must
be a trade-off between the levels generated and the quality of
power (number of power semiconductors being used). Because
it will increase the control complexity and component size,
which leads to the system is more expensive.

In PV systems, converters must attain certain standards.
However, the parasitic capacitance exists between the PV panel
and the ground causes some leakage current issues [7], [8],
which leads to a reduction in efficiency. Numerous attempts

are made to do away with the massive low-frequency trans-
former in order to lower the size and cost of grid-connected
PV systems [9], [10]. In addition to this, the removal of this
massive transformer increases efficiency by minimizing power
losses. On the other hand, the galvanic isolation is missed out,
which can create additional challenges in the system.

Various schemes have been developed to enhance the power
semiconductor’s performance and address the inverter issues.
These schemes are classified in three ways as follows: a)
advanced control schemes [11], [12] b) enhanced switching
schemes [13] c) topology based solutions [14], [15] . The
specifications of the inverter will vary based on the appli-
cation. For example, in PV applications, these devices must
restrict leakage current of the capacitor, which is due to the
PV parasitics. Moreover, they must be highly reliable and
efficient. Several inverters have been developed for the same
specifications with the above categories mentioned above.
Transformerless inverters are being used in an effort to lower
the price and size of the complete PV system [16].

Three types of solutions may be taken into consideration
based on the topology, to solve the issues with grid-tied PV
systems. The former one, in the period of zero voltage state,
provides decoupling between the dc-side and ac-side. Such a
solution can be found in H5 and HERIC types of inverters [17],
[18]. Utilizing inverters with common ground is the second
option. This can be formed by connecting the grid neutral
terminal with PV negative terminal. With these inverters,
there is the possibility to attain zero leakage current. Despite
this, unequal distribution of power loss over the components
and unsymmetrical usage of the devices. The last, topology
based solution is the neutral point clamping (NPC) inverters.
Diode clamped NPC, and T-type NPC inverters are some of
the examples and these are already used in some industrial
applications like industrial drives, pump storage applications,
etc. even though there are many pros with this topology but,
the major flaw is to be considered as its bucking nature [19],
[20].

A new transformer-less five-level active NPC (ANPC) in-
verter is developed to meet the aforementioned challenges. In
addition, the number of levels also increased in the inverter
described in [21] to improve the efficiency and quality of
power furthur. This proposed inverter is NPC based type and
can be used in PV applications. This employs six switches,
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Fig. 1. Proposed inverter topology a) basic configuration b) Complete setup.

two diodes, and also a couple of tiny inductors are employed
to offer zero current switching (ZCS) state for diodes. This
inverter offers symmetric design and provides unity voltage
gain.

Organization of paper: The proposed inverter topology
discussion is followed in next section. Section III is described
about control strategy and grid-tied formation in brief. Sim-
ulation results and parameters comparison of different 5L
NPC topologies are discussed in section IV and the article
is concluded in the last section.

II. PROPOSED TOPOLOGY

The proposed topology with its basic configuration is shown
in Fig. 1. The basic configuration consisting of a half-
bridge configuration. Fig. 1(a) shows the basic configuration
along with a pair of small current-limiting inductors and
diodes. These diodes are used to soft charge the capacitors
whenever the necessary switching occurs. Fig. 1(b) shows
the complete model of the proposed neutral point clamped
five-level inverter, which can minimize the common-mode
voltage fluctuations and produce a symmetric five-level AC
voltage. The operating states of switches, diodes and switched-
capacitors are described in detail in the following sub-section.

The modes of operation to form the five levels and the
corresponding paths are shown in Fig. 2.

A. Operating Principle

In comparison to the conventional ANPC inverters, the
proposed five-level boost ANPC inverter has six switching
states to generate five output levels: 1, 0.5, 0, -0.5, and -1.
The charging and discharging of the capacitor will be decided
by the switching state of each mode.

Positive Vdc level: From the Fig. 2(a), the positive Vdc level
is obtained by turning on the switches S1 and S3. During
this condition, C4 is connected in shunt with C1, and hence
it will be charged to 0.5Vdc through D2, L2, C1 and S1

simultaneously.
Positive 0.5Vdc level: It is observed in Fig. 2(b), that the

switches S1, S5, and S6 are to be turned on to get the positive
0.5Vdc level. Since there is no capacitor involved in this path,
hence there is no effect on both C3 and C4.

Zero Vdc level: There are a couple of ways this zero voltage
level can be obtained, which are shown in Fig. 2(c) & 2(d).
The first pattern can be turning on the switches S2 and S3 and

TABLE I
OPERATING MODES OF THE PROPOSED INVERTER

Level Switches states
Diodes
states

Cap.
states

Vout

(inVdc)
S1 S2 S3 S4 S5 S6 D1 D2 C3 C4

A 1 0 1 0 0 0 0 1 D C 1
B 1 0 0 0 1 1 0 0 – – 0.5
C 0 1 1 0 0 0 1 0 C – 0
D 1 0 0 1 0 0 0 1 – C 0
E 0 1 0 0 1 1 0 0 – – -0.5
F 0 1 0 1 0 0 1 0 C D -1

the other one is by turning on S1 and S4. Since it is considered
two switching sequences to realize this zero Vdc level in each
PWM cycle, two distinct capacitors (C3 and C4) are charged
in each given time interval, therefore there is a possibility
to minimize the voltage ripple utmost across the capacitors.
This voltage ripple minimization will lead to minimizing the
capacitor charging current. Generally, the inrush current is the
major problem in switched capacitor-based converters. The
proposed inverter can suppress this problem.

Negative 0.5Vdc level: As shown in Fig. 2(e), S2, S5, and
S6 are to be turned on to form a negative 0.5Vdc level. Since
there is no capacitor involved in this path, hence both C3 and
C4 remain in the same state.

Negative Vdc level: From the Fig. 2(f), the negative Vdc level
is developed by turning on switches S2 and S4. During this
period, C3 is parallelly connected with C2, therefore it will be
charged to 0.5Vdc through D1, L1, C2 and S2 simultaneously.

B. Modulation Strategy

A level-shifted sinusoidal pulse width modulation
(LSPWM) scheme is implemented for the proposed inverter
topology. In this, sinusoidal modulating signal (Vref) is
compared with the two level-shifted carrier (triangular)
signals, each of equal amplitude (Vc) and frequency (fsw) as
illustrated in Fig. 3. The modulation index (m) is represented
as

m =
Vref
Vc

(1)

where Vref is the modulating signal amplitude and Vc is the
maximum value of the carrier signal.

C. Charging inductors to prevent power loss

There is a possibility of energy loss when the capacitors are
connected in parallel with the variable initial charge, just like
a switched capacitor. The mathematical expressions described
below show how this energy loss in Fig. 4(a) occurs.

When the switch is OFF, the total energy expressed is the
sum of energy loss in each capacitor and is expressed as

E1h =
1

2
CxV

2
cx +

1

2
CyV

2
cy (2)

When the switch is closed, the resultant voltage of the capac-
itors and the energy are given by

Vc tot =
CxVcx + CyVcy

Cx + Cy
(3)



Fig. 2. Switching states of the proposed inverter: a) Level A; b) Level B; c) Level C; d) Level D; e) Level E; f) Level F

Fig. 3. PWM scheme for the proposed 5L inverter

Fig. 4. (a) Capacitors hard charging. (b) Capacitors soft charging.

E2h =
1

2
(Cx + Cy)

(
CxVcx + CyVcy

Cx + Cy

)2

=
1

2

(CxVcx + CyVcy)
2

Cx + Cy

(4)

Let the capacitors Cx and Cy are equal and it is C, then
the simplified equations can be,

E1h =
1

2
C
(
V 2
cx + V 2

cy

)
(5)

E2h =
1

4
C(Vcx + Vcy)

2 (6)

The total energy loss of capacitors when they are connected
in parallel (′sw′ closed condition), is

∆Eh = E1h − E2h =
1

4
C(Vcx − Vcy)

2 (7)

From (7), it is observed that the capacitors have energy loss
when they are operating in hard charging mode. Therefore,
soft charging can be used to overcome this issue by charging
the capacitor through a tiny inductor as shown in Fig. 4(b).
When the switch is closed, the current in the circuit is given
by

Vcx − Vcy = ∆v = L
diL
dt

(8)

iL =
∆v

ωrL
sinωrt (9)

where

ωr =

√
2

LC
(10)

The initial conditions for the capacitors are assumed to be

Vcx (Ts) = V +∆v − 1

C

Ts∫
0

iL (t) dt = V (11)

Vcy (Ts) = V +
1

C

Ts∫
0

iL (t) dt = V +∆v (12)



During the switch is in open condition, the combined stored
energy of the capacitors is given by

E1s =
1

2
C
[
(Vcx (0))

2
+ (Vcy (0))

2
]

(13)

E1s =
1

2
C
[
(V +∆v)

2
+ V 2

]
(14)

The combined energy of the capacitors after the switch is
closed is,

E2s =
1

2
C
[
(Vcx (Ts))

2
+ (Vcy (ts))

2
]

(15)

E2s =
1

2
C
[
V 2 + (V +∆v)

2
]

(16)

∆Es = E1s − E2s = 0 (17)

From the above mathematical approach, it is concluded from
(7) and (17), the energy lost is zero whenever there is an
inductor (with sufficient value) in the charging path of the
capacitor.

As discussed earlier, the tiny inductors used in the proposed
topology are to suppress the capacitor’s surge current and the
value of the capacitor is given by

L1(2) =
1

C1(2)(2πfsw)
2 (18)

III. CONTROL STRATEGY AND GRID-TIED PV SYATEM

In the grid connected PV system environment, testing the
performance of the proposed inverter is carried out. The
control scheme used for the grid connection is shown in Fig. 5,
where two phase transformations are applied along with the
PI controllers to generate the voltage reference (modulating
wave). This voltage reference is used to generate the PWM as
explained in section II. The specifications of the system are
summarized in Table II. Here incremental conductance (INC)
maximum power point tracking (MPPT) method is used for
reference active power generation and the reference of reactive
power kept is zero.

IV. SIMULATION RESULTS AND DISCUSSIONS

PLECS platform has been used to verify and validate
the operation and performance of the proposed inverter. The
proposed inverter is designed for 3kW and is tested under the
unity power factor by keeping Qref as zero. LSPWM is used
to precompute the switching signals and these are primarily
taken into consideration to examine the proposed converter
operation. The internal parameters of the semiconductors
(like forward voltage (Vf), on-state resistance (Ron), thermal
description, etc.) are considered in this converter simulation
to make this an approximate real-time model.

Different irradiances (1kW/m2 and 0.7kW/m2) have been
considered to evaluate the performance of the proposed in-
verter under different loading conditions. The supplied power
levels from the PV system at these irradiances are shown in
Fig. 6.

The power injected into the grid at the same irradiances is
shown in Fig. 7. It clearly shows that the power injected into

Fig. 5. Control Schematic of the grid-connected PV system with proposed
inverter

TABLE II
DESIGN SPECIFICATIONS OF SIMULATION MODEL

Parameters Specifications

Power 3 kW

PV terminal voltage 425 V

Base voltage (peak) 325 V

Grid voltage (peak) 325 V

Frequency of the grid (f ) 50±1.1% Hz

Filter (LCL) 4.35 mH , 6.1 µF, 4.5 mH

Charging inductors (L1 & L2) 4.6 µH
Capcitors (C1, C2, C3 & C4) 2200 µF
PV parasitics 300 nF

Switching frequency (fsw) 24 kHz

Switches FS450R12OE4P
Diodes MSC050SDA070B

the grid almost matches the power generated by the PV system
when it is operating at its maximum power point.

The voltages across the capacitors under these testing en-
vironments are shown in Fig. 8, where all the capacitors are
holding the voltage of 0.5 times the output voltage. It can lead
to minimizing the cost and size of the capacitors. In addition,
there is a minute ripple appears across C3 and C4, which are
unaffected as in every switching period they are in charging
mode and exist a short discharging period.

Below Fig. 9 is depicted the inverter output voltage with
grid voltage, where the output voltage of the inverter clearly
has five voltage levels.

The PV system is modeled as a current source and the
voltage and current produced from the PV system is depicted
in Fig. 10. The efficiency with respect to various power levels
is shown in Fig. 11, where the efficiency achieved is 96.8%
at the given power rating.

The maximum voltage stress of each power semiconductor
during every voltage level observed, and it is Vdc for S1 to S4,
D1, and D2 and 0.5Vdc for S5 and S6.

The total harmonic distortion (THD) of the grid current is
measured as 1.05% and is also within the standard.



Fig. 6. Active power Vs Voltage @ 25◦C

Fig. 7. Power injected at different irradiance

Fig. 8. Voltage across capacitors i) C1, C2 (top) ii) C3, C4 (bottom)

Fig. 9. Grid and Inverter output voltages

Fig. 10. Input voltage and current

Fig. 11. Pout Vs Efficiency

TABLE III
COMPARISON OF THE PROPOSED TOPOLOGY WITH EXISTING 5L

INVERTER TOPOLOGIES

Parameters [22] [23] [24] [25] [26] Proposed
Number of Switches 12 8 12 7 6 6
Number of Diodes 0 0 0 2 2 2
Number of switched
Capacitors 1 1 2 1 1 4
Total Standing Voltage
(TSV)(∗Vdc) 3 3 3 8 4.25 7
Total capacitor voltage
(TCV)(∗Vdc) 0.25 0.25 0.5 1 0.25 2

Voltage gain 0.5 0.5 0.5 1 0.5 1
Self balance No No No Yes No Yes

Various parameters for the different topologies of 5L MLIs
are compared in Table III. The proposed inverter has least
number of switches to generate the five voltage levels and
have the capability of self balance. It also has least overall
voltage stress. Even though there are four capacitors used in
the proposed topology, they can hold the voltage upto 0.5 Vdc.
Therefore, the size of the capacitors are low and is inexpensive.
This can be comparatively less with respect to basic 5L MLIs
(NPC, Flying Capacitor type etc.).

V. CONCLUSION

A new compact five-level inverter topology with six
switches, two diodes, and two small inductors for grid integra-
tion has been proposed in this article. The proposed inverter
can generate five voltage levels with unity voltage gain. It can



be claimed that the proposed topology can be a boost type
when it is compared with basic mid-point MLI topologies.
Also, the voltage across the capacitors is self-balanced and
the stresses on the capacitor during their charging can also
be mitigated by means of providing ZCS for the diodes. The
common-mode voltage in the proposed topology fluctuates
with frequency of the grid, and the PV parasitics are in shunt
with dc-link capacitors, therefore the leakage current in the
grid-tied applications will be reduced. A detailed discussion
has been done on the proposed inverter and it is concluded
that the proposed inverter could be the better option for the
grid-tied application.

ACKNOWLEDGMENT

The authors acknowledge this research work is sup-
ported by DST, Govt. of India with grant number
DST/TMD/CERI/RES/2020/13(G).

REFERENCES

[1] E. Romero-Cadaval, G. Spagnuolo, L. G. Franquelo, C. A. Ramos-Paja,
T. Suntio, and W. M. Xiao, “Grid-connected photovoltaic generation
plants: Components and operation,” IEEE Industrial Electronics Maga-
zine, vol. 7, no. 3, pp. 6–20, 2013.

[2] J.-S. Lai and F. Z. Peng, “Multilevel converters-a new breed of power
converters,” IEEE Transactions on industry applications, vol. 32, no. 3,
pp. 509–517, 1996.

[3] L. M. Tolbert, F. Z. Peng, and T. G. Habetler, “Multilevel converters
for large electric drives,” IEEE Transactions on Industry Applications,
vol. 35, no. 1, pp. 36–44, 1999.

[4] R. Teodorescu, F. Blaabjerg, J. K. Pedersen, E. Cengelci, S. Sulistijo,
B. Woo, and P. Enjeti, “Multilevel converters: A survey,” in Multilevel
Converters, 1999.

[5] A. Sangwongwanich, Y. Yang, and F. Blaabjerg, “High-performance
constant power generation in grid-connected pv systems,” IEEE Trans-
actions on Power Electronics, vol. 31, no. 3, pp. 1822–1825, 2015.

[6] Y.-M. Chen, Y.-C. Liu, S.-C. Hung, and C.-S. Cheng, “Multi-input
inverter for grid-connected hybrid pv/wind power system,” IEEE trans-
actions on power electronics, vol. 22, no. 3, pp. 1070–1077, 2007.

[7] H. Xiao and S. Xie, “Leakage current analytical model and application in
single-phase transformerless photovoltaic grid-connected inverter,” IEEE
Transactions on Electromagnetic Compatibility, vol. 52, no. 4, pp. 902–
913, 2010.

[8] L. Ma, T. Kerekes, R. Tedorescu, F. Tang, X. Jin, Y. Tong, and
J. Liang, “Leakage current analysis of single-phase transformer-less grid-
connected pv inverters,” in IECON 2015 - 41st Annual Conference of
the IEEE Industrial Electronics Society, 2015, pp. 000 887–000 892.

[9] M. Sarhangzadeh, S. H. Hosseini, M. B. B. Sharifian, and G. B.
Gharehpetian, “Multiinput direct dc–ac converter with high-frequency
link for clean power-generation systems,” IEEE transactions on power
electronics, vol. 26, no. 6, pp. 1777–1789, 2010.

[10] Q. Huang, A. Q. Huang, R. Yu, P. Liu, and W. Yu, “High-efficiency and
high-density single-phase dual-mode cascaded buck–boost multilevel
transformerless pv inverter with gan ac switches,” IEEE Transactions
on Power Electronics, vol. 34, no. 8, pp. 7474–7488, 2018.

[11] S. Jahan, S. P. Biswas, and M. K. Hosain, “A neutral point clamped grid
feeding voltage source inverter with an improved control technique for
solar pv system,” IEEE, pp. 33–38, 2021.

[12] A. Mahfuz-Ur-Rahman, M. R. Islam, K. M. Muttaqi, and D. Sutanto,
“Model predictive control for a new magnetic linked multilevel inverter
to integrate solar photovoltaic systems with the power grids,” IEEE
Transactions on Industry Applications, vol. 56, no. 6, pp. 7145–7155,
2020.

[13] H. Xiao, L. Zhang, Z. Wang, and M. Cheng, “A new soft-switching
configuration and its application in transformerless photovoltaic grid-
connected inverters,” IEEE Transactions on Industrial Electronics,
vol. 65, no. 12, pp. 9518–9527, 2018.

[14] N. Sandeep, A. K. Verma, R. Udaykumar, and H. R. Pota, “Six-switch
inverter for grid-connected pv application with zero leakage current,” in
2020 IEEE International Conference on Power Electronics, Drives and
Energy Systems (PEDES). IEEE, 2020, pp. 1–5.

[15] N. Sandeep, “A 13-level switched-capacitor-based boosting inverter,”
IEEE Transactions on Circuits and Systems II: Express Briefs, vol. 68,
no. 3, pp. 998–1002, 2020.

[16] S. Kumari, A. K. Verma, N. Sandeep, U. R. Yaragatti, and H. R. Pota,
“A five-level transformer-less inverter with self-voltage balancing and
boosting ability,” IEEE Transactions on Industry Applications, vol. 57,
no. 6, pp. 6237–6245, 2021.

[17] H. Li, Y. Zeng, B. Zhang, T. Q. Zheng, R. Hao, and Z. Yang, “An im-
proved h5 topology with low common-mode current for transformerless
pv grid-connected inverter,” IEEE Transactions on Power Electronics,
vol. 34, no. 2, pp. 1254–1265, 2018.

[18] T. Kerekes, R. Teodorescu, P. Rodrı́guez, G. Vázquez, and E. Aldabas,
“A new high-efficiency single-phase transformerless pv inverter topol-
ogy,” IEEE Transactions on industrial electronics, vol. 58, no. 1, pp.
184–191, 2009.

[19] J. Rodriguez, S. Bernet, P. K. Steimer, and I. E. Lizama, “A survey
on neutral-point-clamped inverters,” IEEE Transactions on Industrial
Electronics, vol. 57, no. 7, pp. 2219–2230, 2009.

[20] J. Wang, X. Mu, and Q.-K. Li, “Study of passivity-based decoupling
control of t-npc pv grid-connected inverter,” IEEE Transactions on
Industrial Electronics, vol. 64, no. 9, pp. 7542–7551, 2017.

[21] H. K. Jahan, M. Sarhangzadeh, J. F. Ardashir, and F. Blaabjerg, “A sym-
metric switched-capacitor-based basic inverter unit for grid-connected pv
systems,” IEEE Transactions on Power Electronics, vol. 37, no. 12, pp.
15 594–15 604, 2022.

[22] P. Barbosa, P. Steimer, L. Meysenc, M. Winkelnkemper, J. Steinke, and
N. Celanovic, “Active neutral-point-clamped multilevel converters,” in
2005 IEEE 36th Power Electronics Specialists Conference, 2005, pp.
2296–2301.

[23] T. B. Soeiro, R. Carballo, J. Moia, G. O. Garcia, and M. L. Held-
wein, “Three-phase five-level active-neutral-point-clamped converters
for medium voltage applications,” in 2013 Brazilian Power Electronics
Conference, 2013, pp. 85–91.

[24] J. Li, J. Jiang, and S. Qiao, “A space vector pulse width modulation for
five-level nested neutral point piloted converter,” IEEE Transactions on
Power Electronics, vol. 32, no. 8, pp. 5991–6004, 2017.

[25] M. J. Sathik, Z. Tang, Y. Yang, K. Vijayakumar, and F. Blaabjerg, “A
new 5-level anpc switched capacitor inverter topology for photovoltaic
applications,” in IECON 2019 - 45th Annual Conference of the IEEE
Industrial Electronics Society, vol. 1, 2019, pp. 3487–3492.

[26] H. Wang, L. Kou, Y.-F. Liu, and P. C. Sen, “A new six-switch five-
level active neutral point clamped inverter for pv applications,” IEEE
Transactions on Power Electronics, vol. 32, no. 9, pp. 6700–6715, 2017.



Technical Paper Session-IIB2 / Power System - Operation Aspects and Policy

Power System - Operation Aspects and Policy



Operation strategies using the Smart Grid Ready 
interface in solar heat pump systems 

1)Mitja Ortleb, 1)Josef Meiers, 2)Danny Jonas and 1)Georg Frey, Senior Member, IEEE
1) Chair of Automation and Energy Systems, Saarland University, D-66121 Saarbrücken

{mitja.ortleb | josef.meiers | georg.frey}@aut.uni-saarland.de 
2) Ingenieurbüro Jonas, D-66740 Saarlouis

forschung@jonas-ing.de 

Abstract—The energy sector is faced with challenges since 
the increasing use of weather-depending renewables in power 
generation. The resulting fluctuations must be balanced through 
storage technologies and Demand Side Management (DSM) 
methods. Heat pumps are generally recognized as shiftable loads 
for DSM. More and more heat pump manufacturers in 
Germany are using the Smart Grid (SG) Ready interface, which 
enables grid operators on the one hand and system operators on 
the other hand to control heat pumps for the purpose of DSM 
aiming at either grid power balancing or to increase the self-
consumption rate of the residential energy system. The selection 
of a suitable control strategy is crucial here. Through intelligent 
control, strong fluctuations of the power grid can be prevented. 
For this work, different control strategies for SG Ready enabled 
solar and heat pump systems are implemented in a simulation 
framework and compared from a grid operator and a system 
owner perspective.  

Keywords—Smart Grid Ready, simulation, control, heat pump 

I. INTRODUCTION

Photovoltaic (PV) systems in combination with heat 
pumps and a battery storage are a promising concept for the 
energy transition of residential buildings. The power produced 
by the PV system can be temporarily stored in the battery if it 
is not consumed directly. If this is not possible, the operation 
of the heat pump can be forced to avoid feed-in into the 
electricity grid. The fluctuating feed-in from renewable 
energies creates problems for the grid operator, as the volatile 
generation must be taken into account in grid planning and 
operation to ensure stability [1].  

Heat pumps, as variable consumers, can mitigate such 
peaks by increasing their demand. The produced heat can be 
stored in a buffer storage tank and used later for space heating 
(SH) or domestic hot water (DHW) supply. For integration 
into a smart grid, the Bundesverband Wärmepumpe e.V. 
(German Heat Pump Association) awards the SG Ready label 
to smart-grid-capable heat pumps in Germany. Via the SG 
Ready interface users or grid operators can adjust four 
different pre-defined operation modes (OM) [2]. According to 
the association, more than 1900 heat pump types are already 
equipped with this label, which makes it the standard in 
Germany [3]. Some work has already been done on various 
control strategies for heat pumps in combination with PV 
systems. However, almost all of them are dealing with binary-
state (ON/OFF) or continuously variable heat pumps without 
SG Ready interface [4–6]. There is hardly any work on the 
control of SG Ready heat pumps in this combination. Tjaden 
et al. presented such a relatively rudimentary control concept 
[7]. In addition, Fischer [8] has studied SG Ready-capable 
heat pumps. A control strategy that has already been applied 
and introduced on the market is integrated in the E3/DC home 
power plant S10, which works rule-based with weather 
forecasts [9]. 

One way to create control strategies is to modify concepts 
for continuously variable heat pumps and assign heat pump 
demand to the SG Ready states, as done in this work for rule-
based timer controls. Another possibility applied here is to use 
a reference load profile to generate a control signal based on 
consumption. Furthermore, a control based on the electricity 
price is possible. 

In the following, different control strategies will be 
investigated and compared with respect to grid efficiency, 
self-consumption and comfort for the system operator. 

II. SIMULATION MODELS AND PARAMETERS

A. Simulation software
The simulation of the building and all system components

is done via the TRNSYS 18 simulation environment. The 
residential energy system model including building, solar, and 
heat pump system is based on the work presented in [10–12] 
using models of the SHP-SIMLIB [13]. This system is coupled 
via the open-source software Building Controls Virtual Test 
Bed (BCVTB) version 1.6.0 with Matlab R2020b where the 
control strategies for the heat pump are implemented. Matlab 
transfers the control signal in each simulation step via BCVTB 
to TRNSYS and at the same time receives data needed for the 
control (cf. Fig. 1).  The control signal is compatible with the 
SG Ready-interface of the binary state-controlled heat pump. 

Fig. 1. Simulation scheme. 

B. Boundary conditions
The International Energy Agency (IEA) Solar Heating and 

Cooling Programme (SHC) Task 44 / Heat Pump Programme 
(HPP) Annex 38 defined boundary conditions to provide a 
simple basis for the comparison of solar thermal and heat 
pump systems (STHP), which are also used for this work [14, 
15]. It contains weather data for different locations [16]. Three 
different buildings are defined, which represent varying heat 
loads and thermal insulation. For this work the SFH45 
building is used, which represents a renovated building with 
good thermal quality of the building envelope and a heat load 
of 45 kWh/m2a for a floor area of 140 m2 [15]. The weather 
data used are from the climate of Strasbourg [16]. The DHW 
profile which is also defined in the boundary conditions with 
an average consumption of 140 l per day at 45 °C corresponds 
to an energy consumption of 5.845 kWh per day given a cold 
water temperature of 10 °C [14]. 
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C. Energy supply system (heat and electricity)
Main components are the air to water heat pump with SG

Ready interface, the buffer tank for the heat supply of the SH 
and DHW circuits, the PV system, and the battery. 

 The heat pump has a coefficient of performance of 3.6 
(A2/W35). The nominal heating power for this operating point 
is 6.36 kW. It is implemented with a minimum on/off time of 
15 minutes in order to prevent high frequency switching. It is 
connected to the system via a 1.0 m3 buffer tank. The heat is 
supplied either to the heating circuit for SH or for DHW. If 
there is a simultaneous demand for both, DHW is prioritized. 

The PV system has a nominal power of 2.25 kWp. 
The power feed-in limit in Germany is 70 % of the nominal 
power by law (§ 9 para. 2 no. 3 EEG [17]). The surface area 
covered by the PV modules is 15 m2 and the efficiency at STC 
conditions of the solar cells is 0.1497. The direct current 
generated by the PV system is converted into alternating 
current by an inverter with an efficiency of 96 % These are 
standard values for flate-plate selective collectors of the IEA 
Reference Heating System of IEA SHC Task 32 [18]. The 
generated electrical power can either be consumed directly or 
used for charging the battery.  

The battery has a nominal capacity of 5.5 kWh. The 
battery can only be charged up to 90 % of the nominal capacity 
and discharged down to 5 % to avoid degradation effects. It is 
connected to an inverter with an efficiency of 0.988 
converting from AC to DC and 0.987 converting from DC to 
AC. The battery has a charge/discharge efficiency of 0.949. 

D. Implementation of the SG Ready Operation Modes
The four SG Ready Operation Modes (OMs) and their

corresponding implementation are given in the following: 

 OM 1: OFF state: The heat pump is switched-off. 

 OM 2: NORMAL state: The heat pump runs in normal 
mode. At a temperature of 53 °C in the DHW zone of the 
storage tank the heat pump switches on to supply this zone 
with heat until it reaches 55 °C. In the SH zone of the tank, the 
heat pump supplies heat when the temperature difference 
between the SH zone sensor and the setpoint is less than 0 K 
until the difference exceeds 3 K. The setpoint is calculated 
using a weather-compensated flow temperature control, which 
depends mainly on the outdoor temperature and the design 
heat load of the building and location. 

 OM 3: BOOST state: The heat pump controller is 
recommended to switch-on: The storage tank setpoint 
temperatures are increased by 5 K. 

 OM 4 SUPERHEAT state: Actuation signal to the heat 
pump controller. Both setpoint temperatures are increased to 
the setpoint of the SC zone plus 5 K. 

III. OPERATION STRATEGIES

Four operation strategies will be presented and investigated: 
• Self-Consumption Optimization (SCO)
• Standard Load Profile Based Control (SLP)
• Rule Based Timer Control (RBTC)
• Price and Rule Based Control (PRBC)

A. Self-Consumption Optimization (SCO)
This operation strategy is based on a strategy developed

by Jakobi et al. [19]. It is rule-based (cf. Fig. 2) and was 

designed to increase self-consumption and to shift increased 
heat pump operation power demand to times of increased PV 
surpluses. OM 1 is only reached when a utility blocking is 
activated. In the following simulations, however, this blocking 
is disregarded due to its negligible utilization. 

When the generated PV power PPV is less than or equal to 
the household electric load PLoad applied at that time 
multiplied by the factor fon/off, the controller switches to the 
normal OM 2. With the characteristic values of the simulated 
PV and heat pump system, Tjaden et al. recommend a factor 
of approximately fon/off = 70 % [7]. If the grid feed-in power or 
the PV power surplus PSurplus exceeds the nominal power of 
the ASHP multiplied by fon/off, the controller switches from 
OM 2 to intensified OM 3. If PSurplus exceeds the maximum 
feed-in limit PThreshold and there would be curtailment losses, 
the controller changes to OM 4 to increase self-consumption. 

Fig. 2. Flowchart SCO 

B. Standard Load Profile Based Control (SLP)
This operation strategy was developed by D. Lellinger

[19] to generate a control signal based on a standard load
profile. For this work, the BDEW standard load profile (SLP)
from 1996/1997 is used. First, a daily profile averaged over a
year is created. Then the relative deviation of the average
quarter-hourly value from the average annual value is
calculated. The lower 10 % of the load values are assigned to
OM 4, the upper 15 % to OM 1. Halfway between these the
limit of OM 2 and OM 3 is set. Fig. 3 shows the daily profile
averaged over the year with the calculated limits.

Fig. 3. Averaged daily curve of the BDEW SLP 

C. Rule Based Timer Control (RBTC)
This operating strategy was developed by Fischer and

attempts to increase or decrease heat pump operation at certain 
times [6]. In Fischer's work, the hysteresis for the storage 



temperature is increased by 5 K at times when operation 
should be avoided and decreased by 5 K at favorable times. 
Since Fischer does not use a SG ready heat pump, the strategy 
needs some adjustment. In times of high solar irradiation 
(according to Fischer between 11 am and 2 pm), the hysteresis 
is to be lowered by 5 K. In our case, this is to be done by 
setting the intensified OM 3. In times of medium irradiation, 
OM 2 is set. In times of low irradiation Fischer increases the 
hysteresis by 5 K to avoid amplified operation. Unfortunately, 
there is no OM with attenuated heat pump operation besides 
OM 2. Thus OM 2 is also set in this case. This control is only 
activated when the outside temperature of the building is 
above 10 °C. Below this OM 2 remains activated to avoid 
intensified OM 3 in times with little irradiation. 

D. Price and Rule Based Control (PRBC)
The purpose of this rule-based strategy is to keep the costs

low for the system operator. In times when the electricity price 
is high, the heat pump operation is reduced and in times of low 
electricity prices, the operation is increased and the buffer 
storage is charged. For this, the day-ahead prices of Germany 
/ Austria / Luxembourg for the year 2016 are evaluated. Day-
ahead trading is the trading of electricity for the following day, 
which is traded on EPEX Spot [20], a spot market of the 
European Power Exchange. Even though trading on power 
exchange only accounts for about 20 % of the total trading 
volume, exchange prices are considered important indicators 
of wholesale prices [21]. The one year data set used is from 
the entsoe Transparency Platform. It was cleaned using [22, 
23] and interpolated to 15-minute values.

The algorithm determines the maximum and minimum
day-ahead prices separately for each day. The range between 
the maximum and the minimum is divided and assigned to the 
four SG Ready OMs. For this work, four different 
modifications (mods.) with different limits were simulated 
and evaluated. Due to limited space in the following only the 
extreme values mod. 1 and mod. 4 are included.  

In mod. 1, the lower 5 % of the day-ahead prices on the 
corresponding day are assigned to OM 4. Above the 5 % limit 
up to the 10 % limit is the range assigned to OM 3. Starting 
from this limit up to 85 % is the range for OM 2. The upper 
15 % belongs to OM 1. For mod. 4 these limits are set to 30 
%, 50 %, and 70 % respectively. After calculating the limits, 
the day-ahead price on the corresponding date and time is 
retrieved and compared with the calculated limits of the 
current day. Depending on which limits the price is located 
between, the corresponding OM of the heat pump is set. 

IV. EVALUATION FIGURES

 When evaluating the simulation with regard to the grid 
efficiency and system operator efficiency of the various 
operation strategies, various aspects must be taken into 
account. For this reason, the following evaluation figures are 
introduced, which allow a differentiated evaluation. 

A. Self-Sufficiency Factor
The self-sufficiency factor SSF indicates how much of the

total energy demand ELoad is covered by self-consumed 
energy. The self-consumed energy results from the directly 
consumed energy from the PV generation EPV2Load and the 
battery discharge energy EBat2Load, since the battery is only 
charged by the PV system. Ideally, the degree of self-
sufficiency would be 100 %. The SSF can be defined with: 

SSF = (EPV2Load + EBat2Load) / ELoad. (1) 

B. Self-Consumption Rate
The self-consumption rate SCR is the ratio of self-used

energy to the generated PV energy EPV [24]. In this case the 
self-used energy results from EPV2Load and the battery charging 
energy. A self-consumption rate of 100 % would mean that 
the entire PV energy is used and nothing is fed into the grid. 
This is also financially worthwhile, since the remuneration 
price for electricity fed into the grid is lower than the purchase 
price. While the feed-in tariff has been falling continuously 
since 2014, the purchase price has been rising almost 
continuously [25, 26]. The SCR within this definition also 
contains the losses of the battery. Thus, high battery losses can 
result in high SCR values. The SCR is defined with: 

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐸𝐸𝑃𝑃𝑃𝑃2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿+𝐸𝐸𝑃𝑃𝑃𝑃2𝐵𝐵𝐿𝐿𝐵𝐵
𝐸𝐸𝑃𝑃𝑃𝑃

. (2) 

C. Percentage of Curtailment Losses
By prescribing a maximum feed-in limit, high PV power

outputs can lead to curtailment losses Ect. In order to represent 
these losses, the quantity l, the percentage of curtailment 
losses, is introduced [4]. These should be kept as small as 
possible and can be calculated with: 

𝑙𝑙 = 𝐸𝐸𝑐𝑐𝐵𝐵
𝐸𝐸𝑃𝑃𝑃𝑃

. (3) 

D. Seasonal Performance Factor
The Seasonal Performance Factor SPFHP,pen provides the

ratio of the amounts of heat consumed for SH QSH and hot 
water production QDHW by the load of the whole heating 
system Eel,HP+,pen [27]. In case of violation of the comfort 
criteria defined by Task 44 of the IEA SHC program (hot 
water tap temperature and room temperature of the building), 
penalty functions are applied [28]. They are added to the 
electrical load of the heating system and represent the missing 
heating energy needed to reach the comfort criteria. The 
electrical load of the heating system includes the electrical 
energy consumption of the HP, the HP control, the HP storage 
charging pump, the DHW pump, the heating circulation 
pump, and the additional controller. The heat quantity is 
measured at the connection point of the buffer storage tank to 
the SH and DHW circuit. The seasonal performance factor is 
a measure of the efficiency of the entire heating system: 

𝑆𝑆𝑆𝑆𝐹𝐹𝐻𝐻𝐻𝐻+,𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑄𝑄𝐷𝐷𝐷𝐷𝐷𝐷+𝑄𝑄𝑆𝑆𝐷𝐷
𝐸𝐸𝑒𝑒𝑒𝑒,𝐷𝐷𝑃𝑃+,𝑝𝑝𝑒𝑒𝑝𝑝

. (4) 

E. Fractional CO2 Emission Savings
The fractional CO2 emission savings fsav,CO2 is a measure

of how many CO2 emissions can be saved compared to a 
conventional heating system (in this case a gas heating 
system including electrical control and pumps) [29, 30]. The 
total efficiency of the reference system in this case 
is ηref = 0.9. Eel,ref is the electricity consumption of the 
reference heating system in one year (Eel,ref = 204 kWh). The 
quantities QSH,ref and QDHW,ref, which quantify the heat 
consumed in the whole year, are already given by the 
building and the DHW profile (QSH,ref  = 6476 kWh/a, 
QDHW,ref  =2076 kWh/a). The quantity GWP stands for the 
Global Warming Potential of the respective final energy 
source and defines its particular global warming potential in 
terms of CO2 (GWPel = 0.521 kgCO2eq/kWhfe, 
GWPgas = 0.307 kgCO2eq/kWhfe). The electrical load of the 
heating system Eel,HP+,pen includes the previously mentioned 



penalty function when the comfort criteria is violated. The 
fractional CO2 emission savings are defined with: 
𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠,𝐶𝐶𝑂𝑂2 = 1 −

𝐸𝐸𝑒𝑒𝑒𝑒,𝐷𝐷𝑃𝑃+,𝑝𝑝𝑒𝑒𝑝𝑝𝐺𝐺𝐺𝐺𝐻𝐻𝑒𝑒𝑒𝑒
𝑄𝑄𝑆𝑆𝐷𝐷,𝑟𝑟𝑒𝑒𝑟𝑟+𝑄𝑄𝐷𝐷𝐷𝐷𝐷𝐷,𝑟𝑟𝑒𝑒𝑟𝑟

𝜂𝜂𝑟𝑟𝑒𝑒𝑟𝑟
𝐺𝐺𝐺𝐺𝐻𝐻𝑔𝑔𝐿𝐿𝑔𝑔+𝐸𝐸𝑒𝑒𝑒𝑒,𝑟𝑟𝑒𝑒𝑟𝑟𝐺𝐺𝐺𝐺𝐻𝐻𝑒𝑒𝑒𝑒

.  (5) 

F. Relative Import Bill
The Relative Import Bill RIB considers the load shift from

high price periods to low price periods [31]. The quantity 
accounts for the reduction in the electricity bill. The electricity 
bill is calculated as on one day as a sum energy demand from 
the grid over one timestep t, EGrid(t), multiplied by the 
corresponding day-ahead electricity price p(t) in timestep t. 
The possible reduction in the electricity bill is this sum minus 
the minimum possible electricity bill. This is the sum of the 
grid purchase at timestep t multiplied by the minimum daily-
day-ahead price on the corresponding day d, pmin,day(d). The 
difference between the electricity bill and the minimum 
possible bill is related to the difference between the maximum 
possible bill and the minimum possible bill. The maximum 
possible bill is calculated with the maximum daily-day-ahead 
price pmax,day(d) and RIB can be defined with: 

𝑆𝑆𝑅𝑅𝑅𝑅 =
∑𝐸𝐸𝐺𝐺𝑟𝑟𝐺𝐺𝐿𝐿(𝑡𝑡)𝑝𝑝(𝑡𝑡)−∑𝐸𝐸𝐺𝐺𝑟𝑟𝐺𝐺𝐿𝐿(𝑡𝑡)𝑝𝑝𝑚𝑚𝐺𝐺𝑝𝑝,𝐿𝐿𝐿𝐿𝑑𝑑(𝑑𝑑)

∑𝐸𝐸𝐺𝐺𝑟𝑟𝐺𝐺𝐿𝐿(𝑡𝑡)𝑝𝑝𝑚𝑚𝐿𝐿𝑚𝑚,𝐿𝐿𝐿𝐿𝑑𝑑(𝑑𝑑)−∑𝐸𝐸𝐺𝐺𝑟𝑟𝐺𝐺𝐿𝐿(𝑡𝑡)𝑝𝑝𝑚𝑚𝐺𝐺𝑝𝑝,𝐿𝐿𝐿𝐿𝑑𝑑(𝑑𝑑)
. (6) 

Desirable for the RIB would be a value as close to zero as 
possible. This would mean that the electricity was purchased 
at the most favorable times. A favorable exchange price leads 
to lower electricity procurement costs for the energy suppliers 
and thus to a more favorable end customer price. However, 
this relationship is not linear, as the levy of the German 
renewable energy law (EEG-Umlage) increases with 
decreasing exchange price [32]. In addition, other aspects 
affect the cost calculation of the end customer price. Thus, RIB 
is relevant for the grid operator and customers with price 
variable tariffs.  

G. Absolute Grid Coefficient
GSCabs is designed to provide information on how well the

end user’s electricity load profile matches the availability of 
electricity [33]. It indicates whether electrical energy 
consumption ELoad is more likely to occur during periods when 
the day-ahead electricity price is higher than the average 
relative price p̅ or during periods when it is less. This allows 
an evaluation of the grid impact by a building from the utility’s 
perspective.  

For a flexible load such as a heat pump, a GSCabs of 0.9 means 
that, on average, electricity is consumed when the day-ahead 
price assumes 90 % of its mean value during the evaluation 
period. A low GSCabs is desired because it means that 
electricity is mainly consumed when the price of electricity is 
low, or when the demand for electricity is low. This makes 
sense for both the end consumer and the utility. GSCabs can be 
defined with: 

𝐺𝐺𝑆𝑆𝑆𝑆𝑠𝑠𝑎𝑎𝑠𝑠 = ∑𝐸𝐸𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑡𝑡)𝑝𝑝(𝑡𝑡)
∑𝐸𝐸𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑡𝑡)�̅�𝑝

. (7) 

H. Comfort Criteria
The total time ttemp during which the comfort criteria are

violated is of great importance for the home user. As regulated 
in Task 44, the room temperature must not fall below 19.5 °C 
[28]. The upper limit for the temperature can be found in DIN 
Standard 1946 Part 2 [34]. Up to a maximum outside 
temperature of 26 °C, the room temperature must not exceed 

25 °C. If the outdoor temperature is above 26 °C, the room 
temperature may also be higher (1K inside for 3K outside). 
When evaluating this evaluation figure, it was noticeable that 
the time in which the room temperature exceeds the upper 
limit of the comfort range is almost exactly the same for all 
strategies considered. This value is several times higher than 
the time in which lower limits are violated. The high room 
temperature is due to fact that no active cooling is installed. 
For this reason, the figure ttemp< is introduced, which only takes 
into account the temperature drops below the comfort range. 

I. Number of Heat Pump Starts
The number of heat pump starts nstarts provides information 

about the lifespan of the heat pump [35]. Too frequent starting 
should be avoided. 

J. Summary
Table I. provides an overview of the classification of the

evaluation figures including valid range. 
TABLE I. CLASSIFICATION OF THE EVALUATION FIGURES 

Figure Valid Range Operator Supportive Grid Supportive  
SSF 0% - 100% High value - 
SCR 0% - 100% High value - 
l 0% - 100% Low value - 
SPFHP+,pen > 0 High value - 
fsav,CO2 

a. 0% - 100% High value - 
RIB 0% - 100% Low value Low value 
GSCabs > 0 - < 1 
ttemp< ≥ 0 min Low value - 
nstarts > 0 Low value - 

a. only applies if Eel,WP < Eref * GWPref / GWPel 

V. RESULTS 

Table II. shows the evaluation results for all strategies. In 
order to better classify the values, the table has been colored. 
The range between the worst and the best value in the 
comparison is scaled from red to green. 

TABLE II. ABSOLUTE EVALUATION RESULTS 

Evaluation value SCO SLP RBTC PRBC1 PRBC4 
SSF [%] 33.05 28.37 31.53 29.44 27.47 
SCR [%] 98.04 89.19 93.43 90.97 92.04 
l [%] 0.007 0.117 0.068 0.109 0.091 
SPFHP+,pen [-] 2.947 2.588 2.981 2.671 2.199 
fsav,CO2 [%] 51.95 45.38 52.47 47.31 36.70 
RIB [%] 45.30 35.87 45.22 38.01 39.28 
GSCabs [-] 1.019 0.958 1.021 0.960 0.940 
ttemp< [h] 113.0 108.3 119.6 360.2 537.6 
nstarts [-] 2286 1147 2137 1391 1009 

A. SCO
The rule-based self-consumption optimization strategy by

Jakobi et al. works as intended and ensures by far the highest 
self-consumption. Both the self-consumption rate of 98.04 % 
and the self-sufficiency factor of 33.05 % are the highest in 
the comparison. Also, the percentage of curtailment losses of 
0.007 % are much lower than the values reached by the other 
strategies. The comfort criteria are violated for 113.0 h in the 
evaluation period of one year, which is correspondingly good. 
The SPF of 2.947 is among the better ones in the comparison. 
The CO2 emission savings of 51.94 % are also a good value. 
The intensified operation is almost exclusively switched on 



between 9 am and 6 pm. This results in a relatively high RIB 
of 45.30 %. But the overall lowest grid purchase of about 
4680 kWh compensates the high-cost RIB from the system 
operator's perspective. From the system operator's point of 
view, this strategy is thus one of the most sensible among 
those compared. From the grid operator's point of view, 
however, this strategy is not very beneficial as shown by the 
RIB and the GSCabs of 1.019. 

B. SLP
The control according to deviations from the standard load 

profile is a strategy that does not change over the year and thus 
cannot react to external influences, such as particularly strong 
solar radiation. The OMs are changed every day at fixed times. 
This results in one of the worst self-consumption rates of 
89.19 % and a comparatively low self-sufficiency rate of 
28.37 %. The curtailment losses of 0.117 % are the highest in 
the comparison. The room temperature falls below the 
comfort criteria for a total of 108.3 h. The efficiency of the 
heating system is rather in the lower range with a SPF of 
2.588. Only the low number of heat pump starts with 1147 and 
the low RIB of 35.87 % indicate a system operator friendly 
control. The grid consumption is average with 5237 kWh. 
From the system operator's point of view, this strategy makes 
little sense, especially because of the very low self-
consumption. From the grid operator's point of view this 
strategy is highly recommendable, as can be seen by the low 
RIB also the GSCabs is 0.958. Thus, the electricity is mainly 
consumed in times when the demand is below average. 

C. RBTC
The rule-based timer control depending on solar radiation

according to Fischer switches, like the SLP control at certain 
times, but only between OM 2 and 3. The control is activated 
only when the outdoor temperature is at least 10 °C. The self-
sufficiency factor of 31.53 % is the second highest in the 
comparison. The self-consumption rate of 93.43 %, as well as 
the percentage curtailment losses of 0.068 %, are also among 
the best. With fsav,CO2 = 52.47 % and SPFHP+,pen = 2.981, the 
best values in the comparison can be achieved. Temperature 
undershoots occur in 119.6 h. The relatively low grid purchase 
of 4764 kWh somewhat compensates for the poor RIB of 
45.22 %. Overall, this strategy can thus be recommended for 
system operators. The GSCabs of 1.021 % is relatively high. 
Similarly, the RIB of 45.22 % is at a high level. Thus, it is not 
very beneficial to the grid. 

D. PRBC
The PRBC control changes its states depending on the

current value of the day-ahead electricity price. This results in 
relatively frequent changes of the OMs 

For mod. 1, OM 2 is set most of the time. The intensified 
OM 4 is mainly used early in the morning, since the day-ahead 
electricity price is usually lowest at this time. The self-
sufficiency factor of 29.44 %, for mod. 1 is lower than the 
average value of all control strategies. With 27.47 % mod. 4 
has the worst self-sufficiency factor of all control strategies. 
This also results in the highest electricity consumption of all 
strategies. The self-consumption rate for all mods. is between 
90.97 % (mod. 1) and 92.04 % (mod. 4). The self-
consumption increases with increasing duration of intensified 
operation. Mod. 4 shows good self-consumption. This is 
because of the high power consumption by intensified OM 3 
and 4 mainly middays to the afternoon. The situation is similar 
for the curtailment losses. Mod. 4 has the lowest curtailment 

losses among the PRBC strategies with 0.091 % due to the 
intensified operation at midday. The efficiency of the heating 
system suffers from the frequent switching to the intensified 
OMs. The seasonal performance factor for mod. 1 is at a 
medium level. The SPFHP+,pen of mod. 4 is 2.199, which is the 
lowest value in the whole comparison. The same result can be 
observed for the potential CO2 savings. In particular, mod 4 
again achieves the worst value with fsav,CO2 = 36.70 %. Mod. 4 
has also the highest grid purchase of all the strategies. All 
mods. are also not convincing when it comes to violating the 
comfort criteria. With ttemp< = 537.6 h, mod. 4 has the most 
frequent violations of the comfort criteria. Mod. 1 is also 
significantly above all other strategies with ttemp< = 360.2 h. 
For this reason, the compared PRBC strategies should not be 
acceptable from the system operator's point of view. In 
addition, the self-consumption is relatively low. Only the low 
number of heat pump starts is beneficial for the system 
operator. With 1009 starts, mod. 4 achieves the lowest value 
in the comparison.  

 From the grid operator's point of view, the PRBC 
strategies are the most acceptable and also recommendable. 
The GSCabs of 0.940 for mod. 4 is the lowest of all strategies. 
The RIB is also low for all mods. and remains below the 
average. This can be explained by the fact that the OMs are 
directly dependent on the day-ahead electricity price. 

VI. CONCLUSION 

In this work seven different control algorithms for SG 
Ready heat pumps were simulated and compared. Some 
strategies used external data, such as day-ahead electricity 
prices or standard load profiles, others depended on real-time 
variables from the simulation, and still others managed 
completely without additional data. All strategies have 
different strengths and weaknesses. For different system 
operators and grid operators, different evaluation variables are 
of importance. Therefore, an objective classification of which 
strategy is best cannot be made easily.  

If each evaluation variable is equally important in the 
evaluation, Table III. is helpful and gives an overview of the 
results. Each evaluation variable has been normalized to a 
range of 0 to 100. The 100 is assigned to the most desirable 
outcome in this comparison and the 0 to the least desirable. 

TABLE III. NORMALIZED EVALUATION FIGURES 

Evaluation value SCO SLP RBTC PRBC 1 PRBC4 
SSF [%] 100 16 73 35 0 
SCR [%] 100 0 48 20 32 
l [%] 100 0 45 7 24 
SPFHP+pen [%] 96 50 100 60 0 
Fsav,CO2 [%] 97 55 100 67 0 
RIB [%] 0 100 1 77 64 
GSCabs [%] 2 78 0 75 100 
ttemp< [%] 99 100 97 41 0 
nstarts [%] 0 89 12 70 100 
Average [%] 66 54 53 50 36 

SCO reaches by far the best result with an average of 66 %. 
However, From the grid operator's point of view, this strategy 
performs poorly, as can be seen by the GSCabs and the high 
RIB. There is no grid operator friendly strategy in this 
comparison that also has good self-consumption. The PRBC4 
control with the best GSCabs, has the worst self-sufficiency 
level. To sum up, none of the presented control strategies is 
beneficial for both the system operator and the grid operator. 
Thus, a trade-off which allows for a grid beneficial operation 



in compliance with the system operator’s interests and 
compensation mechanisms should be developed and 
introduced in future research. Other works suggest that model 
predictive control (MPC), schedule optimization, or other 
optimization algorithms can also lead to good results [6, 36]. 
Further improvements in grid utility could also be achieved 
through utility blocking which is not considered in this work. 
Furthermore, the system parameters, i.e. buffer storage size, 
could to be adapted to different control strategies to enhance 
the compliance with comfort criteria.  
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Abstract— A digital platform can be used to intelligently 
manage the distributed generations to improve the overall 
performance of the distribution system. It became possible by 
the growing integration of distributed generation with smart 
meters, IoTs, smart sensors, etc. The adoption of blockchain 
technology (BT) for decentralized Peer-to-Peer (P2P) energy 
trading is encouraged because of its transparency, security, and 
fast transaction processing. This paper expands on the P2P 
concept by creating a decentralized energy trading system to 
demonstrate the benefits of BT in offering a secure and efficient 
transaction platform for a community microgrid system having 
consumers, prosumers and RES owners. The supply-demand 
ratio (SDR) approach is used to estimate the P2P purchasing 
and selling pricing within the microgrid. In order to meet the 
community's energy demands in the most effective way, the 
proposed P2P design framework mentioned in this paper has 
targeted the development of a community trading market using 
Blockchain Smart Contract. Additionally, ELEC 
(Electrify.Asia) cryptocurrency is considered in P2P energy 
trading simulation that is successfully mined and published on 
the blockchain network.  

Keywords— Blockchain (BT), Microgrid Energy 
Management System (MEMS), Peer-to-Peer (P2P) Energy 
Trading, Prosumers, and Smart contract.  

I. INTRODUCTION

A. Background and Related Works

Government initiatives throughout the world to reduce 
dependency on fossil fuels reflect the fact that distributed 
energy resources (DERs) and microgrids are emerging as the 
primary options to fulfill the growing energy demand caused 
by the world's rapid industrialization and urbanization. 
Governments are being urged to submit ambitious emissions 
reduction plans for 2030 at COP-26 in the year 2021 to reach 
net-zero carbon emissions by the middle of the century. 
Therefore, countries will need to spend more on renewable 
energy resources (RESs), switch more swiftly to electric 
vehicles, and phase out fossil-based power plants to meet 
these goals [1]. Microgrids (MGs) can operate in one of two 
modes: isolated mode, where they can operate independently, 
or grid-connected mode, where they are directly connected to 
the main grid via a Point of Common Coupling (PCC), 
allowing them to interchange electricity while conforming to 
specified rules. As a way to lessen dependency on the high-
voltage network and fossil-based plants, the number of 
microgrids will rise in the upcoming years [2-3].  

To ensure widespread market participation, certain challenges 
must be overcome, such as (i) introducing the local energy 
trading concept into the distribution system; (ii) ensuring 
proper coordination between the microgrid and distribution 
system operators (DSO); and (iii) offering a user-friendly 

platform that can encourage the general public to take part in 
energy trading operations. The established price will be either 
too high or too low if the price responsive loads and perfect 
competition are not taken into account while creating the 
energy market in the distribution system. 

Encouraging trading inside the microgrid will work as a 
substitute for lowering the reliance on the utility grid. 
Community microgrid systems can be beneficial for local 
communities to meet their local energy needs. Community 
microgrids are being researched nowadays to enhance local 
energy self-sufficiency and resiliency, even in areas where a 
larger grid already exists. By using the P2P energy trading 
idea, the extra energy that the homes produce after fulfilling 
their own needs may be distributed to the other nearby houses 
[4]. Either a peer-to-utility grid or P2P trade of electricity is 
feasible in the microgrid. Every client in the microgrid is 
referred to as a peer, and both active and passive consumers 
can be classified as peers [5]. The active consumers are also 
referred to as prosumers having their own distributed 
generations like rooftop solar, wind energy, etc. 

P2P energy trading makes it possible to swiftly integrate BT 
into the microgrid trading operation. Without requiring a 
middleman, it enables direct contact between market 
participants. P2P refers to the capability of trading electricity 
with one another (consumer or prosumer) through a low-cost 
settlement system, earning money for excess power, lowering 
electricity bills, and enhancing returns on distributed 
generation's investments. P2P trading enables users to change 
energy sellers (prosumers) on a regular basis and buy-sell 
electricity in accordance with their preferences. BT 
technology, for instance, may be used in a P2P system to track 
the quantity of power sold and offer an automated, transparent 
payment mechanism. By automating energy trading, local 
customers may obtain a low-cost energy supply through their 
microgrids. Smart meters, sensors, and the Internet of Things 
(IoT) connected intelligent system can offer an automated and 
secure platform for managing and watching a microgrid's 
energy usage by utilizing BT technology. 

The creation of a blockchain-based energy trading system for 
community microgrids can enhance the efficiency of the 
overall distribution system [6]. Demand-side management 
using BT is one illustration. On BT networks, smart contracts 
have functions that decide how the customers will interact 
with each other. They allow users to decide on transactions 
directly, without the need for middlemen. The use of this 
functionality in the Ethereum network was covered in the 
paper. BT networks will reduce system demand and cut down 
on total power costs [7]. The microgrid operation is made 
more decentralized by the use of BT technology, which also 
increases the system's transparency and security due to SHA-
256 encryption technology. Energy trading is carried out via 
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automated smart contracts, which include a list of 
transactional criteria and are then used to execute the 
contracts. Due to the lack of consumer choice in traditional 
energy trading, P2P trading is more beneficial than the current 
energy exchange procedure. As the whole control rests with 
the peers in P2P trading, every peer plays a significant role in 
the trading of energy [8]. The intended microgrid community 
is made up of a number of prosumers and consumers, each of 
which has wind energy, rooftop PV panel, or both and 
connected loads. 

Fig. 1. BT transactions connected through the hash 

BT is a collection of information-containing blocks, each of 
which includes a hash. The genesis block is the initial block in 
the chain. The third block comes after the second block, and 
the last block is known as the expiry block. In order to 
authenticate new blocks created by users and ensure that the 
system is impenetrable to tampering, BT technology relies on 
"miners" [9-10]. The data kept on the network is hashed using 
the BT as shown in Figure 1. It is kept like a Merkle tree in 
storage. The fact that the data on the BT stays unaltered after 
a transaction has taken place makes this important through 
hashes. 

Numerous BT applications are now being employed in 
microgrids all around the world. The Brooklyn microgrid 
installation is the noteworthy one. Other businesses 
employing BT technology to execute P2P power trading in 
microgrid systems include Power Ledger, Grid+, SIEMENS, 
and LO3 Energy [11]. 

B. Paper organization

The literature review and research background are described 
in section I. A thorough design framework for decentralized 
P2P microgrid energy trading and mathematical modeling 
utilizing ELEC cryptocurrency is presented in part II. An 
algorithm and flowchart for P2P energy trading utilizing BT 
smart contracts are described in Section III. The results and 
discussion section are covered in Section IV, and finally, the 
conclusions part is discussed in Section V. 

II. DECENTRALIZED P2P ENERGY TRADING DESIGN AND 

MODELLING 

Local energy balancing must be preserved through 
community trading, in which the excess power can be sold to 
the distributor at the specified cost, and the energy required 
to meet residual demand is acquired at regular prices. 
Therefore, processes must be in place for the creation of 
business plans, the calculation of local electricity prices, and 
the estimation of energy expenditures. As a result, Figure 2 
shows the P2P trading schematic in a grid-connected 
Microgrid EMS with pth prosumers, mth consumers, and rth 
RES owners.  

Arrows with a solid color indicate power flows, whereas 
arrows with a dash show information flow. Prosumers and the 
utility grid can exchange electricity in both directions due to 
the existence of DERs with the prosumers side. 

 1 2, ,........ ,p p p P  Set of Prosumers

 1 2, ,........m m m M , Set of Consumers

 1 2, ,........r r r R , Set of RES Owners

Homeowners buy power from the utility grid when RES 
output is insufficient or nonexistent, and the surplus 
generation first meets the local requirements before selling 
the extra energy of the microgrid to the utility grid. 

Fig. 2. P2P Trading Design for Energy Transaction Using 
Microgrid EMS 

Local prosumers and RES owners may supply the energy to 
the consumers and other nearby microgrids with the help of 
P2P energy trading. The current peer-to-grid paradigm also 
known as the grid feed-in system, which mandates that any 
surplus generation be sold to the grid, would be drastically 
altered by this, and consumers' roles would change from 
being the energy consumers to the energy producers. By 
buying and selling energy at local prices, households may 
exchange energy locally. Prior to energy trading, the original 
scheduling and rescheduling based on the customer’s load 
will be broadcast to the BT network for a better demand-
supply match of the community energy requirements. 
Before developing energy pricing, we took into account the 
following three crucial economic considerations: The basic 
tenets of economics require that P2P prices be constrained 
between the utility purchase and grid feed-in prices. The 
second one is that the relation between the P2P price and SDR 
is inversely proportional. The last one is the economic 
balance for P2P trading in the microgrid always be 
guaranteed. Microgrid P2P trading system using blockchain 
lacks a central authority; instead, P2P prices, which are 
decided through this SDR method, are established on the 
basis of supply and demand. 
The utility reference prices are used to determine the energy 
exchange between the households in microgrids. When the 
cost of energy from neighboring prosumers is cheaper than 
the utility grid, customers will purchase it from them, while 
prosumers with excess energy will prefer to sell it to the 
consumers than the grid at a higher price. Therefore, the P2P 
price exists between the utility buying and grid-feed-in 
prices. Consequently, the trading price for each customer 
participating in P2P energy trading must be specified as 



𝐸𝐿𝐸𝐶  (ELEC is a short form of Electrify.Asia 
cryptocurrency) 

2  ELECusell ubup ypELECELEC                     

where, 𝐸𝐿𝐸𝐶  is the excess energy produced by 
prosumers/ RES owners sold to the utility and 𝐸𝐿𝐸𝐶   is 
the utility price during that time.  
Both load-generation fluctuate over time in a microgrid 
system. The P2P pricing is chosen in such a way that is 
advantageous to all the users, consumers, and prosumers 
(deficit in power). Consumers must pay less than if they were 
to purchase it from the grid, and as sellers, RES owners/ 
prosumers must get a higher price than the utility price. When 
the microgrid does not have enough generation, some of the 
demands are met by local generation and the remaining 
residual demand is supplied by the utility grid. This implies 
that the microgrid net generation and demand determine the 
real P2P buying and selling price. The utility purchase price 
at time ‘h’ is taken as ‘𝐸𝐿𝐸𝐶 ’ and grid feed-in price by 
‘𝐸𝐿𝐸𝐶 ’.   

The total load demand by all the microgrid users at time ‘h’ 
is given as (in kW), 

1 2 3[ , , , .., ] h H
n n n n nl l  l  l  l ;  𝒏 ∈ 𝒎 ∪ 𝒑     (1)                                                                                                     

The total load demand by all the prosumers at time ‘h’ is 
given as (in kW), 

1 2 3[ , , , .., ]p p p p p h Hl l  l  l  l    (2)                                                                                                     

The total load demand by all the consumers at time ‘h’ is 
given as (in kW), 

1 2 3[ , , , .., ]m m m m m h Hl l  l  l  l   (3)                                                                                                     

The total generation by all the microgrid suppliers at time ‘h’ 
is given as (in kW), 

1 2 3
' ' ' ' ', , , ..,n n n n n   
h Hg g  g  g  g ; 𝒏′ ∈ 𝒑 ∪ 𝒓

(4)      
The total generation by all the prosumers at time ‘h’ is given 
as (in kW), 

1 2 3, , , ..,p p p p p   
h Hg g  g  g  g   (5)                                                                     

The total generation by all the RES owners at time ‘h’ is given 
as (in kW), 

1 2 3, , , ..,r r r r r   
h Hg g  g  g  g  (6)                                                                                                     

The total net load demand by all the microgrid users at time 
‘h’ is given as (in kW), 
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Similarly, the total net generation available through all the 
microgrid suppliers at time ‘h’ is given as (in kW), 
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The total net load and generation of the microgrid, 
h
LN  and

h
GN , respectively at time interval ‘h’ is used to establish the

SDR relationship in the community microgrid system and is 
defined as:      

h
h G

h
L

N

N
   (11) 

The price model for this P2P system is based on 
cryptocurrency. In the suggested microgrid system, 
Electrify.Asia (ELEC) has been deployed as a cryptocurrency 
for the energy exchange. ELEC is one of the most well-
known Asian cryptocurrencies, and as of 14 August 2022, its 
value in US dollars is detailed below. 

1 ELEC = 0.000823 US Dollar (US$) 
1ELEC = 0.418x10-6 Ether 
1 Ether = 1018 Wei 

We may create the pricing model using this SDR method 
since, as was already said, the relation between SDR and P2P 
trading price is inversely proportionate. When 1  , It

means that the microgrid has excess generation and this is 
sold to the utility at a price 𝐸𝐿𝐸𝐶 , that is lower than the 
utility price 𝐸𝐿𝐸𝐶 , as defined in the SDR constraints. 

When 0 1  , this is the case when the microgrid does

not have sufficient generation to meet the local demands, 
therefore, the P2P trading price of the microgrid can be found 

by the inverse function relation 1
.x  . Here, we can

use this inverse function relation between P2P trading price 
and SDR [12-13]:  
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If 0   , It means microgrid all the load requirements are

fulfilled by the utility, 𝐸𝐿𝐸𝐶 . Thus the SDR function 

( )  should have a coordinate  (0, 𝐸𝐿𝐸𝐶 ). If 1   the

microgrid price is 𝐸𝐿𝐸𝐶 , and therefore SDR function 
( )   should also have a coordinate (1, 𝐸𝐿𝐸𝐶 ). These

two coordinates will give the microgrid P2P selling price 
utilizing Equation (12) as formulated in [12]: 

,0 1
( ) ( ).2 _

, 1

ELEC ELECubuy usell
hELEC ELEC ELEC SDR ELECp p sell ubuy usell usell
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      (13) 
Now, using the economic balance theory of the SDR the P2P 

purchasing price of the microgrid, 2 _
h
p p buyELEC , can be 

determined based on the calculated P2P selling price 

2 _
h
p p sellELEC . If 0 1  , in these cases microgrid



residual load requirements are to be supplied from the utility 
grid, thus applying the economic balance relation gives the 
following Equation (14):  

. . ( ).h h h h
L ubuy G usell L G ubuyN ELEC N ELEC N N ELEC                (14)                                                                               

Finally, the P2P purchasing price within the microgrid is 
given as: 

. (1 ), 0 1
2 _( )

2 _ , 1

h h h hELEC ELECh h p p sell ubuyELEC
p p buy ELEC

usell

  
 



      


(15) 

The SDR at time interval ‘h’ ( h ), is the only parameter that

affects both the P2P purchasing and selling prices of the 
microgrid and can be better observed by Equations 13 and 15. 
Equation 13's example of P2P price with smaller SDRs shows 
how this happens. SDR approaches 0, at which point it 
becomes the grid's buying price. This is clear from the fact 
that a lower SDR shows a generation-load imbalance brought 
on by a higher load. When P2P purchasing price increases at 
lower SDR, equation 15 shows the same reflection. This 
indicates that loads can be decreased by consumers during 
lower SDR time for a better load generation balance of the 
microgrid. The increased SDR results in lowering 

2 _
h
p p buyELEC  due to surplus generation causing a load-

generation mismatch when SDR exceeds the level that 
typically happens during valley times. Under those 
circumstances, the selling and buying prices produce lower 
values as given by both the equations. When SDR is equal to 
1, these two values presumptively represent the microgrid 
selling price to the utility (or utility purchasing price). 

III. BLOCKCHAIN IMPLEMENTATION FOR P2P TRADING

A smart contract is a collection of agreed-upon rules for 
interaction between parties created using high-level 
programming language like Solidity on the Ethereum 
platform. The agreement is automatically programmed to go 
into effect whenever the preset conditions are satisfied. The 
functionalities in the contract may be called by participants 
(prosumer, consumer, and RES owner) who can also transmit 
transactions that are automatically broadcast on the Ethereum 
BT Network. The creation of a smart contract is required 
before it can be posted to BT. An Ethereum smart contract 
program written in a high-level language must be converted 
into bytecode in order to operate since the Ethereum network 
is based on the EVM (Ethereum Virtual Machine). EVM 
Bytecode is an executable code on EVM, whereas Contract 
ABI is an interface to communicate with it.  

Fig. 3  Smart Contract Deployment 

For instance, when invoking a function in a smart contract 
using JavaScript code, ABI serves as a link between the 
JavaScript code and the EVM bytecode, enabling 
communication between them. Figure 3 depicts how the 
contract ABI, EVM bytecode, and external components 
interact. After compilation, this contract is now locally 
deployed on a test network like Ganache. The Truffle 
framework includes the Ganache CLI, a command-line 
interface for Ethereum development tools. Figure 4 shows the 
smart contract deployment through a flowchart illustrating 
the different functions by which participants will interact with 
each other. 

Figure 4. Flowchart of functions in Smart Contract for Peer 
to Peer Energy Trading 

Algorithm: P2P Microgrid Energy Transaction Using BT 
(Figure 4) 
Step 1: The Network Administrator (NA) uses the function to 
deploy the smart contract and calls the init function () 
Step 2: Using the function register (), all participants are 
registered using public keys 
Step 3: Prosumers with excess generation and RES owners 
send their requests to NA. NA then opens the market using 
the function openMarket() and broadcast the information to 
BT network. 
Step 4: RES owners and prosumers use the feature 
offerEnergy to start pools of offers () 
Step 5: Consumers use the askforEnergy service to make 
energy requests () 
Step 6. A function called findAppropriateSellers() is used to 
find offers that are the best matches for them. 
Step 7. Sellers bid on offers made by various consumers. The 
winning bid can be determined in : either (a) P2P price can 
be determined using SDR or (b) the consumers with the 
highest bid will have their offer accepted. (In this paper, the 
pricing based on the SDR approach is taken into account). 
Step8. Using the function closeMarket(), close the market 



Step 9: After bids acceptance from concerned sellers,  provide 
power to specific buyer or those who made the highest bid 
will obtain it from them via the function acceptHighestBid 
(offerId). 
Step 10: The transaction is completed, the power delivery is 
made, and block containing the transaction is added in the BT 
network. 
Step 11. After meeting the local microgrid requirements 
through functions, sell remaining power to the utility grid.  

IV. RESULTS AND DISCUSSION

A case study has taken on the dataset taken from the Peccan 
Street website, that have plenty of household datasets with 
distributed generations mainly rooftop Solar PV and Wind 
generations [13]. In this research, we have selected 15 houses 
data in which some houses are having Solar or Wind 
generations. Accordingly, these sets of houses are 
categorized into consumers and prosumers. Each household 
is allocated an account using Ganache – an Ethereum local 
machine. Consumers/ prosumers are having a dataset on their 
half-hourly consumption and generation profiles with grid 
feed-in prices for prosumers (Excess generation) and utility 
grid prices for consumers or prosumers (Deficit in 
generation). As modeled in section 3, the P2P price must fall 
between grid buying and grid feed-in prices to attract more 
participants in the P2P process of the microgrid decentralized 
market. In this way, we can also reduce the dependency on 
the utility grid and make the community self-reliant in 
meeting their demands through local distributed generations 
and blockchain trading platforms. An account will post a bid 
if it has extra energy and an ask for energy if it does not. Then, 
using the SDR approach, a set marketing clearance price is 
determined, with all transactions taking place hourly. This 
price, which lies between the grid's selling and purchasing 
prices, is determined using the grid dynamic pricing 
(ELECp2p). Finally, to meet client demands, bids and asks are 
matched. Wei is used to computing the entire cost of the 
energy, and the converted money in ELEC cryptocurrency is 
sent from the buyer's account to the supplier's account. The 
remaining energy after local P2P trading is sold to the utility 
grid. In the case of a microgrid deficit in a generation, then 
residual requirements of energy are also supplied by the 
utility grid. 

Fig. 5 P2P Energy Trading between the Households 

An efficient, secure, quick, and self-sustaining microgrid 
system is provided to address local community energy 
demands through P2P energy trading, and the research takes 
into account the influence of the recommended market 
architecture paired with the BT technology. 

The optimization and comparison of the recommended 
market architecture are significantly influenced by the pricing 
factors for various sources of energy consumption. All other 
values are dependent on the dynamic price we exogenously 
build for the grid using the SDR method. If no local trade is 
available, P2P pricing should reflect each prosumer's 
willingness to offer the power at a lower price. One may refer 
to each prosumer's shadow price as their desire to provide 
electricity at a lower cost. PCDG software [14-15] has been 
used in finding the P2P volume among the 15 houses, as 
shown in Figure 5. 
With the use of the SDR value in the energy balance 
Equations (13 and 15), this technique determines the market 
clearing prices. To determine the P2P rates, we individually 
lower the electricity prices for each prosumer using the 
supply-demand balance in Equation (1). Figure 6 displays the 
comparable hourly P2P energy trade, including the P2P 
purchasing price and P2P selling price. P2P pricing strategy 
is based on the SDR, which is derived from the fundamental 
economic principle that when supply exceeds demand, P2P 
prices would decrease while being purchased. 
In Figure 7, the utility selling price—which is always greater 
when SDR is low—is contrasted with the P2P pricing. 
Prosumers will profit from the local market through P2P 
energy intra-trading handled by Microgrid EMS coupled with 
a BT network, keeping the price higher than the utility selling 
price.  

Fig. 6 P2P Trading Price with respective SDR Value 

Fig. 7 P2P Trading Price with corresponding Utility Prices 



Fig. 8 Smart Contract Functions Compiled through Remix 
VM 
In grid-connected mode when grid feed-in price and buying 
prices are known, the SDR method helps to create a local 
competitive market with sets of prosumers and consumers in 
energy balancing of the community microgrid while keeping 
the P2P prices between utility grid boundaries. 
Microgrid EMS center manages the hourly P2P schedule. The 
individual consumer's need for power and the individual 
prosumer's excess (or deficit) are both recorded in the same 
way on the BT ledger. In section 3, the implementation 
strategy utilizing BT is covered. Smart contract functions 
illustrated through the flowchart as shown in Figure 4 create 
a decentralized P2P market transaction in an automated and 
secure manner under the predefined agreed conditions of 
contract among the microgrid participants. The Microgrid 
EMS software is in charge of handling every aspect of the 
load generation balance in order to regulate the load utilizing 
prosumers' excess generation and utility electricity. Each 
prosumer will first satisfy their own need before selling any 
excess power at P2P pricing. A smart contract is successfully 
compiled and its transaction record is shown in Figures 8 and 
9 respectively. 

Fig. 9 BT contracts Energy_KWH successfully deployed 
through Remix Ethereum VM 

V. CONCLUSIONS

In order to execute the suggested decentralized market 
structure and demonstrate the viability of the blockchain 
concept, the community microgrid is taken into consideration 
for the energy market. The hourly rates between buyers and 
sellers are established using the SDR-based pricing approach. 
Blockchain-integrated microgrid EMS ensures benefits to all 
the users, energy suppliers, and buyers using this SDR pricing 
scheme. All users interact with the smart contract by using its 
defined functions as described in the flowchart. The 
outcomes show that the transaction hash and contract address 
were deployed and used in a successful manner through 
blockchain. All the P2P transactions are mined and published 
on the blockchain network through the cryptocurrency ELEC. 
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Abstract—There have been several load frequency control
techniques presented and reported up to the present time. Each
technique has a unique manner of enhancing the capacity to
reject disturbances and the system response. Some approaches
are superior in some ways while others are superior in others.
Using some of them together may bring better system perfor-
mance. This research presents an adaptive control scheme for
load frequency using a switched controller with improved particle
swarm optimization. It will enhance the system’s accuracy
and performance. According to the control policy, Controller
actions can be increased or decreased by giving them different
weights during the operation. Two distinct Proportional-integral-
derivative controllers from the current era are in use, and they
were designed in two different ways. The best features of these
two candidate controllers are extracted using adaptive control
logic. To verify the accuracy and efficacy of the proposed policy,
single-area power system problems are considered.

Index Terms—Proportional-Integral-Derivative(PID)
Controller, Improved Particle swarm optimization(PSO),
frequency, Power system, Error

I. INTRODUCTION

For a long time, power system research has focused on load
frequency control systems [1] [2]. Load Frequency Control is
the term used to describe the combination of active power
and frequency control. To maintain zero-system frequency
response, LFC must maintain a proper balance between output
and load demand and losses. The impacts of the frequency
variation on the electrical system are seen below.

1. Harmonics generated by frequency changes can make
power converters operate poorly.

2. Electrical equipment which is linked to the grid will
function efficiently when the input frequency lies within a
certain range.

3. For the synchronization of generators in a power plant
that runs in parallel, the network’s frequency must remain
constant.

Research funded by Central Power Research Institute Bangalore.

4. Some Turbine and some rotor states cause excessive
vibration when operating at frequencies below a specific range.
Various control strategies have been developed over the years.
If certain existing control techniques are combined with Load
Frequency Control [3] operations that bring out their superior
features, we estimate that significantly improved performance
can be attained. In this respect, we have proposed an adaptive
control policy [1] [8] via a switched controller for load fre-
quency control [4] using improved particle swarm optimization
[5], [12]. It add-up two controllers [6], [7] for a single area
Load Frequency Control [8], whose activity is increasing and
decreasing by assigning weights to them on each instance
during the operation. It is found that the adaptive control
policy proposed in this paper provides superior performance
of the load frequency control since its best features come
from these two controllers. The remainder of this paper is
structured as follows. Section II consists Proposed scheme,
System model, Improved Particle swarm optimization [5],
[12], and application in detail. We have covered two distinct
cases in Section III. This illustrates the real experiments and
computational simulations. Case 1 involved the usage of two
separate PID [11], controllers using MATLAB auto-tuner and
in case 2, we once again employed two controllers created
by Tan [2], and Anwar and Pan [3]. The article is concluded
in section IV. The future scope is included in section V and
finally acknowledged in section VI.

II. PROPOSED SCHEME

Improved Particle swarm optimization [5], [12] is used as
a vital part of the proposed scheme to assign weights to the
controller on each instance during the operation. After each
iteration in this model, the algorithm receives an immediate
response, which is used to enhance accuracy and effectiveness
of the system response.

The generalized block diagram for the system is shown
in fig.1, to control plant G. The generalized block diagram
consists of a n number of pre-designed candidate controllers.
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Fig. 1. Generalized block diagram for the system [4]

Fig. 2. Block diagram for single area power system [1]

The output of the k controller (where kϵN and k ≤ n) at time
t is denoted by uk(t). The controller output is multiplied with
weights wk(t) before giving the input to the plant.

The Following is the total control input given at time t

U(t) = u1(t)w1(t) + u2(t)w2(t) + ... (1)

In the interest of meeting dynamic adaptive policy, the weight
vector is updated after each iteration to make the controller
active. This update is performed via the Improved Particle
Swarm optimization algorithm, which differs from other op-
timization algorithms in that only the objective function is
required and does not rely on gradients or any variant of the
objective.

Consider the non-reheated thermal turbine of single/two-
area power system model G in fig.2, with two controllers C1

and C2 whose best features are to be brought out based on
the latest development, required response, stability, and steady-
state deviation. The multiplication factors w1 and w2 are the
weights that prioritize the task of C1 and C2, respectively.
The input signal to the plant is

U = w1u1 + w2u2 (2)

Y is the output of a single area, which is given below

Y (s) = G(s)× U(s) (3)

Y (s) =
b

s3 + a2s2 + a1 + a0
U(s) (4)

where, b =
Kp

TGTTTP
, a0 =

Kp

RTGTTTP
,a1 = TG + TT + TP ,

a2 = TGTT + TGTP + TTTP .
The control signal for the plant G can be expressed as the

following using equation (5)

u(t) =
1

b
(y3(t) + a2y

2(t) + a1y
1(t) + y(t)) (5)

The objective function of the system is e(t) = yr(t)− y(t) =
−y(t), where yr(t) is the reference input and y(t) is the output
of the system. We can choose different types of indexes as per
the requirement like Integral Absolute Error (IAE), Integral
Time weighted Absolute Error (ITAE), and Integral Square
Error (ISE), Integral Time weighted Square Error (ITSE).
These performance indices have been listed such as:

Integral Absolute Error (IAE):

Is1 =

∫
|e(t)|dt (6)

Integral Time weighted Absolute Error (ITAE):

Is1 =

∫
|te(t)|dt (7)

Integral Square Error (ISE):

Is1 =

∫
|e2(t)|dt (8)

Integral Square weighted Absolute Error (ISAE):

Is1 =

∫
|te2(t)|dt (9)

For weight updation, we have used Improved Particle Swarm
Optimization. The flow chart of the algorithm is shown in
fig.3.

Let’s say, we have p particles, and the position (weights)
of particle i at iteration t is denoted as wi

n(t) = wt
1(t), w

i
2(t).

Apart from the position (weights), the velocity of each particle
is also denoted as vin(t) = vi1(t), v

i
2(t)

The position of each particle will be updated after subse-
quent iterations as follows:

wi
n(t+ 1) = wi

n(t) + vin(t+ 1) (10)

or in the same way,

wi
1(t+ 1) = wi

1(t) + vi1(t+ 1) (11)

wi
2(t+ 1) = wi

2(t) + vi2(t+ 1) (12)

also, the velocities are updated by the following rule:

vin(t+ 1) = wvin(t) + C1R1(pbest
i
n − wi

n(t))

.̇........................... + C2R2(gbest
i
n−wi

n(t)).̇................ (13)
Where,Is= Objective function, vin(t)= Velocity of particle or

agent, w=Inertia weight lies between 0 and 1 which determines
how far the particle should move with its previous veloc-
ity (speed and direction of explore),C1: Cognitive constant,



Fig. 3. Flow chart of the Improved particle swarm optimization

C2:Social constant, R1 and R2 are arbitrary numbers that lie
between 0 and 1, wi

n(t)=Controller weights.
Every particle that keeps track of its best result is referred

to as pbestin or personal best, and out of this, it is referred to
as gbestin or global best.
pbestin and gbestin are the position(weights), which give

the optimized minimum/maximum value of objective function
Is ever discovered by particle ’ i ’ and all the particles in
the swarm respectively. After every iteration, the value of
pbestin and gbestin are updated to reflect the best position ever
explored so far.

Note that each particle or agent modifies its position accord-
ing to the current position, current velocity, distance between
pbestin and current position, and distance between gbestin and

current position.
The unique feature of this approach that sets it apart from

other optimization techniques is that it does not depend on the
gradient of the objective function.

For instance, in gradient descent, we move x in the direction
of (x) to find the minimum function f(x) as this is where the
function decrements the quickest.

An Improved Particle Swarm Optimization solely depends
on pbestin and gbestin and is independent of the direction of
any particle’s downward slope at any particular time at position
x. Improved Particle Swarm Optimization is thus particularly
useful when differentiating f(x) is complicated.

We are controlling many particles and all the particles are
updated simultaneously. We need to collect the updated value
gbestin once per iteration to find the optimal solution.

As a result, Improved Particle Swarm Optimization is a
perfect implementation candidate for the Map-Reduce archi-
tecture.

III. CASE STUDIES

A. Case 1
PID or proportional-integral-derivative has been widely used

in industry for decades and is still relevant due to its simple
structure and ease of tune. In this case study, we have
considered two PID controllers for Load Frequency Control
using MATLAB PID auto tuner, One controller performs well
in some aspects, while the other performs well in other aspects,
so even those who have little knowledge can work efficiently
with better performance.

Following is the parameter for the plant model without the
droop characteristic:
kp=1, Tp=10, TT =0.2, TG=0.5, R=0.05 per unit.

P =
1

(0.2s+ 1)(0.5s+ 1)(10s+ 0.8)
(14)

PID Controller1

K1(s) = 0.5055 +
0.1023

s
+ 0.4428s. (15)

PID Controller2

K2(s) = 0.3055 +
0.1055

s
+ 0.3214s. (16)

When a sudden load disturbance of 0.2 (MW) per unit is
applied, the time response of the frequency deviation is shown
in Fig.4, and the correspondence controller weights are shown
in Fig.5.

The proposed scheme gives superior performance compared
to controller K1(s) and K2(s) and performance indices, which
are shown in Table 1.
B. Case 2
In this case study, we have considered two modern PID
controllers for Load Frequency Control using Tan [2] and
Anwar and Pan [3]. The weight is updated according to the
proposed scheme.

Following is a parameter for the plant model without the
droop characteristic:



Fig. 4. Time response of the frequency deviation

Fig. 5. Controller Weights

TABLE I
PERFORMANCE INDICES.

Cases Method Nominal
ISE ITSE

Case 1 Proposed 0.1272 0.3521
PID1 0.4003 1.452
PID2 0.6554 2.354

Case 2 Proposed 1.305e−5 1.805e−5

Tan 29.58e−5 56.46e−5

Anwar Pan 3.23e−5 2.27e−5

kp = 120, Tp = 20, Tt = 0.3, Tg = 0.08, R=2.4.

P =
120

(0.08s+ 1)(0.3s+ 1)(20s+ 1)
(17)

Tan [2], PID Controller1 is at λ=0.1 and λd=0.8

K1(s) = 0.4461 +
0.6202

s
+ 0.1905s. (18)

Anwar and Pan [3], PID Controller2

K1(s) = 1.52 +
2.5

s
+ 0.27s. (19)

The time response of the frequency deviation is shown in
Fig.6 and the correspondence controller weights are shown in
Fig.7.

According to Fig.6, the proposed scheme to counteract
unexpected disturbance enhances the weight of Tan [2] and

Fig. 6. Time response of the frequency deviation

Fig. 7. Controller Weights

reduces the weight of Anwar and Pan [3]. The proposed
approach performs well even in the midst of uncertainty. To
determine the proposed system’s optimal performance, error
indices are also calculated. It is evident from Table 1 that the
proposed scheme achieves minimum value in both cases.

IV. CONCLUSION

An adaptive control policy via switched controller using
an Improved particle swarm optimization approach has been
developed and tested in a MATLAB-simulation environment
for single area Load Frequency Control. It is found that the
proposed method in this paper gives better performance for
single area load frequency control as its best features come
from these two modern controllers. Here, the control policy
operates only for the two switched controllers. As a result,
there is no need to focus on individual techniques to implement
a new load frequency control scheme until the need arises and
improved performance is observed. In addition, the proposed
scheme is also suitable for other engineering problems.

V. FUTURE SCOPE

For single-area power systems, we have used two modern
controllers to control the power system using an adaptive
control policy via a switched controller using an Improved
particle swarm optimization approach. Multi-area power sys-
tems require four or more controllers to execute the strategy



suggested in the future, and determining the controller’s weight
is challenging. In the future, the proposed scheme will also be
integrated with renewable energy.
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Abstract—Microgrids have been rapidly deployed in electric
power systems in recent years with significant accompanying ben-
efits. The load frequency control or secondary frequency control
problem of microgrid in islanded mode has been addressed in this
paper. The microgrid system is comprised of renewable energy
sources like wind turbine generator (WTG), solar photovoltaic
(SPV), and autonomous electric energy generation sources like
diesel generator (DG), and fuel cells (FC) along with two energy
storage devices namely battery energy storage system (BESS)
and flywheel energy storage system (FESS). The proposed frac-
tional order proportional-integral-derivative (FOPID) controller
is designed by using stability boundary locus (SBL) technique to
stabilize the frequency changes due to fluctuations in loads, wind
speeds and solar intensity in the presence of communication time
delay. The FOPID controller delivers the control signal to the
generating sources by employing the communication channels.
These communication channels are prone to time delay. The time
delay can affect the microgrid system stability and in worst case
the microgrid system may become unstable. The efficacy of the
proposed controller is verified by the simulation results.

Index Terms—Fractional order PID controller, Load frequency
control, Microgrid, Stability boundary locus, Time delay.

I. INTRODUCTION

A microgrid can be defined as a power distribution entity

having distributive sources like DG and FC, renewable energy

sources like solar and wind, energy storage devices like BESS

and FESS, and multiple loads. It is very challenging to main-

tain the microgrid frequency in the presence of so many energy

sources and loads. It becomes further difficult to regulate the

microgrid frequency in the presence of communication time

delay. Recently, the issue of microgrid frequency control with

communication time delay has been very much explored in the

literature. In [1], the effect of communication time delay on

the secondary frequency control of an islanded microgrid with

multiple distributed generators has been investigated. In [2], a

model predictive control (MPC) and a Smith predictor based

control approaches are discussed to deal with the issue of

secondary frequency restoration. In [3], secondary frequency

control is achieved by a frequency restoration function based

consensus algorithm comprising of a load frequency control

and a single time delay communication network. In [4], sliding

mode estimation based controller is designed to predict the

microgrid states, time delay, and to reject the disturbance

of estimation errors. In [5], a distributed multi agent finite

time control approach having time delays for the state of

charge balancing and voltage regulation in a dc microgrid with

distributed battery energy storage systems (BESS) has been

implemented. In [6], feedback linearization, nonlinear sliding

mode control and Artstein transformation concepts are utilized.

In [7], a robust proportional-integral (PI) frequency controller

based on Kharitonov’s theorem has been designed having

communication time delay and parametric uncertainties. In [8],

secondary load frequency controller based on linear matrix

inequalities (LMIs) and Lyapunov stability theory has been

formulated for the shipboard microgrid system. The dynamic

modeling and operation of a microgrid based on solar and wind

energy is presented in [9]. The dc-dc converters are utilized

to connect the wind and solar RES to the main dc bus.

In this paper, the stability boundary locus (SBL) approach

of PID controller design is utilized [10]. The SBL is an

analytical cum graphical technique of obtaining the PID con-

troller parameters from the two dimensional stable parameter

space. The SBL methodology is utilized in [11] to design the

robust PID controllers with specific gain and phase margin

for LFC problem of multi-area power system. In [12], PID

controllers are designed for interval LFC system in the pres-

ence of communication time delay, GDB, and GRC. In [13],

parametric uncertainty margin is computed for the LFC system

using SBL technique. The main contributions of this paper are

summarized as follows:

1) The new formulae for FOPID controller parameter gains

are proposed using SBL approach for dispatchable en-

ergy sources in the microgrid, i.e., for DG and FC in

the presence of communication time delay.

2) The frequency deviation for the microgrid is determined

with wind power, solar photovoltaic power, and load as

step inputs in the presence of communication time delay.

3) The comparison of frequency deviation achieved by the

proposed approach is accomplished with that obtained

by the other approaches available in the literature.

The organization of the remaining paper is as follows.

Microgrid system modeling is explained in Section II. The

proposed FOPID controllers are designed for both DG and

FC in Section III. In Section IV, simulations are carried out

followed by the conclusions of the work which is presented
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in Section V.

II. MICROGRID SYSTEM MODELING

The microgrid system under study in this research work

is comprised of wind turbine generator (WTG), solar photo-

voltaic (SPV), diesel generator (DG), fuel cells (FC), battery

energy storage system (BESS), and flywheel energy storage

system (FESS) for frequency regulation. The linearized model

of the various components of the microgrid system is consid-

ered for the frequency control and shown in Fig. 1 [14]. The

overall system is considered to be lossless in the present study.

Therefore, the total power supplied, PT , to the load by all of

the energy sources is given by,

PT = PDG+PFC +PWTG+PSPV ±PBESS ±PFESS (1)

where, PDG, PFC , PWTG, PSPV , PBESS , and PFESS ,

represent the active power outputs of the DG, FC, WTG, SPV,

BESS, and FESS, respectively.

Fig. 1: Block diagram of microgrid system

[14]

A. Wind Turbine Generator (WTG) [7]

WTG converts kinetic energy of the wind stream into elec-

trical energy. The wind turbine generator (WTG) is modeled

as a first order transfer function, GWTG(s) given by,

GWTG(s) =
KWTG

1 + sTWTG
(2)

where, KWTG and TWTG indicate zero frequency gain and

time constant of the WTG, respectively.

B. Solar Photovoltaic (SPV) [7]

SPV converts solar energy directly available from sun into

electrical energy. The SPV can be modeled by a first order

transfer function for frequency domain analysis and design

as,

GSPV (s) =

(
KSPV

1 + sTSPV

)
(3)

where, KSPV and TSPV indicate zero frequency gain and

time constant of the SPV, respectively.

C. Diesel Generator (DG) [7]

DG is a mini power generation utility having character-

istics like very quick starting speed, low maintenance, high

efficiency, and high durability. The DG model consists of

a governor and turbine, which can be represented by linear

second order time constant based transfer function for small

power fluctuations. The transfer functions of the DG, GDG(s),
is given as,

GDG(s) =

(
1

1 + sTg

)(
1

1 + sTt

)
(4)

where, Tg and Tt are the time constants of the governor and

turbine, respectively.

D. Fuel Cell (FC) [7]

The fuel cells are based on electrochemical process which

transforms chemical energy from hydrogen rich fuels into

electrical energy. Fuel Cells possess nonlinear characteristics.

However, a third order linear transfer function model is

sufficient for frequency domain analysis and design in the

microgrid. The dynamics of the FC is approximated by the

transfer function, GFC(s), given as,

GFC(s) =

(
KFC

1 + sTFC

)(
KIN

1 + sTIN

)(
KIC

1 + sTIC

)
(5)

where, KFC , KIN , and KIC are the dc gains of FC, inverter

model, and interconnection device, respectively and TFC ,

TIN , and TIC represent the time constants of FC, inverter

model, and interconnection device, respectively.

E. Battery Energy Storage System (BESS) [7]

The BESS is an energy storing utility which is utilized in

the microgrid for controlling the frequency quite effectively.

The main reason for that is its ability to provide active power

instantaneously. The dynamics of the BESS is represented by

the transfer function, GBESS(s), given by,

GBESS(s) =
KBESS

1 + sTBESS
(6)

where, KBESS and TBESS are zero frequency gain and time

constant of the BESS, respectively.

F. Flywheel Energy Storage System (FESS) [7]

The FESS is an electromechanical energy storage device

used to exchange electrical energy with a electric network like

a microgrid. The main components of a FESS are a flywheel, a

motor-generator, and a power electronic converter. The FESS

dynamics is depicted by the transfer function, GFESS(s),
given as,

GFESS(s) =
KFESS

1 + sTFESS
(7)

where, KFESS and TFESS represent zero frequency gain and

time constant of the FESS, respectively.



G. System Frequency and Power Variations

The total power generation and load demand must be

equally matched for stable operation of the microgrid system.

The difference between the power generation (PT ) and load

demand (PL) is given by,

ΔPe = PT − PL (8)

The microgrid system transfer function relates the frequency

deviation (Δf) to (ΔPe) as follows,

GMG(s) =
Δf

ΔPe
=

1

2Hs+D
(9)

where, H and D are the equivalent inertia constant and

damping constant of the microgrid system, respectively.

III. PROPOSED FOPID CONTROLLER DESIGN

The fractional order PID (FOPID) controllers are designed

using the SBL approach for the DG and FC systems of the

microgrid in the presence of communication time delay. These

controllers are designed so that the overall system achieves

minimum specific gain margin and phase margin.

A. FOPID Controller Design for Diesel Generator (DG)

The closed loop transfer function of the DG is given by,

Gcl
DG(s) =

(
1

1 + sTg

)(
1

1 + sTt

)(
1

2Hs+D

)

1 +

(
1

1 + sTg

)(
1

1 + sTt

)(
1

2Hs+D

)(
1

R

)

(10)

where, R is the frequency regulation coefficient or the droop

characteristic of the DG system. The following equation will

be obtained by simplifying (10),

Gcl
DG(s) =

b0
a3s3 + a2s2 + a1s+ a0

(11)

where, b0 = 1, a0 =

(
D +

1

R

)
, a1 = (2H +DTg +DTt),

a2 = (2HTg + 2HTt +DTgTt), and a3 = 2HTgTt.

The closed loop characteristic equation of DG with FOPID

controller, communication time delay (τ), and specific gain-

phase margin compensator will be written as,

1 +
(
Ae−jφ

) (
e−sτ

)(
Kp +

Ki

sλ
+ sμKd

)
×

(
b0

a3s3 + a2s2 + a1s+ a0

)
= 0 (12)

where, A and φ be the specific gain margin and specific phase

margin provided by the gain-phase margin compensator, Kp,

Ki, Kd, λ ∈ �+, and μ ∈ �+ represents the proportional

gain, integral gain, derivative gain, non-integer order of the

integral term, and non-integer order of the derivative term of

the FOPID controller respectively. Now, substituting s = jω
in (12), and then simplifying yields,

(jω)
λ
[
a3 (jω)

3
+ a2 (jω)

2
+ a1 (jω) + a0

]

+Ab0e
−j(ωτ+φ)

[
Kp (jω)

λ
+Ki +Kd (jω)

λ+μ
]
= 0

(13)

Now, by making the following substitutions in (13), j2 =
−1, j3 = −j,

jλ = cos

(
λπ

2

)
+ jsin

(
λπ

2

)
(14)

jλ+μ = cos

(
λπ + μπ

2

)
+ jsin

(
λπ + μπ

2

)
(15)

e−j(ωτ+φ) = cos (ωτ + φ)− jsin (ωτ + φ) (16)

and then separating the real and imaginary parts of the

resulting equation, the following equation is obtained.

Re (ω) + jIm (ω) = 0 (17)

where, Re (ω) and Im (ω) being the respective real and

imaginary parts of (13), given as,

Re (ω) = ωλ
(
a0 − a2ω

2
)
cos

(
λπ

2

)

− ωλ
(
a1ω − a3ω

3
)
sin

(
λπ

2

)

+Ab0Kicos (ωτ + φ) +Ab0Kpω
λcos

(
λπ

2
− ωτ − φ

)

+Ab0Kdω
λ+μcos

(
λπ + μπ

2
− ωτ − φ

)
(18)

Im (ω) = ωλ
(
a0 − a2ω

2
)
sin

(
λπ

2

)

+ ωλ
(
a1ω − a3ω

3
)
cos

(
λπ

2

)

−Ab0Kisin (ωτ + φ) +Ab0Kpω
λsin

(
λπ

2
− ωτ − φ

)

+Ab0Kdω
λ+μsin

(
λπ + μπ

2
− ωτ − φ

)
(19)

The equation (17) will hold true if and only if Re (ω) =
0 and Im (ω) = 0 simultaneously. Therefore, substituting

Re (ω) = 0 from (18) and Im (ω) = 0 from (19), and solving

these equations simultaneously, the values of Kp and Ki are

determined as,

Kp =

(
a2ω

2 − a0
)
sin

(
λπ

2
+ ωτ + φ

)
+
(
a3ω

3 − a1ω
)

cos

(
λπ

2
+ ωτ + φ

)
−Ab0Kdω

μsin

(
λπ + μπ

2

)]

Ab0sin

(
λπ

2

)

(20)



Ki =

ωλ
(
a0 − a2ω

2
)
sin (ωτ + φ) + ωλ

(
a1ω − a3ω

3
)

cos (ωτ + φ) +Ab0Kdω
λ+μsin

(μπ
2

)]

Ab0sin

(
λπ

2

)

(21)

The formulae for Kp and Ki are to be determined for attain-

ing minimum desired gain margin (A ≥ Ad), and minimum

desired phase margin (φ ≥ φd). By substituting, A = Ad and

φ = 0 in (20) and (21), the formulae for Kp and Ki to achieve

desired gain margin are calculated as,

Kp =

(
a2ω

2 − a0
)
sin

(
λπ

2
+ ωτ

)
+
(
a3ω

3 − a1ω
)

cos

(
λπ

2
+ ωτ

)
−Adb0Kdω

μsin

(
λπ + μπ

2

)]

Adb0sin

(
λπ

2

)

(22)

Ki =

ωλ
(
a0 − a2ω

2
)
sin (ωτ) + ωλ

(
a1ω − a3ω

3
)

cos (ωτ) +Adb0Kdω
λ+μsin

(μπ
2

)]

Adb0sin

(
λπ

2

)

(23)

Similarly, by replacing, φ = φd and A = 1 (0dB) in (20)

and (21), the formulae for Kp and Ki to get desired phase

margin are evaluated as,

Kp =

(
a2ω

2 − a0
)
sin

(
λπ

2
+ ωτ + φd

)
+
(
a3ω

3 − a1ω
)

cos

(
λπ

2
+ ωτ + φd

)
− b0Kdω

μsin

(
λπ + μπ

2

)]

b0sin

(
λπ

2

)

(24)

Ki =

ωλ
(
a0 − a2ω

2
)
sin (ωτ + φd) + ωλ

(
a1ω − a3ω

3
)

cos (ωτ + φd) + b0Kdω
λ+μsin

(μπ
2

)]

b0sin

(
λπ

2

)

(25)

B. FOPID Controller Design for Fuel Cell (FC)

The open loop transfer function of fuel cell (FC) is given

by

GFC =
KFCKINKIC

(1 + sTFC) (1 + sTIN ) (1 + sTIC) (2Hs+D)
(26)

The open loop transfer function of FC given by (26) can be

further represented by,

Gcl
FC(s) =

q0
p4s4 + p3s3 + p2s2 + p1s+ p0

(27)

where, q0 = KFCKINKIC , p4 = 2HTFCTINTIC ,

p3 = 2H (TFCTIN + TFCTIC + TINTIC) +DTFCTINTIC ,

p2 = 2H (TFC + TIN + TIC) +D
(TFCTIN + TFCTIC + TINTIC),
p1 = 2H +D (TFC + TIN + TIC), and p0 = D.

The closed loop characteristic equation of FC involving

FOPID controller, communication time delay, and specific

gain-phase margin compensator is expressed as,

1 +
(
Ae−jφ

) (
e−sτ

)(
Kp +

Ki

sλ
+ sμKd

)
×

(
q0

p4s4 + p3s3 + p2s2 + p1s+ p0

)
= 0 (28)

Applying the similar procedure as in subsection III-A, the

values of Kp and Ki are evaluated as,

Kp =

(−p4ω
4 + p2ω

2 − p0
)
sin

(
λπ

2
+ ωτ + φ

)

+
(
p3ω

3 − p1ω
)
cos

(
λπ

2
+ ωτ + φ

)

−Aq0Kdω
μsin

(
λπ + μπ

2

)]

Aq0sin

(
λπ

2

)

(29)

Ki =

ωλ
(
p4ω

4 − p2ω
2 + p0

)
sin (ωτ + φ)

+ωλ
(
p1ω − p3ω

3
)
cos (ωτ + φ)

+Aq0Kdω
λ+μsin

(μπ
2

)]

Aq0sin

(
λπ

2

) (30)

By replacing, A = Ad and φ = 0 in (29) and (30), the

values of Kp and Ki to get desired gain margin are evaluated

as,

Kp =

(−p4ω
4 + p2ω

2 − p0
)
sin

(
λπ

2
+ ωτ

)

+
(
p3ω

3 − p1ω
)
cos

(
λπ

2
+ ωτ

)

−Adq0Kdω
μsin

(
λπ + μπ

2

)]

Adq0sin

(
λπ

2

) (31)

Ki =

ωλ
(
p4ω

4 − p2ω
2 + p0

)
sin (ωτ)

+ωλ
(
p1ω − p3ω

3
)
cos (ωτ)

+Adq0Kdω
λ+μsin

(μπ
2

)]

Adq0sin

(
λπ

2

) (32)

In the same manner, by substituting, φ = φd and A =
1 (0dB) in (29) and (30), the formulae for Kp and Ki to

attain desired phase margin are derived as,

Kp =

(−p4ω
4 + p2ω

2 − p0
)
sin

(
λπ

2
+ ωτ + φd

)

+
(
p3ω

3 − p1ω
)
cos

(
λπ

2
+ ωτ + φd

)

−q0Kdω
μsin

(
λπ + μπ

2

)]

q0sin

(
λπ

2

)

(33)



Ki =

ωλ
(
p4ω

4 − p2ω
2 + p0

)
sin (ωτ + φd)

+ωλ
(
p1ω − p3ω

3
)
cos (ωτ + φd)

+q0Kdω
λ+μsin

(μπ
2

)]

q0sin

(
λπ

2

) (34)

IV. SIMULATION STUDIES

For all the simulations, the values of the system parameters

are taken from [14].

A. Case 1: Constant Wind and Solar Power

In this case, the average wind power, ΔPW , average solar

power, ΔPPV , and load fluctuation, ΔPL as illustrated in

Fig. 2 are considered. The communication time delay, τ =
0.045 ms, Ad = 3 (9.54dB), and φd = π/3 are chosen for the

simulations. For the DG, the value of Kd = 0.25 is fixed. By

using (22)-(25), the SBL is plotted for λ = μ = 1.2, which is

shown in Fig. 3. For the FC, the value of Kd = 0.1 is fixed. By

using (31)-(34), the SBL is sketched for λ = μ = 1.2, which

is demonstrated in Fig. 4. Using Fig. 3 and Fig. 4, the Kp and
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Fig. 2: Wind, solar, and load fluctuations
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Fig. 3: SBL of DG for λ = 1.2 and μ = 1.2

Ki values are chosen for DG and FC, respectively, from the

common parameter space bounded by SBL of SGM and SBL

of SPM. These values are shown by a dot mark. Therefore,

the designed FOPID controllers for DG and FC are given by,

CDG (s) = 1.215 +
2.71

s1.2
+ 0.25s1.2 (35)
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Fig. 4: SBL of FC for λ = 1.2 and μ = 1.2

CFC (s) = 0.748 +
0.475

s1.2
+ 0.1s1.2 (36)

Incorporating the FOPID controllers for DG and FC in

the microgrid system of Fig. 1, the frequency deviation of

the microgrid system is shown in Fig. 5. At t = 10 s,

wind power is introduced in the microgrid system, so there is

increase in the system frequency from its nominal value. Solar

photovoltaic power is inducted into the system at t = 30 s,

therefore, again an increase in the frequency of the microgrid

system is observed. At t = 50 s, opposite polarity load change

occurs in the system, so there is a sudden decrease in the

system frequency. The wind power is decreased from 0.6p.u
to 0.4p.u at t = 70 s, therefore, there is a small decrease in

the microgrid system frequency. The solar photovoltaic power

is also decreased from 0.5p.u to 0.25p.u at t = 90 s, so

the frequency is again decreased from its nominal value. At

t = 110 s, the system frequency decreases due to increase in

the opposite polarity load change.
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Fig. 5: Frequency deviation of microgrid system

B. Case 2: Comparison

In this case, the microgrid system given in Fig. 1 consists of

DG and FC as generating sources, WTG as renewable energy

source, and BESS as energy storing device. The average wind

power, load, and communication time delays are same as in

case 1. The frequency deviation attained by the proposed

FOPID controllers given by (35) and (36) is compared to



TABLE I: Comparison of the frequency deviations

Performance index Proposed FOPID PI [7] PI [14] FO-IMC [14]

ISE 0.121 2.259 3.819 1.662

ITSE 6.04 108.6 194.5 79.21

IAE 0.8696 9.476 15.43 7.763

ITAE 46.2 508.3 891.3 410.7

that provided by PI controllers in [14] and [7] and by a FO-

IMC controller given in [14]. For comparison, the PI controller

parameters for DG are taken as Kp = 0.1 and Ki = 0.145
and those for FC are taken as Kp = 0.15 and Ki = 0.065
in [7]. In [14], for DG, Kp = 0.2 and Ki = 0.1 and for

FC, Kp = 0.02 and Ki = 0.025 are taken. The FO-IMC

controller for DG and FC are respectively provided in [14],

as, CDG(s) =
(

1
0.1970.0111+0.5

) (
0.179 + 0.015

s + 0.134s
)

and

CFC(s) =
(

1
0.1830.0556+0.5

) (
0.348 + 0.348

s + 0.122s
)
. The

comparison of frequency deviation achieved by the proposed

FOPID and the PI and FO-IMC controlled microgrid system

is demonstrated in Fig. 6. The optimal performance of the

designed controller is assessed by comparing ISE, ITSE, IAE,

and ITAE in TABLE I.

Fig. 6: Comparison of frequency deviations of proposed

FOPID, PI, and FO-IMC controlled microgrid system

V. CONCLUSIONS

FOPID controllers are designed for the dispatchable energy

sources, i.e., for the DG and FC to control the load frequency

of the microgrid using SBL technique in the presence of

communication time delay. The comparison of frequency

deviation obtained by the proposed FOPID controllers by that

achieved by PI controllers and a FO-IMC based controller

demonstrates the efficacy of the designed FOPID controllers.

For the optimal performance analysis, the supremacy of the

proposed FOPID controller is verified under four performance

criteria including of ISE, ITSE, IAE, and ITAE. In future, the

proposed FOPID controllers can be designed for the interval

model of the microgrid system.
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Abstract—We consider the problem of modeling and analyzing
nonlinear piezoelectric energy harvesters for ambient mechanical
vibrations. The equations of motion are derived from the mechan-
ical properties, the characterization of piezoelectric materials,
and the circuit description of the electrical load. For random
ambient vibrations, modeled as white Gaussian noise, the describ-
ing equations become stochastic. The harvester performances
are analyzed through time-domain Monte-Carlo simulations.
Recently proposed solutions inspired by circuit theory, aimed
at improving the power performances of energy harvesters are
discussed in presence of random vibrations. Our results show
that, even in this case, matching network-based approaches
improve significantly the energy harvester performance.

I. INTRODUCTION

Wireless-connected technologies can be nowadays found
in every aspect of daily life. The interconnection among the
most varied elements, such as computers, printers, handheld
communication devices, network appliances and smart systems
in general is provided by the internet protocol, while the
aforementioned elements form the nodes of the network itself.
Among these networked systems, of great practical importance
is the interconnection of sensors and actuators, thus forming a
Wireless Sensor and Actuators Network (WSAN). WSANs are
present whenever there is a need to gather information from
the environment, process it, and, consequently, implement
actions that appropriately follow from the collected data. These
networks may, in general, involve a large (or even huge)
number of nodes, connect multi-domain system, and even
include both electrical and mechanical systems [1].

Deploying a WSAN requires to tackle a significant number
of issues, among which power supply is a major one. In fact,
such networked systems are often made of remotely located
and/or difficult to access nodes, thus making batteries a pos-
sible solution, however impaired by the difficult substitution
and by the required physical size, that could be incompatible
with the occupation and weight requirements of the node.

On the other hand, in most cases nodes can be effectively
designed to require a relatively low power budget as far as the
distance among nodes forming the network is not excessive.

Therefore, a self-powering capability implemented scavenging
energy from the surrounding environment would be the ideal
solution [2]. The term energy harvesting refers to a wide
range of technological solutions aimed at realizing small-
scale systems with the capability to tap available ambient
energy sources, varying from mechanical vibrations to elec-
tromagnetic radiation and thermal gradients, and transform the
collected energy into usable electric power, fed to the WSAN
node either directly or through the use of a buffer battery
[3]–[7]. Among the various possible sources, kinetic energy is
rather popular as it is widely available and characterized by a
significant power density [3]. Several physical principles can
be exploited for the conversion of kinetic energy in electrical
form, such as electromagnetic transformation and piezoelectric
materials. As the latter are in general cheap and allow for the
realization of size-effective and reliable transducers, we will
focus the attention of piezoelectric harvesters [8]–[11].

One of the main performance limitations for a piezoelectric
energy harvester is the sub-optimal energy transfer from the
mechanical source to the electrical load, a condition that can be
conveniently represented as an impedance mismatch between
the electrical equivalent of the entire electro-mechanical sys-
tem and the load. This suggests to introduce a proper reactive
element in parallel with the load, a procedure known in circuit
theory as power factor correction [12], [13].

Turning to the vibration source description, in the simplest
case of purely sinusoidal vibrations, i.e. when their energy is
concentrated at a single frequency, a relatively straightforward
analysis of the harvester is possible [12]. However, a more
physically sound description takes into account the vibration
energy spreading on a relatively wide frequency spectrum, thus
requiring the use of a stochastic process to represent the forc-
ing term. For a flat spectrum over a wide enough bandwidth, a
white Gaussian noise can be used to conveniently describe the
energy source as the theory of stochastic differential equation
driven by white Gaussian noise is well developed. However, if
the finite, non null noise correlation time cannot be neglected,
a colored Gaussian noise process can be used [14], [15].
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Fig. 1. Schematic representation of an energy harvester for ambient vibrations.

In this contribution, we model a piezoelectric energy har-
vester subject to random mechanical vibrations, and present
novel results through numerical analysis. The mathematical
model is derived from the properties of the mechanical part,
from the constitutive equations of linear piezoelectric materi-
als, and from the circuit description of the electrical part. The
model includes nonlinearities, taking into account nonlinear
contributions. Ambient mechanical vibrations are modeled as
a white Gaussian noise process. Consequently, the equations
of motion are stochastic differential equations, here solved
using various numerical integration schemes. Inspired by our
recent work on the application of circuit theory to improve
the efficiency of energy harvesting systems, we apply a power
factor correction solution to the load [12], [16], and we assess
the advantage offered by the modified load in terms of output
average voltage, output average power and power efficiency.
Results show that, even for the case of random mechanical
vibrations, the application of power factor correction improves
the performances by a significant amount.

II. MODELING NONLINEAR PIEZOELECTRIC ENERGY
HARVESTING SYSTEMS

Energy harvesters are multi-domain systems, with mechan-
ical and electrical parts: Fig. 1 provides a schematic energy
harvester for ambient mechanical vibrations. The mechanical
domain is responsible for capturing the kinetic energy, and is
composed of an inertial mass m, connected to a vibrating sup-
port through an elastic spring or a cantilever beam. Vibrations
of the support produce oscillations of the mass, here converted
into electrical power exploiting a piezoelectric transducer. We
remark that other transduction mechanisms lead to very similar
equations, thus a similar analysis can be performed [12].

The equation of motion for the oscillating system is readily
derived from classical mechanics

mẍ+ γẋ+ U ′(x) + Ftr(t) = Fvib(t) (1)

where m is the inertial mass, x is the displacement with respect
to the equilibrium position, dots denote derivative with respect
to time, γ is the damping coefficient, U(x) = k1x

2/2+k3x
4/4

is the elastic potential of the spring (or the cantilever), and the ′

denotes derivation with respect to the argument. For k3 = 0 the
harvester is linear, otherwise it is nonlinear. Finally, Ftr(t) is
the force exerted on the mechanical system by the transducer,
and Fvib(t) is the external force modeling ambient vibrations.

Ftr(t)

ẋ(t)

e(t)

q̇pz(t)

+

− lo
a
d

transducer

Fig. 2. Representation of a piezoelectric transducer as an electromechanical
two-port.

In a piezoelectric transducer, a layer of piezoelectric ma-
terial is deposited on the oscillating structure (the spring or
the cantilever beam). Stress and strain induced in the layer by
mechanical deformation, are converted into electrical power.
Starting from the characterization of piezoelectric materials
the following relationships between mechanical and electrical
quantities are derived [12], [16]–[18]

Ftr =α e (2a)
qpz =αx− Cpz e (2b)

where α is the electro-mechanical coupling (in N/V or As/m),
Cpz is the electrical capacitance of the piezoelectric layer,
and qpz and e are the charge and voltage, respectively. The
transducer can be represented as an electro-mechanical two-
port, with mechanical quantities at the input, and electrical
quantities at the output, see Fig. 2 and [18]. The output voltage
e is used to supply power to an electrical load.

Substituting (2a) into (1), rewriting as a system of first order
differential equations and differentiating (2b) with respect to
time we obtain:

ẋ =y (3a)

ẏ =− 1

m
U ′(x)− γ

m
y − α

m
e+

1

m
Fvib(t) (3b)

ė =
α

Cpz
y − 1

Cpz
q̇pz (3c)

In circuit theory, a load, normally modeled as a resistor, is
any electrical component absorbing power from the preceding
circuit (Fig. 3(a)). Previous studies [12], [16] showed that a
fundamental factor limiting the harvested power and power
efficiency, is the impedance mismatch between the mechan-
ical and the electrical domains of the harvester. Impedance
mismatch, a classical problem in electrical and electronic
engineering, can be taken care of exploiting a solution inspired
by RF electronics: to interpose a matching network between
the source (the electromagnetic harvester) and the resistive
load so that the power delivered to the load is maximized.
Different types of matching network exist. Here we consider a
simple matching network composed by two reactive elements,
an inductor LS and a capacitor CP connected as in Fig. 3(b).
This solution is called low-pass L-matching network, because
of the arrangement of the reactive elements, and because at
very low frequency the inductor behaves as a short circuit.

To assess whether the application of the matching network
improves the power performances of the energy harvester, we
should calculate the average power Pout = Gv2rms absorbed
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Fig. 3. Electrical load connected to the electromagnetic energy harvester. (a)
Resistive load. (b) Resistive load with low-pass L-matching network.

by the load, where vrms is the root mean square value of the
load voltage:

vRrms =
√

⟨v2R(t)⟩ (4)

and ⟨·⟩ denotes the mean value (expectation) operator. For the
resistive load of Fig. 2(a), vR = e, application of Ohm law
yields q̇pz = GvR, where G = R−1 is the load conductance.
Substituting into (3) results in the state equations

ẋ =y (5a)

ẏ =− 1

m
U ′(x)− γ

m
y − α

m
vR +

1

m
Fvib(t) (5b)

v̇R =
α

Cpz
y − G

Cpz
vR (5c)

Conversely, for the matched load shown in Fig. 3(b), q̇pz = I .
Using the constitutive relationship of the linear inductor vLS

=
LS İ and applying Kirchhoff voltage law gives LS İ+vR−e =
0. Similarly, using the constitutive relationship for a linear
capacitor ICP

= CP v̇R and using Kirchhoff current law yields
−I +CP v̇R +GvR = 0. Combining these equations together
with (1) and the time derivative of (2b) yields

ẋ =y (6a)

ẏ =− 1

m
U ′(x)− γ

m
y − α

m
αe+

1

m
Fvib(t) (6b)

ė =
α

Cpz
y − 1

Cpz
I (6c)

İ =
1

LS
(e− vR) (6d)

v̇R =
1

CP
(I −GvR) (6e)

III. EQUIVALENT CIRCUIT MODELING

State equations (5) and (6) can be used to derive an
equivalent circuit model, i.e. an electrical circuit retaining
the behavior of the original electro-mechanical systems as
it is described by the same equations. The equivalent circuit
shown in Fig. 4, is obtained exploiting mechanical to electrical
analogies [16]: the variable substitutions are summarized in
Table I. Ambient mechanical vibrations are modeled as an
independent, ideal voltage source. The oscillating structure is
equivalent to an electrical oscillator, where inductor L1 plays
the role of the inertial mass, and capacitor C1 has a nonlinear
voltage-charge characteristic, representing the nonlinear elastic
potential. Internal friction is described by resistor R1. Finally,
an ideal transformer with turns ratio 1 : n (n = α−1) in

TABLE I
MECHANICAL TO ELECTRICAL ANALOGY

Mechanical Electrical
Force, f Voltage, v

Displacement, x Charge, q
Momentum mẋ Flux linkage, φ

Mass, m Inductance L
Compliance, k−1 Capacity, C

Damping, γ Resistance, R

+
−

R1 L1

vin(t)

Cpz

1 : n

Ambient
vibrations

Mechanical
domain

Piezoelectric
transducer

+

−
e

load

q̇ I

C1

Fig. 4. Equivalent circuit for a piezoelectric nonlinear energy harvester with
a resistive-inductive load.

parallel with a linear capacitor Cpz is used to model the
piezoelectric transducer.

IV. STOCHASTIC DIFFERENTIAL EQUATIONS

Ambient mechanical vibrations are described as stochastic
processes. In particular, if the energy is distributed over a
relatively large frequency interval, vibrations can be modeled
as uncorrelated white Gaussian noise, and the differential
equations (5) or (6) become stochastic differential equations
(SDEs).

Let (Ω,F , P ) be a probability space, where Ω is the sample
space, F = (Ft)t≥0 is a filtration, i.e. the σ-algebra of all the
events, and P is a probability measure. Let Wt = W (t) be a
one dimensional Wiener process, characterized by ⟨Wt⟩ = 0,
covariance cov(Wt,Ws) = ⟨WtWs⟩ = min(t, s) and Wt ∼
N (0, t), where symbol ∼ means “distributed as”, and N (0, t)
denotes a normal distribution with zero expectation.

A d-dimensional system of SDEs driven by the one-
dimensional Wiener process Wt takes the form

dXt = a(Xt)dt+B(Xt)dWt (7)

where Xt : Ω 7→ Rd is a vector valued stochastic process,
i.e. a vector of random variables parameterized by t ∈ T . The
parameter space T is usually the half-line [0,+∞[. The vector
valued function a : Rd 7→ Rd is called the drift, while function
B : Rd 7→ Rd is the diffusion. If B(Xt) is constant, then
noise is un-modulated or additive, otherwise it is modulated or
multiplicative. Functions a(Xt) and B(Xt) are measurable
functions, satisfying a global Lipschitz and a linear growth
conditions, to ensure the existence and uniqueness solution
theorem [19].

Equations (5)-(6) are conveniently rewritten as SDEs for
a-dimensional variables (including a-dimensional time). The
d-dimensional system of SDEs can be recast in the form:

dXt = (AXt + n(Xt)) dt+B dWt (8)



where the constant matrix A ∈ Rd,d and function n : Rd 7→
Rd are, respectively, the linear and nonlinear terms of the drift,
and the diffusion matrix B is constant (un-modulated noise).

We introduce linear transformed variables y = Px, where
P ∈ Rd,d is a constant matrix. In order for the transformation
to be invertible, P must be regular. Using Itô rule [19], [20],
the following SDEs for the stochastic processes y are obtained:

dY t =
(
PAP−1Y t + Pn(P−1Y t)

)
dt+ P B dWt (9)

Time variable change in SDEs is not trivial. Consider the
time change t′ = τ(t) = ω t, with ω > 0. If Y t solves (9),
then Y τ solves

dY τ =
(
PAP−1Y τ + Pn(P−1Y τ )

)
dτ+P B dWτ (10)

Using the change of time theorem for Itô integrals (see [19],
page 156) the time scaled Wiener process is

Wτ(t) ∼
√
τ ′(t)Wt =

√
ωWt (11)

where, again, symbol ∼ means “distributed as”. Using dτ =
ω dt, and defining Ỹ t = Y τ we have that Ỹ t is a weak
solution for the SDE

dỸ t = ω
(
PAP−1Ỹ t + Pn(P−1Ỹ t)

)
dt+

√
ωP B dWt

(12)
Being a weak solution implies that Ỹ and Y have the same
probability distribution. In most applications this information
is the most important, because the interest is not on the detailed
solution for a specific realization of the Wiener process, but
rather on expected quantities that can be calculated using the
probability density function.

To derive the a-dimensional SDEs for the energy harvester
with the resistive and the matched load, we assume a nonlinear
elastic potential of the form U(x) = k1x

2/2 + k3x
4/4 and

we model ambient vibrations as white Gaussian noise with
variance D2. Consequently, the equivalent circuit in Fig. 4
includes a voltage source vin(t) = DdWt and a nonlinear
capacitor with nonlinear voltage-charge characteristic vC(q) =
q2/(2C1) + q4/(4C3).

For the circuit with resistive load, system (5) is rewrit-
ten as the SDEs (8), with Xt = [q, i, vR]

T , n(Xt) =
[0,−q3/C3, 0]

T , B = [0, D, 0]T and

A =


0 1 0

− 1
L1C1

−R1

L1
− α

L1

0 α
Cpz

− G
Cpz

 (13)

The SDEs for a-dimensional variables are obtained introducing
the diagonal matrix P = diag[Q−1, TQ−1, CpzQ

−1], where
Q is a normalization factor that has dimension of a charge,
and T is the time scaling factor T = 1/ω =

√
L1C1.

Similarly, for the equivalent circuit with the matched load we

Parameter Value
R1 6.9366 Ω
C1 5.874 µF
L1 1 H
Cpz 80.08 nF
R 1 MΩ
n 37.4254

TABLE II
VALUES OF CIRCUIT COMPONENTS, BASED ON [22]

have Xt = [q, i, e, I, vR]
T , n(Xt) = [0,−q3/C3, 0, 0, 0]

T ,
B = [0, D, 0, 0, 0]T and

A =



0 1 0 0 0

− 1
L1C1

−R1

L1
− α

L1
0 0

0 α
Cpz

0 − 1
Cpz

0

0 0 1
LS

0 − 1
LS

0 0 0 1
CP

− G
CP


(14)

SDEs for a-dimensional variables are obtained using the diago-
nal matrix P = diag[Q−1, TQ−1, CpzQ

−1, TQ−1, CpzQ
−1].

V. RESULTS

To verify whether the matched load increases the harvested
power and power efficiency, we have performed Monte Carlo
simulations for the energy harvester with both the resistive
and the matched load. The SDEs have been solved numerically
using different numerical integration schemes, including Euler-
Maruyama1, strong order 1 stochastic Runge-Kutta, and weak
order 2 stochastic Runge-Kutta [21]. Time simulation length
was ∆t = 104 s, with a constant time integration step δt ≈ 30
µs. The relatively small time step implies the absence of any
significant difference in the solutions obtained using different
numerical integration methods. For our numerical simulations,
we used the circuit component values reported in [22], and
here summarized in Table II. For the nonlinear voltage-charge
characteristic of the capacitor, it was assumed C3 = Q2 · C1,
where Q = 1 C. Expected quantities where obtained averaging
over one hundred simulations.

Fig. 5 shows the root mean square (rms) value for the output
voltage vRrms =

√
⟨v2R(t)⟩, versus the value of the load

resistance R, for the resistive load case.
For comparison, the output voltage rms value for the har-

vester with matched load, versus the values of the matching
network parameters LS and CP , is shown in Fig. 6. Optimal
values of the parameters maximizing the harvested voltage
are clearly seen. As well as the advantage of the matched
load, which offers a much higher output voltage than the
simple resistive load. It is worth mentioning that the very high
optimum value for the matching inductance: Lopt

S = 303.7273
H, is a consequence of the normalization used, that fixes
L1 = 1 H.

1Since noise is un-modulated, Euler-Maruyama and Milstein numerical
schemes coincide.



Fig. 5. Root mean square value for the output voltage vR, versus the
resistance of the load for the resistive load setup. Parameter D = 50mV,
other parameters value are those of table II.

Fig. 6. Root mean square value for the output voltage vR, versus the matching
network parameters LS and CP . Parameter D = 50mV, other parameters
value are those of table II.

Fig. 7 shows a comparison of the average harvested power
by the harvester with resistive and matched load, versus the
noise intensity. Optimum values of parameters of the matching
network, determined from fig. 6 are: Lopt

S = 303.7 H, and
Copt

P = 23.31 pF. The matched solution offers about nine
times more power with respect to the simple resistive load.

To calculate the power efficiency of the harvester, we
need the average power injected by the noise. This is easily
calculated using stochastic calculus. Here we give the details
for the matched load case, the same procedure can be applied

Fig. 7. Comparison of the average harvested power for the harvester with
resistive load and with matched load, versus the noise intensity. Parameters
of the matching network are Lopt

S = 303.7H, Copt
P = 23.31pF. Parameter

D = 50 mV.

Load vRrms Pout ε
Resistive load 10.1315 V 0.10265 mW 8.21%
Matched load 30.5210 V 0.93153 mW 74.52 %

TABLE III
PERFORMANCES COMPARISON FOR A SIMPLE RESISTIVE LOAD, AND A

MATCHED LOAD.

Fig. 8. Stationary marginal probability density function for the output voltage
pst(vR), for the energy harvester with resistive load. Parameter D = 50 mV.

for the resistive load yielding similar results. For the equivalent
circuit with matched load, the total energy stored in the circuit
is the sum of the energies stored in the reactive elements L1,
C1, LS and CP . Notice that the ideal transformer does not
store energy, it only transfers electrical power from the primary
to the secondary windings. The total energy is

Etot(t) =
1

2
L1i(t)

2 + U(q(t)) +
1

2
LSI(t)

2 +
1

2
CP vR(t)

2

(15)
Differentiating using Itô rule, using (6) and taking expectation
we obtain 〈

dE

dt

〉
= −R1⟨i2⟩ −G⟨v2R⟩+

D2

2L1
(16)

where we used the property of Itô integral: ⟨i(t) dWt⟩ = 0.
Equation (16) implies that the circuit reaches a steady state,

where the power dissipated by the resistors R1 and R, is
balanced by the power injected by noise Pin = D2/(2L1).
Power efficiency is the ratio between the power transferred to
the load and the power injected by noise, that is:

ε =
2L1G⟨v2R⟩

D2
(17)

Table III shows the rms output voltage, average harvested
power and power efficiency for the harvester with resistive
and matched load. Application of a simple matching network
improves the harvester performances by a significant amount.
In particular, both the average harvested power and power
efficiency for the system with matched load are nine times
higher than those for the resistive load.

Finally, we discuss the role of nonlinearity. Fig. 8 and
9 show the marginal probability density function for the
output voltage pst(vR), for the energy harvester with resistive
and with matched load, respectively. The stationary marginal
distribution is calculated from the numerical simulations as



Fig. 9. Stationary marginal probability density function for the output voltage
pst(vR), for the energy harvester with matched load. Parameter D = 50 mV.

follows. We perform a long simulation and we eliminate the
transient period, retaining only the long time behavior. The
probability to find the system in state vR + dvR is calculated
as the fraction of samples in that interval, normalized to
the total number of samples that have been retained. Both
figures show a clear resemblance with a Gaussian distribution,
suggesting that the nonlinearity plays a marginal role. In fact,
the SDEs obtained linearizing the harvester equations around
the origin (the only stable equilibrium point of the underlying
deterministic system) describe an Ornstein-Uhlenbeck process,
and it is well known that the stationary distribution of the
Ornstein-Uhlenbeck process is a normal centered at the origin.
Therefore we conclude that, at least for reasonable values
of the noise intensity, the excitation is not strong enough to
induce significant nonlinear effect in the harvester. To observe
such nonlinear effects, either very strong excitations should be
considered, or a different, softer spring should be used.

VI. CONCLUSIONS

Piezoelectric energy harvesters are micro-scale electro-
mechanical systems designed to transform ambient mechanical
vibrations into electrical energy. As such, they are well suited
to provide a power energy source to electronic circuits, sensors
and actuators wirelessly connected to form a WSAN.

In terms of the harvested energy effectiveness, the
impedance mismatch between the mechanical and the electri-
cal parts of the harvester is the main limiting factor. A possible
workaround is to exploit power factor correction methods
from circuit theory to minimize this effect. In qualitative
terms, interposing a reactive element between the equivalent
electrical source and the load amounts to reduce the lag
between the voltage across and the current through the load,
thereby increasing the absorbed power.

In this work we analyzed a nonlinear piezoelectric en-
ergy harvester for ambient mechanical vibrations exploiting
stochastic methods to account for their non uniform spec-
tral power distribution. The equations of motion have been
derived from the mechanical properties, the characteristic
equations of linear piezoelectric materials and the electrical
circuit description of the load. In the case of random ambient
vibrations described as white Gaussian noise, the resulting
stochastic differential equations have been solved numerically,

and expected quantities have been calculated using Monte-
Carlo simulation techniques.

Our analysis shows that the power factor corrected solution
offers better performances in terms of output voltage, output
average absorbed power and power efficiency. The output
voltage is increased by almost three times, while absorbed
power and power efficiency by almost nine times.
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Abstract—The paper presents a case study related to the 

maintenance and on-site detection of faulty photovoltaic (PV) 

panels in a 14 years old on-grid system with a peak power of 

17.82 kW from the National Institute for Research and 

Development for Energy (INCDE ICEMENERG Bucharest) 

using a thermal camera, followed by the on-site measurement of 

the output power of a healthy and some PV panels with faults 

(hot spots and bypass activated diode) by Current-Voltage (I-V) 

and Power-Voltage (P-V) curves using an HT I-V 400. 

Laboratory tests were performed at Standard Test Condition 

(STC) at the National Institute for Research and Development 

in Electrical Engineering ICPE-CA, Laboratory of Photovoltaic 

Systems using a PASAN Highlight Solar Simulator for the same 

PV panels and also electroluminescence tests were performed in 

order to determine the cause of the faults. Based on the results 

some panels can be repaired or changed with new ones in order 

to increase the PV system efficiency. 

Keywords—PV panel, PV system, fault detection, thermal 

imaging, thermal camera, I-V curve, electroluminescence, hot 

spot, multiple hot spot, bypass diode, maintenance, repair 

I. INTRODUCTION 

Taking into account the severity of the actual climate 
crisis, the increase in prices for energy produced on the basis 
of non-renewable sources as well as the impact of their use on 
the environment by increasing the global temperature through 
the greenhouse effect, the implementation of alternative clean 
solutions/technologies for the production, transport and 
storage of energy, applicable on a large scale and depending 
on the local energy potential, adaptable to the particularities 
of the area, becomes a necessity. 

Energy production based on the use of SOLAR ENERGY 
is one of the viable alternative solutions for the transition to a 
cleaner future. The infrastructure of photovoltaic solar panels 
built on land, such as the roofs of blocks in the urban 
environment or houses in the rural environment, photovoltaic 
parks, are widespread in Europe. 

Considering the increase of efficiency of photovoltaic 
panels in operation, an important aspect to be addressed is 
related to the on-site performance measurement and detection 

of specific faults. The performance of photovoltaic panels is 
affected by a number of local factors but also by malfunctions 
that reduce energy production. These faults can be caused by: 
degradation of photovoltaic cells, malfunction of the inverter, 
faulty installation and interconnection of modules, soldering 
faults, cracks in the cells, the presence of dust or dirt, the 
appearance of "hot spots", "snail marks", all of them affecting 
the proper functioning. 

The operation and maintenance activities of photovoltaic 
modules represent aspects not to be neglected for obtaining 
the profitability of investments and ensuring their viability and 
reliability. Currently, the procedures applied mainly refer to 
simple techniques such as visual inspection and scheduled 
maintenance strategies. 

For the detection of defects, currently a series of known 
techniques can be applied specifically to the locations to be 
analyzed. Non-invasive tests (NDT) through which internal or 
surface defects can be detected and diagnosed through a rapid 
screening, are based on non-destructive techniques such as 
pattern recognition of electrical parameters or investigation of 
the surface temperature of the photovoltaic panel. Based on 
this type of investigation, short- and medium-term forecasts 
can also be made regarding power losses and indications can 
be given for remedying defects in order to optimize the 
production of energy provided by photovoltaics. 

Another method for diagnosing the operation of 
photovoltaic cells and modules is electroluminescence, a 
method based on the principle of detecting 
electroluminescence radiation emitted by recombined charge 
carriers during the radiative recombination process. This type 
of testing is carried out under the lowest possible irradiation 
conditions, possibly at night in a dark room, with the special 
sensor having the ability to detect near the IR zone. 

In [1] a novel approach is proposed with planning and 
mapping of PV power plants by digital image processing 
techniques. For this purpose, aerial thermovisual photography 
is carried out in a PV plant by a light Unmanned Aerial System 
(UAS) with a thermograph camera onboard. The 
classification, simulation and discussion of all possible faults 
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on both AC and DC Side of a photovoltaic system are 
presented in [4]. 

Papers [2-3, 5-9] presents studies, research work related to 
the faults detention in PV systems based on different methods. 

[10] focuses on five aspects, namely, (i) the various
possible faults that occur in PV panels, (ii) the online/remote 
supervision of PV panels, (iii) the role of machine learning 
techniques in the fault diagnosis of PV panels, (iv) the various 
sensors used for different fault detections in PV panels, and 
(v) the benefits of fault identification in PV panels. Based on
the investigated studies, recommendations for future research
directions are suggested.

The paper presents a case study related to the  
maintenance and on-site detection of faulty photovoltaic (PV) 
panels on-grid system using thermal camera, followed by the 
on-site measurement of the output power of a healthy and 
some PV panels with faults (hot spots and bypass activated 
diode) by Current-Voltage (I-V) and Power-Voltage (P-V) 
curves using an HT I-V 400 after laboratory tests were 
performed at Standard Test Condition (STC) at National 
Institute for Research and Development in Electrical 
Engineering ICPE-CA, Laboratory of Photovoltaic Systems 
using a PASAN Highlight Solar Simulator for the same PV 
panels and also electroluminescence tests were performed in 
order to determine the cause of the faults. 

II. PHOTOVOLTAIC SYSTEM TESTED

The PV system tested is one installed at ICMENERG, 
Fig. 1, has a peak power of 17.82 kW, was installed in 2008, 
has 99 PV panels with a peak power of 180 W. The PV panels 
are arranged 11 per string, resulting 9 strings for 3 invertors 
with 3 lines. The characteristics of an PV panel are presented 
in Table 1. The PV panel has 72 monocrystalline cells with an 
area of 148.2 cm2, with a total area of 12782 cm2. 

Fig. 1. The ICEMENERG PV system tested (Google Map satellite photo) 

TABLE I. CHARACTERISTICS OF THE PV PANEL 

Pmax35.0 
(W)

180 

VOC (V) 43.6 
Vmpp 

(V)
35.2 

Isc (A) 5.50 

Impp (A) 5.11 
Alpha 
(%/˚C) 

0.030 
Beta 

(%/˚C) 
-

0.350 

III. THE PERFORMED ON-SITE AND LABORATORY TESTS

The first part of the study of detection of the faulty PV
panels was performed on-site, using a thermal camera, a 
noninvasive test. After the PV panel with faults were detected 
we will try to find a string that has all types of faults in order 
to do an invasive test to determine the Current-Voltage (I-V) 
and Power-Voltage (P-V) curves using an HT I-V 400 and to 
not influence too much the output power of the PV system 

when we will remove the panel for laboratory testing at the 
Laboratory of Photovoltaic Systems from National Institute 
for Research and Development in Electrical Engineering 
ICPE-CA. Laboratory of Photovoltaic Systems is accredited 
by RENAR(Accreditation Association from Romania) to 
measure the Current-Voltage (I-V) and Power-Voltage (P-V) 
curves using an HT I-V 400 on-site and in the laboratory using 
an with PASAN Highlight Solar Simulator. 

The temperature of the solar PV panel has a direct effect 
on its ability to generate electricity. This impact is reflected 
through the temperature coefficient, which is expressed as the 
percentage decrease in output for every 1-degree Celsius (°C) 
increase in temperature from 25 °C. Solar PV modules are 
tested for their efficiency at 25 °C, which is the cell 
temperature of Standard Test Conditions (STC). And with any 
temperature increase above 25 °C must consider 
approximately a power loss of 1 % for every 2 °C increase. 
We will compute the power loss after the testing. STC, that, 
unfortunately, are a long way from “Real World Operating 
Conditions”(OPC) 

The tests that were performed are further presented. 

A. On-site thermal visions test

The thermal cameras used are FLIR ThermaCAM P620
with a 640x 480 resolution, Fig. 2 a), and Seek Thermal 
Reveal PRO, that a high-performance 320 x 240 thermal 
sensor, Fig. 2 b). 

Fig. 2. The FLIR ThermaCAM P620 and Seek Thermal Reveal Pro 

B. On-site Current-Voltage (I-V) and Power-Voltage (P-V)

tests with HT I-V400

The on-site test for the PV panels were performed using
the HT I-V400, Fig. 3 and 4, that computes the 
Current-Voltage (I-V) and Power-Voltage (P-V) based on the 
characteristics of the PV panel, the measured solar irradiance 
and panel temperature. 

Fig. 3. The HT I-V400 setup used 



Fig. 4. The HT I-V400 solar angle tester, solar irradiance and temperature 
sensors 

C. Laboratory Current-Voltage (I-V) and Power-Voltage

(P-V) tests with PASAN Highlight Solar Simulator

PV panels were measured in the laboratory using the
PASAN Highlight Solar Simulator, Fig. 5, Flash generator, 
System's Generator Module and the Flash box, which is 
designed to test, evaluate and determine the operating 
parameters of photovoltaic modules. 

The equipment is tester module type composed of: 

- Flash generator, which is the power supply of the light
source, Fig. 5; 

- Flash lamp, Fig. 5, separated by two tubes, generating
a calibrated light pulse; 

- Electronic load, Fig. 5, which scans the tested device
(DUT) response to the UI curve during the light pulse; 

- Control and monitoring cells that allow to control and
measure the effective light of irradiation; 

- A temperature measurement, which is included in the
monitor cell, but which can also be independent (as an option); 

- Computing unit with PASAN software for calculating
and storing measured data, Fig. 6. 

Functional Parameters: 
• Generator module: includes power source (capacitors)

and control electronics for the light pulse emitted by the flash 
box. Maximum voltage: 800 V, cycle: 30 s; 

• Flash box: emits light pulse due to xenon lamps. It is
connected to the generator module by a high voltage cable. 

Fig. 5. The PASAN Highlight Solar Simulator, hardware set-up  

Fig. 6. The PASAN Highlight Solar Simulator, software 

D. Laboratory Electroluminescence (EL) test

The test is based on passing current through PV cells, that
will emit light. This phenomenon is called 
Electroluminescence. Testing of modules using this 
phenomenon can detect hidden defects in the structure of PV 
cells. This method makes the current distribution visible in the 
PV panel and helps detect detects on the cells. A camera, 
Fig. 7 (a) is used to capture the photons emitted by the PV 
cells. The current is injected by a generator, Fig. 7 (b). The 
interface of the software used is presented in Fig. software 
used is presented in Fig. 8. 

 (a)  (b) 

Fig. 7. The electroluminescence test hardware setup, (a) camera and (b) 
current generator 

Fig. 8. The electroluminescence test software 

Fig. 9. The camera and PV panel setup 

IV. RESULTS OF THE ON-SITE TESTS

In this chapter are presented the on-site results based on an 
noninvasive inspection on the PV panel with the thermal 
camera, follow by an invasive method with HT I-V400 to 
measure the Current-Voltage (I-V) and Power-Voltage (P-V) 
curves corresponding to the nominal, STC and OPC. 



A. On-site thermal visions test

The first performed test was the inspection of all 99 PV
panel with the thermal camera in order to identify and sort the 
faulty panels.  

Were identified: 
-1 panel with a bypass activated diode on string 4, 1 %;
-17 panels with hot spot, 17 %,
-7 panels with multiple hot spots, 7 %.

In order to not influence too much the output power of the 
PV system we try to test on-site and in the laboratory the PV 
panels from one single string, 4, Figs.1, 10-13, that has all 
panels with all types of faults. 

PV panels from string 4 tested: 
- a healthy one from thermal vision camera, PV number 6,

Fig. 12; 
- one hot spot, PV number 4, Fig. 12;
- two hot spots, PV number 5, Fig. 12;
- bypass diode activated, PV number 7, Fig. 12.

Fig. 10. The string 4 of the PV system - panoramic view 

Fig. 11. The thermal images of PV panels number 1, 2 and 3. 

Fig. 12. The thermal images of PV panels number 4, 5, 6, and 7 

Fig. 13. The thermal images of PV panels number 8, 9, 10, and 11 

B. On-site Current-Voltage (I-V) and Power-Voltage (P-V)

tests with HT I-V400

The on-site Current-Voltage (I-V) and Power-Voltage
(P-V) tests results with HT I-V400 are presented in 
Figs. 14-18, for panel number 6 (11 in the Figure legend), 
4(9 in the Figure legend), 5 (10 in the Figure legend), and 
7 (8 in the Figure legend),  from the 4 string. 

Fig. 14. The HT I-V400 test results for PV panel number 6 

Fig. 15. The HT I-V400 test results for PV panel number 4 

Fig. 16. The HT I-V400 test results for PV panel number 5 

Fig. 17. The HT I-V400 test results for PV panel number 7 



Fig. 18. The HT I-V400 test comparative results for PV panels 6, 4, 5 and 7 

Table II presents the characteristics of the PV panel at 
Operating Conditions (OPC), for an air temperature of 21.9 ̊ C 
and humidity 36.9 % and in Table III, the HT I-V400 
approximated characteristics for STC. 

 There is a little difference between the output power of 
panel 6(healthy one) and 4(weaker hot spot), around 7 % 
lower output power for panel 5(two hot spots) comparatively 
with the 6 one and around 38 % lower power for panel number 
7 (bypass activated diode) than the one from panel 6. 

TABLE II. CHARACTERISTICS OF THE PV PANELS AT OPC 

PV panel 

number 
6 4 5 7 

Solar 

irradiance
878.0 891.0 892.0 898.0 

PV panel 

temperature 
51.80 54.00 50.80 52.60 

Output 

power (W) 
121.5 120.3 112.7 75.17 

Vmpp (V) 29.29 29.43 27.58 18.79 

Impp (A) 4.15 4.09 4.09 4.00 

TABLE III. CHARACTERISTICS OF THE PV PANELS AT STC,  
HT I-V400 APPROXIMATIONS 

PV panel 

number 
6 4 5 7 

Solar 

irradiance
1000 1000 1000 1000 

PV panel 

temperature 
25 25 25 25 

Output 

power (W) 
154.7 152.1 141.2 93.71 

Vmpp (V) 33.06 32.96 31.10 20.86 

Impp (A) 4.68 4.61 4.54 4.49 

V. RESULTS OF THE LABORATORY TESTS

In this chapter are presented results related to the 
laboratory testing of the four PV panels from string 4. 

A. Laboratory Current-Voltage (I-V) and Power-Voltage

(P-V) tests with PASAN Highlight Solar Simulator

In the Laboratory of Photovoltaic Systems of              
ICPE-CA, we determined the I-V and P-V curves at STC 
conditions with PASAN Highlight Solar Simulator, that 
ensures a uniform solar irradiance of 1000 W/m2. The results 
are presented in the Figs. 19-22. 

The characteristics of the PV panels under test at STC are 
presented in Table IV. By comparing the output power 
measured by PASAN with the one approximated by the HT 
I-V400 for PV panel number 6 we obtained a difference of
2.598 % (higher measured power with PASAN), for PV panel 
number 4 is 3.367 %, for panel number 5 is 5.425 % and 
5.477 % for panel number 7. 

Fig. 19. The PASAN test result for PV panel number 6 

Fig. 20. The PASAN test result for PV panel number 4 

Fig. 21. The PASAN test result for PV panel number 5 

Fig. 22. The PASAN test result for PV panel number 7 

TABLE IV. CHARACTERISTICS OF THE PV PANELS AT STC, PASAN 

PV panel number 6 4 5 7 

Maximum power (W) 157.8 157.4 149.3 99.14 

VPmax (V) 34.16 34.18 32.58 22.03 

IPmax (A) 4.619 4.603 4.581 4.501 

VOC (V) 43.50 43.76 42.42 - 

Isc (V) 5.015 5.033 5.000 5.006 

Rsh () 226.5 203.6 227.5 92.48 

Cell efficiency (%) 14.79 14.75 13.99 9.291 



B. Laboratory Electroluminescence (EL) test

The EL test results are presented in this sub-chapter.

The PV panel number 6, that is healthy one has no visible
defects, Fig. 23. A grey cell is visible on the hot spot, Fig. 12, 
of PV panel number 4, Fig. 24, On the PV panel number 7, 
with the bypass activated diode, a black cell (damaged, faulty 
cell) was identified, Fig. 25. The PV panel number 5 could not 
be tested with electroluminescence. 

Fig. 23. The electroluminescence test result for PV panel number 6 

Fig. 24. The electroluminescence test result for PV panel number 4 

Fig. 25. The electroluminescence test result for PV panel number 7 

VI. CONCLUSIONS

Some faults in the PV panels can be detected by thermal 
camera, proven by the I-V and P-V curves and EL tests.  

The output power approximated by the HT I-V400 for 
STC is more accurate (comparatively with the one measured 
with the PASAN system) if the panel has no faults. The 
difference will increase with the severity of the faults, the most 
severe one is the activation of the bypass diode, due to a cell 
defect. 

 It is possible to get an approximative output power for 
STC on-site with HT I-V400, that has difference between 
-2.6 % and -5.5 % (lower power than PASAN) comparatively

with the output power measured with the PASAN system, not 
having to measure them in the laboratory. 

The system efficiency can be increase by changing the PV 
panel with the bypass diode activated. 

Disclaimer: “The European Commission support for the 
production of this publication does not constitute an 
endorsement of the contents which reflects the views only of 
the authors, and the National Agency and Commission cannot 
be held responsible for any use which may be made of the 
information contained therein”. 
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sensor signals 
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Abstract— Repetitive changes are very common in real-
world systems such as in refrigeration temperature, respiration 
rate detected by wearable devices or human activity detected in 
surveillance camera. These devices generate certain meaningful 
repetitive changes which needs to be detected for example, the 
refrigeration off cycle. However, these data streams exhibit the 
presence of added sensor noise and external interferences which 
makes it difficult to detect such changes accurately in real-time. 
Therefore, we proposed two new methods for this problem 
where Method 1 is a Bidirectional cumulative sum (CUSUM) 
consisting of two one-sided algorithms, and Method 2 is based 
on adaptively updating the drift component in a CUSUM 
representation of a time varying process. The efficacy of the 
proposed methods is evaluated in terms of the actual change’s 
detection, number of false alarms and missed changes. It is 
found that our proposed methods outperform other existing 
methods when tested on an experimental dataset on refrigerated 
shipping containers. 

Keywords—IoT data streams, Change point detection 
methods 

I. INTRODUCTION

   Finding changes in data streams is a key challenge in 
different types of Internet of Things (IoT) applications. Many 
applications of embedded IoT devices is to determine changes 
that are outlier or some events [1]. Such systems range from 
industrial, medical, security and home appliances to name a 
few [2,3,4].  

The methods for change detection can be classified into 
two types: supervised and unsupervised. The supervised 
models pick up on how to map a relationship between an input 
attribute and a desired output attribute (usually a class label 
denoting the change). In contrary, unsupervised methods 
works on the unlabelled data. These methods can further be 
classified as: Offline and Online [5,6]. Offline methods do not 
operate on the streaming data and requires the whole sequence 
for analysis. Subspace modelling is a conventional technique 
that uses state spaces to describe a time series and identifies 
change points by detecting state space distances. As a measure 
of the change, Subspace Identification (SI) determines an 
extended observability matrix based on a state space model 
that is constructed for each sliding window [10,11,12]. SI is 
based on a system state space model that explicitly takes noise 
into account. The other type are the search methods based on 
approximation techniques. The approximation techniques are 
classified as Window based search method, Dynamic 
programming search method and an optimal solution to the 
discrete search optimization known as PELT [13].  

Fig.1 Tree diagram of the Unsupervised CPD methods 

Online methods, on the other hand, operates on the 
incoming data values to estimate the most the recent value as 
the change point or not. The earliest methods in this category 
were based on estimating the likelihood ratio of the newly 
arrived data based on the previously observed data points. 
Such methods are mostly of two types: determining the 
weighted probability density [8] where the effect of past 
examples can be gradually discounted as time goes on and, 
the direct density ratio method [5,7]. Another study [9] have 
discovered other flexible non-parametric variations by 
directly estimating the ratio of probability densities without 
requiring carrying out the actual density estimation. The 
reasoning behind the density-ratio estimate idea is that 
knowing the two densities implies knowing the density ratio. 
However, the contrary is not true: knowing the ratio does not 
always entail knowing the two densities because such 
decomposition is not unique. Instead of calculating the direct 
density ratio, the logarithm of the likelihood ratio between 
two successive periods can be determined in order to find the 
change points [2,5]. Another approach is a CUSUM which 
collects deviations from a given target of incoming data and 
detects the presence of a change point when the cumulative 
sum exceeds a threshold [19,20]. These methods perform 
sequential analysis on the observations and helps to arrive at 
a conclusion much faster which cannot be achieved using 
other offline methods [6,11,13]. The Kernel CUSUM 
(KCUSUM) technique [14] compares incoming data with 
samples from a reference distribution using a statistic based 
on the Maximum Mean Discrepancy (MMD) non-parametric 
testing framework, rather than the likelihood ratio, which is a 
parametric quantity. where The KCUSUM method is useful 
in situations when there is a great quantity of background data 
available and detecting a move away from this background 
setting is needed. In [15], authors adopted a method for 
improving the CUSUM by introducing a shrinkage factor in 
the decision functions. In [18], authors automated the 
estimation of the CUSUM threshold using a Markov model 
that updates the threshold at each time step to reflect the most 
up-to-date information. A tree diagram representation of the 
existing methods for change point detection is shown in Fig.1. 

    It is observed that for the existing CUSUM methods, 
stability is a big concern due to lack of proper settings of the 
model parameters. In this paper, we presented two novel 
CUSUM algorithms (Section II) for bidirectional and early 
change point detection in repetitive data streams. The 
proposed methods can detect the changes even when the 
measurements drift. Compared to the existing methods 
(Section III), the proposed methods have a higher true change 
point detection rate, lower number of false alarms and missed 
changes for detecting the off cycles in refrigeration shipping 
containers (Section IV). 
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II. PROPOSED METHODS

A. Method 1: A Bidirectional CUSUM change point
detection algorithm

Suppose we model a stable process consisting of identically 
distributed samples following a Gaussian distribution x[i], 
xi ∈ ℝ  with mean μx  and variance σx2 . It is expected to 
undergo a possible change in mean at time tc. The changing 
parameter θ is then equal to μx which is μx0  and μx1  before 
and after the change has occurred. The values of μx0, μx1 and 
σx2  are supposed to be known contrarily to tc . The 
instantaneous expression for log-likelihood ratio at any time 
instance i is given by Eq.1, 

s[i] =
μx1− μx0

σx2
�x[i] −

μx1+ μx0
2

�  (1) 
If δ is the magnitude change in mean value, then the above 
equation can be re-written as, s[i] = |δ|

σx2
�x[i] −  μx0 + |δ|

2
�. 

For the algorithm to detect changes in two directions, we 
considered the two likelihood ratios sxu[I] and sxd[I] with two 
decision functions Gx

u(I)  and Gx
d(I)  such that the decision 

corresponds to H1  for (Gx
u(i) > h > 0) ∪ (Gx

d(I)  > h > 0) 
and H0  elsewhere. Log-likelihood ratios for bidirectional 
changes are given in Eq.2 and Eq.3. Correspondingly, the 
decision functions can be rewritten as in Eq.4 and Eq.5, and 
the change point, tc the score is calculated as for t̂cu and  t̂cd 
respectively using Eq.6 and Eq.7. 

 su(i) = + |δ|
σx2
�x[i] −  μx0 −  |δ|

2
�  (2) 

 sd(i) = − |δ|
σx2
�x[i] −  μx0 + |δ|

2
�  (3) 

 Gx
u(i) = {Gx

u(i − 1) + su(i)}  (4) 
 Gx
d(i) = �Gx

d(i − 1) + sd(i)�  (5) 
 t̂cu= argmin

1≤nc≤k
su[nc − 1]  (6) 

 t̂cd= argmins
1≤nc≤k

d[nc − 1]  (7) 

The parameters initialized are i = 0, G(−1) = s(−1) = 0, 
δ−1 = 0.05 and h = 30. 

B. Method 2: An early indicator CUSUM change point
detection algorithm

Consider the rolling average value of all the datum points for 
fixed window size k. For any instance n, x[n] = 1

k
∑ xin−k+1
i=n

is the estimated value based on current and past observations. 
The cumulative sum for the process is taken as in Eq.8 

        s(i) = x(i) − x(i − 1)                            (8) 
which is the recursive form for the cumulative sum of the log-
likelihood ratios [16]. It is observed that to this point, the 
algorithm poorly detects the regular peaks for a process drift 
as shown in Fig. 4.a.  
Plugging the value of s(i) in Eq.4 and Eq.5 and introducing 
the term ω  as a critical level parameter (tunable, like 
threshold h ) used to fine-tune the sensitivity of change 
detection. However, the problem is bigger the ω, lesser is the 
susceptibility of the model to detect the change points and 
vice versa. The decision function by using Eq.1 can be 
rewritten as Eq.9 and Eq.10 

 Gx
u(i)+ = � Gx

u(i − 1)+ + s (i) −  ωi
+�   (9) 

 Gx
d(i)− = � Gx

d(i − 1)− − s (i) −  ωi
−�   (10) 

Where  Gx
u(i)+ and  Gx

d(i)−  are the positive and negative 
change detection equations. Next, select a threshold h such 
that for every  Gx

u(i)+ > h or  Gx
d(i)− > h, tc = talarm. This 

problem can be overcome by adjusting the drift components 
automatically. Here we try to model the component ω by 
introducing two new variables ωi

+ and ωi
− using Eq.11 and 

Eq.12. 
 ωi

+ = λigi−1+2        (11) 
 ωi

− = (1 − λi)gi−1−2   (12) 
where λ is the weight for the component ω; λ0 = 0 and λn ∈
[0,1]. The updated weight can be written as in Eq.13 i.e., 

        λi = λi−1 + kγ(i)s(i)                           (13) 
where k is the learning parameter and needs to be initialized, 
γi = ωi

+  −ωi
−  is difference between the drift components 

and taken as the innovation sequence. The term kγ(i)s(i)  is 
called the correction factor for the weight update equation. 
The parameters initialized are i = 0, G(−1) = s(−1) = 0, 
λ−1 = 0.01 and h = 0.3. An offline extension of Method 2 is 
proposed next, which determines the duration of each change 
points in as shown in Algorithm 1. 

Algorithm 1 Determine change starting and ending point 
Input: x
Output: ta , tai , taf , amplitude
1. ( [:: 1], , )functionDETECTCP x threshold drift− to detect

the change points 
2. Start from end towards first to store the change points in x

i.e., [:: 1]c x← −
3. ( ) [:: 1] 1taf len x c= − − −
4. Find the unique changes and eliminate the repeated ones

, ( )ta ind unique tai=

5. [ ]ta ta ind=

6. for ( ) ( )size tai size taf≠ do 
7. if ( ) ( )size tai size taf<  then
8.     [arg max( )taf taf taf i= >= for i  in taf

9. else
10. arg max( [:: 1]) 1ind i ta= >= − − for i in taf

11. [ ]ta ta ind=

12. [ ]tai tai ind=

13. end
14. [: 1] [1 :] 0ind taf tai= − − >

15. if ind contains true values then
16. [ ( )]ta ta append ind=

17. [ ( )]tai tai append ind=

18. [ ( )]taf taf append ind=
19. end
20. [ ] [ ]amplitude x taf x tai= −

21. end

III. COMPARISON WITH EXISTING METHODS

A. Probability density estimation methods
1) Sequential discounting AR (SDAR) model

Piecewise AR models represent the behaviour of a time 
varying stationary process using a linear model. Let AR(p) 

process represented as,zi = � Aixp−i
p

i=1
+ ε;  ε~N(0,Σ); p

is the order of the AR process found from the PACF plot for 
the lagged instances. For example, in refrigeration 



temperature, data samples are observed to be correlated at 1st, 
11th and 22nd lag. However, choosing a large order for this 
process doesn’t gives much significance in terms of the 
accuracy for correctly identifying the repetitive change point. 
For the above AR model with probability density function 
P�xi|xi−p

i−1, θ�, The total of predictive stochastic complexity 
of the data sequence reduces before and after the change 
point. The estimates of θ = �A1, A2 … … AP,μ, Σ�  is 
maximized using a weighted likelihood function where the 
weight decays exponentially with time. Therefore, if r is the 
discounting parameter and given the data sequence, the 
modified total predictive stochastic complexity becomes 

−� (1 − r)p−i log P�xi|xi−p
i−1, θ�

p

i=1
. In the next step, the 

score of xi , is determined as the logarithmic loss or the 
quadratic loss where a high value of score indicates a change 
with higher possibility. It is observed that for repetitive data 
streams, when r is increased above 0.02, the number of false 
alarms becomes increasing high whereas for r  ≤0.02, the 
accuracy is significantly low. The lag component p is taken 
as 1. Also, lag for the smoothing component taken as 6 and 
since below this, the model actually fails to detect the change 
points correctly.  

2) Density ratio estimation methods
Consider two consecutive intervals χ and χ′with probability 
density p(χ)  and '( ')p χ , the direct density ratio is given as 

g(x) = 
p(χ)

p'(χ')
.Given a density ratio, an approximator of the 

KL divergence dissimilarly measure is given as KL ’ i.e.,  
KL′ = 1

n
∑ log g�(xi)n
i=1 . Unconstrained Least-Squares

Importance Fitting (uLSIF) is another direct density ratio 
estimator with the same Gaussian kernel model but employs 
Pearson (PE) divergence as the dissimilarity measure. The 
density ratio model is fitted to the true density ratio under the 
squared loss as part of the uLSIF training criterion. The 
approximator is PE′ = − 1

2n
� g�(χ′)2n

j=1 + 1
n
∑ g�(χ)n
i=1 − 1

2
.

The density ratio value might be unbounded depending on the 
condition of the second interval density p'(x). To address this 
issue, α relative PE divergence is employed as a dissimilarity 
metric in a technique called as relative uLSIF (RuLSIF). 
Consider a regression problem to directly estimate the density 
ratio g(x). The ratio [16] is defined in the original RuLSIF 
algorithm as g(x) = p(χ)

(1−α)p′(χ′)+αp(χ)
 and termed as the α -

density ratio. The α-relative PE divergence is approximated 
PE′α = −α

2n
� g�(χ)2 − 1−α

2n

n

i=1
� g�(χ′)2 +

n

j=1
1
n
� g�(χ) − 1

2

n

i=1
. If α  = 0, the relative density ratio is 

reduced to a plain density ratio, and it becomes "smoother" 
as α becomes greater. RuLSIF is unique is that it is always 
bounded above by 1

α
, and it has been demonstrated that the

convergence rate for estimating the relative density ratio is 

quicker than that of uLSIF as in studies [2,5]. In this work, 
we have only considered RULSIF since this method is far 
superior to other density ratio estimation methods [5]. The 
number of estimators when varied over then 6 to 100 doesn’t 
shows much improvement in the detection accuracy. It is 
observed that, increasing the window size results in a smaller 
number of actual change points detected whereas, lesser 
window size signifies greater number of false change points. 
For window size of 1000 samples, the method becomes 
stables. As a trade-off between the number of estimators and 
the window size, it is discovered that 6 estimators are 
experimentally the best number for this study. 

B. Other offline methods
1) Singular spectrum transformation SST

For a subsequence S, the row vectors can be used to construct 
the Hankel matrix as, H(i) = [x(i − N), x(i − N +
1) … … , x(i − 1)]T . This matrix is decomposed using SVD 
to obtain the solution Ul = [u1, u2 … ul]  where u1, u2 … ul 
are the singular vectors of H(i)  and l  is the number of 
principal components. The change point score is calculated 
as, zi = 1 − αiTβi , where  βi  corresponds to the top eigen 
vector for the top singular value of H(i)  and normalized 

projection of on Ul hyperplane is αi = Ul
Tβi

�Ul
Tβi�

. A trade-off is

established where the window size is taken as 60 and the 
number of estimators = 3. 

2) The Pruned exact linear time (PELT) method
The essence of this method is based on pruning of the values 
that can never be the minimum of the optimal partitioning 
method. If F(i∗)  denotes the minimum in F(i) ∀i ∈ [0, k] 
where F(i) is the set of possible vectors for the change points, 
we can write, F(i∗) = Min{F(i) + C(xi+1:N) + β }  where 
C(xi+1:N)  is the cost for a sequence and β  is term for 
“penalty”. Now, if the condition  F(i∗) ≥  F(i) +  xi+1:i∗ +  β 
holds true, then i∗ is the instance the change has occurred. 
The suitability of this method is tested by varying the value 
for the penalty term and its was observed that the method 
usually gave good detection accuracy over a small β 
however, bigger the value of β greater is percentage of the 
false alarms. For β = 30 , the results show that the true 
positive rate in very less (Table III and IV). When β < 30, 
the number of false detections increases whereas for β > 30, 
the method fails to detect most of the true change points. 

IV.  EVALUATION CRITERION AND METRICS

Before evaluating the performance of the algorithms, we first 
labeled the repetitive peaks as the actual change points as 
shown in Fig.2. The peak detection algorithm is shown in 
Algorithm 2 which is used for detecting the peaks as the true 
repetitive change points. However, the most gruesome 
disadvantage of this algorithm is that it requires, manual 
intervention whenever the characteristics of the data changes. 



Fig.2 Repetitive change points during refrigeration operation

Algorithm 2 Detection of peaks as true repetitive change points 
Input x
Output Peak indexes ind
1. ( , , , , ' ')functionDETECTPEAKS x mph mpd threshold edge descending=

2. if not edge then
2. [1 :] [: 1]dx x x← − −
3. (( ( , 0) 0)ine find stack dx← < and ( (0, ) 0)stack dx >

4. Else 
5. if edge in [‘rising’] then
6. (( ( , 0) 0)ire find stack dx← <= and ( (0, ) 0)stack dx >

7. if edge  in [‘falling’] then
8. (( ( , 0) 0)ife find stack dx← < and ( (0, ) 0)stack dx >=
9. ( ( , , ))ind unique stack ine ire ife←

10. if ( )size ind and [0] 0ind = then
11. [: 1]ind ind← −

12. if ( )size ind and [ 1] ( ) 1ind size x− = − then

13. [: 1]ind ind← −

14. if ( )size ind and mph  is not none then

15. [ [ ] ]ind ind x ind mph← >=

16. if ( )size ind and 0hreshold > then
17. min{ ( [ ] [ 1], [ ] [ 1])}dx stack x ind x ind x ind x ind← − − − +

18. delete ind  where dx threshold<
19. if ( )size ind and 1mpd >

20. [arg ( [ ])][:: 1]ind ind sort x ind← −

21. ( ( ))idel zeros size ind=

22. for i in range ( ( ))size ind do 

23. if not [ ]idel i then

24.       | ( [ ] )idel idel ind ind i mpd← >= − and 
( [ ] )ind ind i mpd<= + and [ [ ] [ ]x ind i x ind> if kpsh else true 

25. [ ] 0idel i =

26. ( [ ])ind sort ind idel=

27. return ind

Using this algorithm, we detected the change points based 
on their peaks. The peaks as shown in Fig.2 represents the 
actual repetitive change points. However, one of the most 
gruesome disadvantages of this algorithm is that it requires, 
manual intervention whenever the characteristics of the data 
changes. 

The performance of all the methods is evaluated in terms of a 
confusion matrix as shown in Table. I.  

TABLE I. CONFUSION MATRIX 

Change point 
classification 

Non-change point 
classification 

True change point TP FN 
True non-change point FP TN 

Based on the confusion matrix, the different possible cases 
between the actual and predicted change points in repetitive 
changes is shown in Fig.3. 

Fig.3 Labelling the possible cases 

 Next, some helpful evaluation metrics derived from the 
confusion matrix for evaluating the performances of all the 
methods are outlined below. These are: 

A. True Positive Rate (TPR)
This metric indicates how effective is the algorithm towards 
detecting the actual state changes. It refers to the proportion 
of repetitive change points that was correctly detected and is 
given by Eq.14, 

 𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 (14) 

B. False Discovery Rate (FDR)
It is defined as the proportion of false state changes among 
all the estimated state changes and is given by Eq.15, 

 𝐹𝐹𝐹𝐹𝑇𝑇 = 𝐹𝐹𝑇𝑇
𝐹𝐹𝑇𝑇+𝑇𝑇𝑇𝑇

  (15) 

C. False Negative Rate (FNR)
It refers to the proportion of actual state changes that yields 
negative test outcome and is given by Eq.16, 

 𝐹𝐹𝐹𝐹𝑇𝑇 = 𝐹𝐹𝐹𝐹
𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇

 (16) 

V. RESULTS AND DISCUSSION

A. Performance of the methods evaluated on the
refrigeration container dataset

In this section, we have compared them based on the 
evaluation metrics. 𝑇𝑇𝑇𝑇𝑇𝑇 → 1  indicates that the method is 
able to detect the actual repetitive changes with more 
accuracy. Correspondingly, a high FDR shows the methods 
has higher chances of giving false alarms and, a high FNR 
portraits the higher chances of missing the actual repetitive 
change points. Based on the results given in Fig.4.a, Method 
1 and Method 2 relatively ranks higher than the other 
methods. In Fig.4.b, both the methods have less FDR 
compared to others while also, in Fig.4.c, it is observed that 
the proposed methods have less chances of missing the actual 
repetitive change point. The results correspond to the best set 



of combinations for the model parameters as explained in 
section II and III is considered for performance evaluation. 

Fig.4.a TPR of the methods 

Fig.4.b FDR of the methods 

Fig.4.c FNR of the methods 

Overall, it can be observed that the proposed methods 
have higher detection accuracy then the relative density 
ratio rate and at par with the PELT method. However, the 
false detection of the latter is very high. The proposed 
methods also have a comparatively missed rate compared 
than most of the existing methods. 

B. Comparison of the proposed methods
The first method is able to detect the exact change point 
whereas the second method performs good for the case of 
early detection as seen in Fig. 5.a and 5.b. 

Fig.5. a. Results corresponding to method 1 

Fig.5. b. Results corresponding to method 2 

It was also observed that both these methods outperform the 
classical CUSUM algorithm when the measurements drift as 
shown below in Fig.6. 

Fig.6 a. Classical CUSUM 

Fig.6. b. corresponds method 1 

Fig.6. c. corresponds to method 2 for mean jump with 
measurement drift 

C. Execution Time
In this part, we addressed the execution time of the algorithms 
based on Wall time and CPU time. The entire time elapsed 
during the measurement is referred to as the wall time. It is 
the time difference between the end of the program's 
execution and the beginning of the program's execution and 
includes the waiting time for the resources. CPU Time, on the 
other hand, is the amount of time that the CPU is occupied 
while processing the program's instructions. The time spent 
waiting for other tasks (such as I/O operations) to complete 
is not included in the CPU time and does not include the time 
spent waiting for resources. The comparison for Method 1 
and Method 2 is shown in terms of the Wall Time and CPU 



Time in Fig.7.a and Fig.7.b respectively. Overall, it can be 
observed that Method 2 takes lesser time to estimate the 
repetitive change point compared to Method 1. 

Fig7. a.  Evaluation of wall time for the proposed methods. 

Fig7. b.  Evaluation of CPU time for the proposed methods. 

VI. CONCLUSION AND FUTURE WORK

In this paper we have proposed two novel CUSUM 
algorithms for online change point detection in repetitive data 
streams. The proposed methods outperform when compared 
with other online and offline methods others on refrigeration 
datasets for shipping containers. The relevant Python codes 
for the methods discussed in this paper is given in the link: 
https://github.com/pingu123456789/ChangeDetection. In 
future we are planning to implement the proposed methods 
on an embedded system for IoT based real-time change point 
detection application. We also wish to determine the efficacy 
of these methods for other types of repetitive sensor data 
streams. 
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Abstract—Image and video processing applications have 

significant importance in many areas which are the industrial 

and medical applications, especially the vehicular technology. 

To provide safe driving, Driving Assistance Systems (DAS) 

including detection and tracking of a road situation, objects and 

behavior of the driver should be considered by using the image 

processing algorithms. Since these applications need the 

processors having high speed and power, a Raspberry Pi 

platform meeting these specifications is used in this study. A 

Canny edge detector which is one of the important edge 

detection methods, face and eye detection, the road line 

tracking, motion detection, and object detection applications are 

handled. Conversely the studies in the literature which are 

separately examined these techniques, all of them are realized as 

a real-time based on the Rapberry Pi according to a video image 

taken by a camera. For this reason, OpenCv and TensorFlow 

libraries having widely computer vision algorithms and Python 

software language are used. It is observed that the results of all 

image and video processing applications are successful and 

satisfying. As a result, a safe and comfortable driving can be 

provided thanks to the proposed methods. 

Keywords—image and video processing, raspberry pi, python, 

OpenCV, edge detection, motion detection, line tracking, computer 

vision, face detection. 

I. INTRODUCTION 

Image processing is a method used to extract useful 
information from an image, create an enhanced image, 
distinguish objects and patterns, and convert the image into 
digital form [1, 2]. Digital image processing is also the 
analysis and editing of the images. Nowadays, image and 
video processing techniques are commonly used in many 
fields which are the medical applications, computer vision, the 
vehicle technology, biomedicine, industrial automation, 
security, and astronomy etc. [3]. These techniques require to 
use high performance processors. For this reason, Raspberry 
Pi platforms are one of the widely preferred processors due to 
having high power and speed. Besides, its hardware is simple 
and it is like a mini computer [4]. 

In the literature, the studies on various image and video 
processing applications by using the Raspberry Pi platform are 
examined in detail. First of all presents a Canny edge detection 
algorithm using a morphological filter [5]. This method is 
proposed for a Raspberry Pi platform using a Simulink model. 
Since the frame-based statistics are used in conventional 
Canny edge detection algorithm, the accuracy is high. On the 
other hand, it is a more complex and sensitive to noise method. 

For this reason, a morphological filter is used for being robust 
to noise. Then, a Matlab/Simulink model is created and tested 
on the Raspberry Pi 2 board as a real-time.  

In [6, 7], face detection and tracking are realized for the 
automotive applications by using the Raspberry Pi. The Haar 
cascade classifier algorithm is utilized for the OpenCV and 
implemented to the Raspberry Pi. According to the image 
processing results, the electrical motors are controlled by a 
processor and a camera. The high accuracy is obtained from 
the results for different heights of the camera from the ground. 

Authors in [8] propose a fixed obstacle detection method 
for the autonomous vehicles. To detect the obstacles are so 
important for the autonomous vehicles to drive safely. In the 
paper, the fixed obstacles such the stop signs and traffic lights 
are handled. Hence, a monocular camera and a Raspberry Pi 
are used for the hardware. Image processing applications are 
realized by utilizing the Python and OpenCv libraries based 
on the Haar cascade classifiers approach and a Deep Learning 
(DP) algorithm. These methods are compared with each other 
in terms of the speed and accuracy. It is observed that while 
the computational time of the Haar cascade method is shorter 
and cheaper from the deep learning technique, the accuracy of 
the deep learning is higher than that of the Haar cascade. 

In the study [9], the edges, lines, corners and traffic light 
color of the road on a car model are detected. The image 
processing applications are modelled by using 
Matlab/Simulink. Then, the images taken from a camera are 
implemented to the Raspberry Pi board and tested by working 
a real-time successfully. The lane and object detection are also 
presented in [10]. DP is utilized for the image processing and 
the algorithms are embedded to Raspberry Pi platform. As a 
result, safe driving algorithms are explained for preventing the 
accidents by the proposed study. In another study [11], a novel 
line detection approach is defined. Initially, the edges are 
detected and then, the lines and corners are obtained. The 
algorithm is tested in terms of the kind, size, and noise by 
different methods including Standard Hough transform, Burns 
method, Principal Component Analysis (PCA), Small 
Eigenvalue Analysis (SEA), and Edline. It is observed that it 
is difficult to distinguish the smooth curves and line segments 
in the other methods. However, the lines are detected correctly 
in this paper.  

The line detection and enhancement are realized for the 
mural images due to consisting of the noise and curved lines 
in [12]. A modified bilateral filter is used to eliminate the 
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noises. It is seen from the results that the proposed approach 
is robust to remove the noise and detect the lines. The study 
[13] presents a line detection and segmentation algorithms
based on the DP. The slice image feature is utilized and
applied the DP for the line detection and segmentation. Thus,
by this work, the computational time is reduced and the lines
are detected with high accuracy.

The road line detection method is explained by using the 
vanishing point and contour in [14]. Firstly, the lines are found 
via these methods and then, the line boundaries are extracted 
from the relationship with the vanishing point and center 
point. In this way, the road lines are obtained with 94% 
accuracy by this method. Besides, a vehicle detection system 
is proposed by generating the threshold based on the road lines 
in [15]. Hence, the background is removed by using the K-
Nearest Neighbor (KNN) algorithm and the moving objects 
are determined by the thresholding and contour detection.  

In [16], the motion estimation in flotation froth images is 
explained by using the edge detection and mutual information. 
Since finding the boundaries of moving objects is hard, a 
Canny edge detector is utilized. Then, a matching is done 
between the frames by using mutual information and the 
motion is detected with high accuracy. An object motion 
detection is also realized by using a Kinect camera [17]. The 
color and depth properties can be taken by this camera, 
however, its depth information is quite noisy. Hence, a motion 
detection method is proposed based on the edge and depth 
without any backround. By this way, the motions are 
determined efficiently. 

When considering the literature, it is observed that 
different image processing methods which are the edge, face, 
road lines, objects, and motion detections are studied 
separately. On the contrary, in this paper, a lot of image 
processing applications such as a Canny edge detection, road 
line tracking, face and eye detection, object and motion 
detection are realized as a real-time on the video images taken 
by a camera based on the Raspberry Pi embedded platform.  

In the organization of the paper, the algorithms used in the 
image processing are defined in the Section 2. Then, the 
hardware components are explained in Section 3. The results 
of the algorithms are given in Section 4. Lastly, conclusions 
are described. 

II. VARIOUS ALGORITHMS USED IN THE IMAGE PROCESSING

In the image processing applications, the methods
generally used consist of three parts which are preprocessing, 
enhancement, and information extraction. Preprocessing is 
used on the low-level images, reduced unwanted distortions in 
the image and reveal useful information. Enhancement is used 
to increase the visual perception of the image and information 
extraction is utilized for extracting and classifying the features 
of the image. There are a lot of algorithms used in the image 
processing. However, the significant ones for the safe driving 
are handled in this study. 

A. Canny Edge Detection Algorithm

The Canny algorithm is one of the main edge detection
algorithms to determine the edges of the images. The first step 
of the canny edge detection algorithm is to smooth the image 
by filtering it. It takes the first derivative of the Gaussian 
function, which is the best approximation of the optimal edge 
detection operator. Then, an appropriate 1-d Gaussian 
function is chosen to flatten the image by row and column, 

respectively. That is, the convolution operation is applied to 
the image matrix. In the convolution operation, two-
dimensional Gaussian function given in Equation 1 is 
generally used by the Canny algorithm to smooth the image 
and eliminate the noise [18].  
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where σ refers to the Gaussian filter parameter and controls 
the smoothed image. 

The second step of the Canny algorithm is to calculate the 
magnitude and direction of the gradient of the image. The 
first-order partial derivative approximation in the x and y 
directions is given as follows. 
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The image gradient calculation operators are shown as 
follows. 
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Accordingly, the magnitude and direction of the gradient 
can be calculated respectively as follows. 
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After obtaining the G(i,j) gradient size image, it is 
necessary to perform Non-Maximum Suppression (NMS) on 
the image to correctly position the edges. The NMS process 
ensures that each edge is one pixel wide. In the Canny 
algorithm, a 3x3 neighbor area consisting of eight directions 
is used for interpolation the gradient magnitude along the 
gradient direction. When the magnitude of G(i,j) is greater 
than the two interpolation results in the gradient direction, it 
is marked as an edge point, otherwise it is a non-edge point. 
Thus, the edges are obtained. This method reduces the effect 
of the noise at the edge of the final image. 

B. Road Line Tracking

The steps of the road line detection algorithm are shown in 
Fig. 1. The first one is the pre-processing and color detection 
on the image [19]. Then, color images are convert to a 
grayscale image and Canny edge detection algorithm is 
applied to it to obtain high gradients in the image. After that, 
a smoothening filter is used to blur the background and 



highlight the lines. In the other step, Hough Transform is used 
and the shape is revealed for detecting the edges, circles, and 
lines of the image. This algorithm can detect an edge with gap 
at the feature boundary and is less affected by the noise [9]. 
Lastly, linear regression is used to predict the lines. 

Pre-processing 

of the image 

and Color 

Detection

Canny Edge 

Detection

Smoothing 

Filter

Hough 

Transform

Linear 

Regression

Fig. 1. Line detection algorithm 

By using Fig. 2, the equation of the line detection can be 
given as follows 
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Fig. 2. The calculation of the line coordinates [9] 

C. Face and Eye Recognition

The detection and tracking of the face and eye are quite
important for the automotive applications. While a vehicle is 
going on the road, a safe driving can be provided by tracking 
the face and eyes of the driver. In this method, the images are 
taken from a camera and divided into the frames. As a result, 
the frame corresponding the face is determined.  

D. Motion Detection

In the video applications, the detection of the moving
objects has an importance in the computer vision applications 
such as the pattern recognition, person and traffic monitoring 
[20, 21]. When the shape and position of the moving objects 
are certain, the objects can be detected more correctly.  

In this application, blocks of the pixels at certain size 
constantly check for the changes between the previous time 
and the next time. When there is a difference in the pixel color 
values at these two times, there is a motion and it is indicated 
by a green frame. Otherwise, there is no motion. The model 
of the motion detection is given in Fig. 3. 

Fig. 3. The model of the motion detection [22] 

As seen from the Fig. 3, the motion detection is realized 
by subtraction of two frames f1 and f2. Then, image 
binarization is implemented by single thresholding. Here, bk

is background frame. In the grayscale images, the motion 
detection is very hard to separate the moving object and noise 
areas. For this reason, the pick-up function is used as follows 
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where c(x,y) is the present image, r(x,y) is the reference 
image.  

The binarization function can be found for the threshold 
value T0 as follows 
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The pick-up function can be set more precision according 
to the difference of grey pixels in the image as follows 
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where f1(x,y) is the present image and f2(x,y) is next image. 

E. Object Detection

Object detection is a computer vision method used for
classification of the objects in the images and videos. The 
machine learning and deep learning methods are utilized for 
the object detection. In these approaches, future extraction 
and classification are realized by some techniques such as 
Support Vector Machines [23, 24]. In the object detection, the 
operations performed are respectively preparing the data, 
training, validation, and deploying the model. In this study, 
TensorFlow library is used for the object detection algorithm. 

III. HARDWARE COMPONENTS

A. Raspberry Pi Platform

In this paper, Raspberry Pi 4 board shown in Fig. 4 is used
to perform the image processing applications. It is one of the 
platforms which is commonly used in terms of the simple 
programming, speed, power, and efficiency. Hence, it is 
preferred in this study. It has a four quad-core 64-bit processor 
which runs at 1.5 GHz and a memory of maximum 4 GB. Its 
properties are shown in Table I. The board has two 5 V pins, 
two 3.3 V pins, and ground pins (0V). All remaining pins are 
general purpose 3.3 V pins. That is, the outputs are set to 3.3 
V and the inputs are 3.3 V tolerant. A strong feature of this 
board is the general purpose 40-pin input/output (GPIO) pins 
lined up along the top edge. Any of the GPIO pins can be 
specified as an input or output pin in the software and can be 
used for a wide variety of the purposes. A GPIO pin 
designated as an input or output pin can be set to high (3.3 V) 
or low (0 V). Besides, simple input and output devices, GPIO 
pins can also be used for various purposes such as PWM, SPI, 
I2C, Serial communication [25]. A lot of programming 
languages which are Python, JavaScript, Java, C, and C++ etc. 
are supported by the Raspberry Pi. In this study, the Python 
programming language is used in the Anaconda Navigator. 



Fig. 4. Raspberry Pi 4B and camera module 

TABLE I. THE PROPERTIES OF THE RASPBERRY PI 4B [26] 

Properties Values 

Maximum power 6 W 

CPU maximum frequency 1.5 GHz 

GPU maximum frequency 500 MHz 

RAM 4 GB 

GPIO 40 pins 

A camera module 
5 megapixel, 1080p, 720p and 480p 
resolutions for the video shooting 

B. OpenCV Library

OpenCV is an open source library developed by Intel with
the C and C++ programming languages and licensed by 
Berkeley Software Distribution (BSD) [27]. It includes a 
large number of the computer vision algorithms. OpenCV 
library is generally used in object analysis, military 
applications, security systems, medical image processing 
applications, satellite image, and map applications. In this 
study, it is also used and compiled from its source code on 
the Raspberry Pi board.  

C. TensorFlow Library

TensorFlow is an open source library for the machine
learning [28]. It is possible to develop deep learning methods 
supported artificial intelligence applications. Due to its 
flexible structure, it also allows you to deploy using one or 
more CPUs, GPUs with a single API on any platform. 
Besides being developed for using Python, it supports many 
other programming languages such as JavaScript, R and 
Swift. 

IV. THE RESULTS OF THE IMAGE PROCESSING ALGORITHMS

In this section, the results of the real-time image and video
processing applications are given. The proposed algorithms 
are programmed via Python language by using the Raspberry 
Pi platform. Firstly, a Canny edge detection method is applied 
to the gray scale video image. The result of it is shown in Fig. 
5.  

Fig. 5. The result of the Canny edge detection method applied to the road 
image taken a video. 

An algorithm following the road lane lines is developed 
for the vehicle to move smoothly on the road. Accordingly, 
tracking of the road lines is applied to the video images [29] 
as shown in Fig. 6.  

Fig. 6. Tracking of the road lines 

Face and eye recognition applications are also realized on 
another video image taken by a camera as a real-time. The 
result of these applications is shown in Fig. 7. 



Fig. 7. Face and eye recognition 

By using a motion detection method, the motion objects 
are obtained from the video image taken by the camera. Then, 
the motion is printed on the screen and the moving object is 
framed in green. The result of this algorithm is given in Fig. 
8. 

Fig. 8. Motion detection 

After that, an object detection method is developed and 
ninety objects such as a car, bicycle, television, person, traffic 
light, dog, vase, phone, clock etc. are detected as given in Fig. 
9.  

Fig. 9. The results of the object detection on the image 

Besides, detection of some objects in the traffic such as 
the car, light, person, truck, and bus is quite important for safe 
driving. For this reason, these objects are detected on some 
road video images as shown in Fig. 10. 

Fig. 10. The results of the object detection on the video 

V. CONCLUSIONS

In this paper, some important image and video processing 
applications based on the embedded system are studied. 
While a vehicle is going on a road, the behavior of the driver 
and external objects such as traffic lights, signs, the other 
vehicles, and road lines etc. affect the safety of the vehicle. 
Therefore, the use of the DAS is quite important to provide 
the safe driving. In this study, motion detection, tracking of 
the road lines, face and eye detection, Canny edge detection, 
and object detection applications are handled as the DAS. All 
algorithms are tested as a real-time by the video images taken 
from a camera connected on the Raspberry Pi platform. It is 
seen from the results that the proposed image and video 
processing methods are successfully realized. 
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Abstract— Technology is constantly evolving and has 

radically changed the way societies behave and operate. These 

advancements have brought enormous benefits – dramatically 

highlighted in 2020 by the emerging use of remote learning 

worldwide. The  COVID-19 outbreak has served as a tipping 

point for the technological advances in architecture education in 

particular and higher education in general. Virtual reality is 

considered one of the innovative technologies that have been 

widely applied in different fields. This study, therefore, aims to 

examine the potential of VR applications in architecture 

education. The adopted methodology is reviewing articles from 

the Scopus Database under the Title/Abstract/Keyword field 

search using the following keywords: (“Virtual Reality” AND 

“Architecture Education” AND “Urban Design” AND “Design 

Studio”). Findings provide valuable insights for researchers, 

educators, and practitioners on integrating virtual reality in 

education to improve the educational process.   

Keywords—Virtual Reality (VR), architecture education, 

design studio 

I. INTRODUCTION 

Technology is in a constant evolution and has significantly 
changed the way societies behave and operate [1]. Through 
various channels, technology has provided different ways to 
stay globally connected that could be illustrated by quicker 
ways of communication, socialization, information exchange, 
and self-awareness. It has paved her own way in the future of 
educational practices [2], dramatically highlighted in 2020 [3]. 

The brutal attack of Coronavirus has affected all aspects of 
human life. In March 2020, COVID-19 was declared as a 
global pandemic, as result, lockdown measures were imposed 
as proactive procedures to limit the spread of the pandemic 
[3]. Consequently, educational institutions had to shift to 
distance learning [4]–[6]. This global crisis has highlighted the 
pressure need for digital transformation to not only address its 
challenges, but to also potentially accommodate the new 
normal. The  outbreak has served as a tipping point for the 
technological advances in architecture education in particular 
and higher education in general [5]. Advances in technology 
such as Artificial Intelligence (AI), Virtual Reality (VR), 3D 
printing and others will affect teaching and learning process 
by complementing traditional classroom instruction [2].   

VR is considered one of the innovative technologies that 
have been widely applied in different fields, such as medicine, 
education, gaming, architecture, and many other sectors [7]. 

In fact, VR has great potential as an educational tool for 
architectural students [7]–[10], where students can experience 
architectural 2D plans and spaces in an immersive 3D Virtual 
Environment (VE) setting rather than viewing static drawings 
[7]–[9], [11]–[18]. Moreover, interaction, immersion, and 
navigation, the abilities of VR and VEs, provide the learners 
with realistic learning environments by allowing them to 
experience real-life situations [12], [14], [16], [17], [19]–[22]. 

This study, therefore, aims to examine the potentials of VR 
applications in architecture and urban design education 
including all related fields of study through a Systematic 
Literature Review (SLR) methodology.  

II. VIRTUAL REALITY: FOUNDATION OF INVESTIGATIONS 

A. Evolution of Virtual Reality: An Overview

VR as a concept has evolved rapidly, initially appeared in
the early 19th century through 360˚panoramic representations 
of visual paintings, then evolved over years into more 
advanced parameters [19]. The famous novel “Pygmalion’s 
Spectacles” has illustrated the invention of particular googles 
that allow the user to interact while watching a movie, in 1935. 
Later in the mid of the 20th century, the Head-Mounted 
Displays (HMDs) such as Sensorama–arcade-style cabinet 
that intended to immerse the individual, and then appeared 
Swords of Damodes–considered to be the 1st emerged VR 
headset. By the end of the 20th century, improvements have 
introduced Sega VR–head-tracking VR console for home 
gaming device and Cave Automatic Virtual Environments 
(CAVEs)–room-sized that use projectors over the walls, the 
ceiling and the floor to create 3D projections [12], [15], [23].  

VR headsets evolved and varied in their forms and shapes 
in the 21st century, where immersion ranges from 360˚ image 
and video–simulated by a simple VR device, followed by 3D 
image and video while using a Three-Degree of Freedom 
headset (3DOF) that allows to feel the orientation with one 
hand-controller, and for more immersive experience the Six-
Degree of Freedom headset (6DOF) that allows to feel both 
the orientation and the depth of the created virtual 
environment. Last but not least, the 6DOF including two 
controllers with haptic feedback and other multi-sensorial 
factors. VR devices includes Google Cardboard/Daydream, 
Oculus Rift/Go/Quest,  HTC Vive/ViVePro and others [24]. 
Nowadays, the applications of VR have extended to reach the 
“Metaverse” and building a common ground where the 
physical and digital worlds will meet together [25]. 
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B. Virtual Reality in Education: A Myth or A Reality

VR is known for its unique capability to recreate some
features of the real-world through VEs [20], [26] using 
computer-based technologies for 3D graphical visualization 
[6], [8], [9], [11], [14], [27]. VR applications in education can 
help in adding more realistic experience to the educational 
process where students can experience the spatial attributes of 
real-life through navigation and immersion. Moreover, VR 
can provide a (1:1) full-scale giving the impression that the 
user (student) is stepped inside the created virtual space [14], 
[28]. VEs also have the ability to create sensorial rich 
interactive learning environments by providing the students 
with a sense of presence [8], [14], [20], [28]. 

III. RESEARCH BACKGROUND

A. Architecture and Urban Design Education: An Overview

Architecture and urban design process is known for being
a complex and a dynamic one. Architects and designers start 
to transform abstracted ideas into outputs that have major 
impact on human life, that may range from simple spaces to 
complex buildings or mega projects uniquely to improve the 
quality of life [29]. This is connected to a learning process that 
rely on spatial cognition and mental ability to perceive the 
abstracted lines and concepts from multiple perspectives, 
including design characteristics (such as scale, shape, volume, 
etc.) and design qualifications (such as unity, harmony, etc.) 
[7], [20]. Through design learning, students develop mental 
skills such as visual-thinking abilities, problem-solving, 
decision making and others [30], [31]. Any failure to develop 
these mental skills will reflect on their ability to manipulate 
different elements such as volume, scale, light, and others 
negatively affecting the whole design and educational process. 

This educational process is known for its unique identity, 
where the students learn by-doing on a one-to-one basis in a 
studio setting [6], [30], [31]. The design learning approach is 
known also for being a common ground among many 
disciplines, such as architecture, urban design, interior design, 
and others [6]. In these environments, the teaching and 
learning strategies  are not limited to lectures, but extended to 
embrace direct interactions between students-students and 
students-instructors, including full engagement in the process 
[30], [31]. Students gather in these collaborative workspaces 
– individuals or in groups – to work on the given task (project,
assignment, etc.) to fulfill the program’s goals in order to be
prepared to be future designers and architects [30], [32]–[36].

B. Virtual Reality in Action

As elaborated earlier, the evolution of VR will tend to
boost the students’ learning behaviour, performance, and 
experience. Known for being motivating, manageable and 
simple tool for implementation in architecture and design [7]. 
Consistent with previous studies [9], [11], [14], [37] VR could 
be applied from basic courses until complicated and advanced 
courses, in diverse programs of architectural education, along 
to different training programs.  It could be applied to “History 
and Theory courses”, “Construction and Technical courses”, 
“Training and Field-Visits” and to “Studio-based courses”. 
Further, VR can be used as collaborative medium where 
students from different locations can communicate, learn, and 
work together in groups in the same VE [20], [26]. As such, 
VR is perceived as a tool that could enhance the educational 
process by offering a rich sensorial experience, by providing 
the students with better understanding of space, volume and 
scale through navigation, immersion, and interaction.  

IV. METHODOLOGY

There are a multitude of experiences that can be created in 
a VR setting, in addition to various ways to start creating them. 
A systematic literature review (SLR) was applied to 
investigate and review the existing studies on the recent VR 
interventions in architecture education emphasizing on its 
potentials. In their research, Ummihusna and Zairul [38] have 
adopted the same procedures for review, suggested by Materla 
et al. [39]. The review adopts the following six-step 
methodology: (1) Planning; (2) Identification; (3) Screening; 
(4) Eligibility; (5) Snowballing; (6) Reporting
and Disseminating, as shown in the following figure “Fig. 1”.

Fig. 1. Paper Selection Methodology  

A. Planning

In order to obtain a clear and concise review process, the
conducted research question for the review conforms to PICO 
approach [40]. As such, the research question was defined as: 
“What are the potentials of integrating VR into architecture 
and urban design education” and this question is defined 
according to PICO approach in Table I.  

TABLE I. RESEARCH QUESTION FOR THE SLR DEFINED ACCORDING 
TO PICO APPROACH 

P 
I 
C 
O 

Population 
Intervention 
Comparison 
Outcomes 

Students 
VR  

Architecture education 
Potentials of integration 

B. Identification

A search was conducted in October, 2021 to identify the
articles for inclusion. The adopted methodology is reviewing 
peer-reviewed articles from the Scopus Database under the 
Title/Abstract/Keyword field search using these keywords: 
(“Virtual Reality” or AND “Architecture” AND “Urban 
Design” AND “Design Studio”), as elaborated in Table II. 



TABLE II. IDENTIFICATION SEARCH QUERY AND RESULTS. 

Database Query  Results 

SCOPUS 

TITLE-ABS-KEY ( "Virtual reality" )  AND 
( architecture ) AND ( "Design Studio" )  AND 
(“Urban Design”) AND  ( education  OR  
pedagogy  OR  learning  OR  teaching  OR  
student  OR  studio )  AND  ( LIMIT TO ( 
DOCTYPE ,  "ar" ) )  AND  PUBYEAR > 
1999 AND (LIMIT-TO (SUBJAREA "ENGI" 
)  OR  LIMIT-TO ( SUBJAREA ,  "SOCI" )  
OR  LIMIT-TO ( SUBJAREA ,  "COMP" )  
OR  LIMIT-TO ( SUBJAREA ,  "ARTS" )  
OR  LIMIT-TO ( SUBJAREA ,  "ENVI" ) ) 

99 

C. Screening

After removing duplicates, 93 articles were screened. The
screening phase was achieved through a prior scan of their 
titles and abstracts according to the following criteria:  

• To include journal articles and/or review articles;
• To include articles with English or French abstracts;
• To include articles with interval time 1999 till 2021;
• To include articles using VR and/or IVR application;
• To include articles about architecture education

and/or any related field of study;
• To include articles applying VR through face-to-face

learning, remote-learning and blended-learning
Following the screening criteria, 57 articles were excluded 

leaving 36 articles for the next phase. Out of these 57 excluded 
articles 14 articles were conference proceedings or book 
chapters, 23 articles were not about VR/IVR applications, four 
articles were not in English/French, four other articles dated 
before 1999, seven articles were inaccessible, and five articles 
were not about architecture education. 

D. Eligibility

During this phase, the 36 remaining articles were
subjected to a full text analysis. The criteria were: 

• The article full text is about VR or IVR applications;
• The article full text is about architecture education or

any related field of study;
• The article full text is about integration of VR

through face-to-face learning, remote-learning and
blended-learning;

• The article full text is available in English or French
Following the eligibility criteria, 17 articles were excluded

leaving 19 articles eligible for data extraction. Out of these 17 
excluded articles nine articles were not about VR/IVR 
applications, five articles were not about architecture 
education, and three articles were not in English/French. 

E. Snowballing

Badampudi et al. [41] emphasized on including the
snowballing method for literature studies initially suggested 
by Webster and Watson [42]. This was conducted by 
reviewing the reference lists of the eligible articles, as 
complementary articles for the SLR. As such, five articles 
were added to the eligible articles. Hence, the total number of 
articles to be included in the SLR are 24 articles.  

F. Reporting and Disseminating

The total selected publications were then uploaded to
VOSviewer software in order to get a visualized co-
occurrence networks of similar concepts, terms and keywords 
extracted from the body of literature “Fig. 2”. 

Fig. 2. The bibliometric source mapping based on the selected publications 
during 1999–2021 and analyzed by VOSviewer. 

V. FINDINGS AND DISCUSSION

As mentioned earlier, the bibliometric analysis has paved 
the way to extract the positive impact of VR resulting from its 
integration in architecture and urban design education on 
architecture students learning behaviour, performance, and 
experience. Table III summarize the outcomes – attributes of 
VR – mentioned in previous literature. Accordingly, findings 
show that the most prominent identified potential attribute of 
VR is offering a rich and a vivid experience, followed by 
realistic visualization and concept understanding.  

TABLE III. SLR OUTCOMES  

SN. Identified Attribute – SLR Outcomes 
Nb. of 

Occ. 

1 Rich and Vivid Experience 18 
2 Realistic Visualization 17 
3 Concept Understanding  16 
4 Concept Generation through Spatial Qualities 15 
5 Experience before Execution 15 
6 Widen Perspectives  15 
7 Increase Learning and Teaching Motivation 14 
8 Immersive Design Process 14 
9 Concepts Evaluation 13 

10 Arouse Curiosity and Creativity 13 
11 Spatial Awareness 12 
12 Experimental Learning and Teahing Tool 12 
13 Physically Engaged (Student-Course Material) 12 
14 Real Time Feedback 12 
15 Evaluation of the Suggested Design Solutions 12 
16 Sense of Presence  11 
17 Increase Involvement and Interaction (Student-Project) 11 
18 Understanding of 2D and 3D Projections 11 
19 Visualisation of Alternative Design Solutions 11 
20 Multi-Sensorial Experiences 10 
21 Remove Geographical Boundaries 10 
22 Enriche Visual Thinking Abilities 9 
23 Suport Learning Gain and Learning Retention 9 
24 New Insights for Visualization  9 
25 Offer a Realistic Learning Environment (1:1 Full-Scale) 8 
26 Enhance Work Efficiency and Effectiveness 8 
27 Arise the Sense of Origination and Confidence  8 

28 
Common Medium for Multi-User Interactions and 
Remote-Collaboration 

8 

29 Increase Enjoyment and Excitement 7 
30 Link New Knowledge with Previous ones 5 
31 Emotional Response 5 
32 Provide Access to World History  4 
33 Develop Hands-on Ability 2 
34 Remediation of Damaged Existing Sites 1 



Findings were subjected to a full text analysis, resulting in 
the illustrated 34 attributes (Table III). The attributes are 
classified according to their SLR occurrence scores. Further, 
the following analysis elaborate on each one in details: 

1) Rich and Vivid Experience: Assist in providing a rich
and a vivid experience [6]–[9], [11], [12], [14]–[17], [19], 
[20], [22], [37], [43]–[46] 

2) Realistic Visualization: Assit creating a realistic
visualization to the design projects to minimize divergence 
[6]–[10], [12], [13], [15], [18]–[22], [37], [44], [45], [47] 

3) Concept Understanding: Assist in better 
understanding of concept and idea visualization [6], [8], [9], 
[11], [15], [16], [19]–[22], [37], [43]–[47] 

4) Concept Generation through Spatial Qualities: Assit
in the process of idea creation and affect concept generation 
through analyzing and examining the spatial qualities [6]–[9], 
[11]–[13], [16], [20], [21], [43]–[47] 

5) Experience before Execution: Assist in providing the
students with a tool to understand and experience any project 
(building, space, etc.) before execution while including the 
urban context [7], [9], [10], [13], [15]–[22], [43], [44], [47] 

6) Widen Perspectives: Assist in widening the students’
field-of-view by adjusting their perspectives and increasing 
their awareness [7]–[9], [12], [14]–[16], [20], [22], [43]–[48] 

7) Increase Learning and Teaching Motivation: Assist in
increasing learning and teaching motivation by allowing the 
learners to feel and experience the spatial qualities and 
attributes [7]–[9], [12]–[14], [16], [18], [20], [21], [44]–[47] 

8) Immersive Design Process: Assist in allowing the
students to create an immersive 3D context to their projects 
during the different stages of the design, to pre-visualize the 
project before the submission including the detection of any 
defects [7], [9], [10], [13], [15]–[22], [43], [44] 

9) Concepts Evaluation: Assist in supporting the
evaluation process of the design ideas and concepts [6], [8], 
[12], [13], [15]–[17], [20], [21], [43]–[47] 

10) Arouse Curiosity and Creativity: Assist in arousing
curiosity and/or creativity [7]–[12], [14], [19], [21], [43]–[46] 

11) Spatial Awareness: Assist in improving students'
perception through a better understanding to the key spatial 
attributes such as size, scale, etc., including spatial awareness 
enhancement [7]–[9], [12]–[14], [16], [20], [44]–[47] 

12) Experimental Learning and Teahing Tool: Assist in
bridging the gaps between theory and practice by facilitating 
the process of transferring the acquired knowledge into 
practice by merging professional practices with education, 
where VR is viewed as an experimental learning and teaching 
tool  [7]–[9], [11], [15], [20], [21], [37], [44], [46]–[48] 

13) Physically Engaged (Student-Course Material):

Assist in achieving an interactive behavior between the 
student and the course material and/or the created virtual 
environment, including to be physically engaged with the VE 
[6]–[9], [11], [12], [14], [15], [17], [20], [45], [46] 

14) Real Time Feedback: Assit in providing the students
with direct response and/or real-time feedback [6], [7], [13], 
[17], [18], [20]–[22], [43]–[45], [47] 

15) Evaluation of the Suggested Design Solutions: Assit
in the evaluation of the validity and the functionality of the 
suggested solutions [12], [13], [17]–[22], [43]–[45], [47] 

16) Sense of Presence: Assist in enhancing students’
awareness and sense of presence, including the feeling of 
being present in the space [7], [13]–[17], [20]–[22], [45], [46] 

17) Increase involvement and interaction (Student-

Project): Assist in achieving an interactive behavior between 
the designer and the project itself, while increasing their 
involvement with their proposals [7], [9], [12], [13], [17], 
[18], [20], [21], [44], [45], [47] 

18) Understanding of 2D and 3D Projections: Assist in
providing a better understanding of 2D and 3D projections 
instead of relying on static projections [7]–[9], [11]–[18] 

19) Visualization of Alternative Design Solutions:

Assist in visualizing different alternatives and putting hand-
on design problems to determine the best solution to meet the 
project's vision [7], [13], [15], [16], [18]–[21], [43]–[45] 

20) Multi-Sensorial Experience: Assist in increasing
learning and teaching motivation and engagement by 
providing students with a multi-sensorial experience [7]–
[10], [13], [15], [18], [20], [46], [47] 

21) Remove Geographical Boundaries: Assist in
providing immersive and virtual sightseeing and exploratory 
tours by removing geographical boundaries, including real 
time movement [7]–[9], [11], [12], [15], [19], [43], [46], [47] 

22) Enrich Visual Thinking Abilities: Assist in finding
solutions to design problems by enriching students' visual 
thinking abilities reflecting on their cognitive skills [7], [9], 
[13], [15], [20], [43]–[45], [47] 

23) Suport Learning Gain and Learning Retention:

Assist in fostering the learning gain and learning retention 
process compared to the conventional teaching methods [7]–
[9], [15], [17], [20], [37], [43], [44] 

24) New Insights for Visualization: Assist in creating
new insights on students/learners' visualization methods by 
breaking the traditional way of presenting and showcasing the 
project final output [6]–[8], [10], [12], [18], [19], [43], [45] 

25) Offer a Realistic Learning Environment in a 1:1

Full-Scale: Assist in increasing students/ learners' perception 
and motivation by providing a real-life situation through a 1:1 
full-scale [12], [14], [16], [17], [19]–[22] 

26) Enhance Work Efficiency and Effectiveness: Assist
in enhancing work efficiency and effectiveness by promoting 
student’s self-evaluation [7], [16], [20], [21], [43]–[45], [47] 

27) Arise the Sense of Origination and Confidence:

Assist in providing an experimental learning tool that enrich 
students' creativity and origination, including confidence in 
making their decisions [7], [9], [11], [16], [21], [43]–[45] 

28) Common Medium for Multi-User Interactions and

Remote-Collaboration: Assist in providing the students with 
an immersive common medium accessed by all project's team 
to allow multi-user interactions, remote-collaboration, 
through a collaborative decision-making to avoid any 
misunderstanding [6], [7], [10], [12], [15], [17], [20], [22] 

29) Increase Enjoyment and Excitement: Assist in
increasing enjoyment and excitement within the process [7]–
[9], [12], [15], [37], [45] 

30) Link New Knowledge with Previous ones: Assist in
integrating visual and other behaviors within the educational 
process in order to link the new learnt materials with students' 
previous experiences and knowledge [7], [8], [15], [20], [46] 



31) Emotional Response: Assist in creating emotional
response [6]–[9], [14] 

32) Provide Access to World History: Assist in
understanding and appreciating heritage, including providing 
an open access to world global history  [9], [11], [19], [46] 

33) Develop Hands-on Ability: Assist in developing
hands-on ability, including the enhancement of psychomotor 
activities such as 3D modeling skills, sketching, etc. [7], [17] 

34) Remediation of Damaged Existing Sites: Assist in
the process of reconstruction and remediation of damaged 
sites and existing buildings through visualization of different 
alternatives before implementation (i.e., the tragedy of Notre 
Dame, etc.) within a safe and low-cost environment [19]  

The previous analysis has elaborated on each-one of the 
extracted attributes from an architectural point of view. 
However, the outcomes of the study – as concepts and insights 
– could be extended to be applied on various educational fields
such as, medicine, psychology, engineering (mechanical,
electrical, civil and structural), astronomy, social studies, etc.
A published work on a sample of students from the
mechatronics department, Krajčovič et al. [49] have revealed
that there is a missing connection between education and
practice, which will affect the future careers of these learners.
They have elaborated on the capabilities of VR to bridge the
gaps between theory and practice (refer to attribute no. 12).
They have also stressed on the potentials of simulating near-
real experiences via VR, including enhancing students’
problem-solving skills to be ready in a way to face the awaited
challenges by the industry before implementing their
knowledge into practice, instead of relying on static data (refer
to attributes no. 5, 8, 12, 14, 21, 23, and 24). Further, the
importance of visualization of the assignments and projects
was elaborated (refer to attributes no. 2, 8, and 24). Last but
not least, the highlighted experience has pointed on the
positive reflection of VR on the students by adding joy and
rich experiences, including increasing engagement and
involvement with their subjects (refer to attributes no. 1, 7,
13, 17, and 29). Hence, the current research supports their
findings and elaborates on other important features in details.

Further studies discussed VR in medical education and has 
elaborated on its potentials in developing hand-on activities 
[50] that found to be beneficial in simulating clinical
procedures suitable for medical training (refer to attribute no.
33) [50]–[52]. Kyaw et al. [52] have elaborated on the rich
sensorial environments that VR can offer which allow active-
learning while providing direct feedback and multiple-user
interactions, including its potentials in developing the users’
perception and cognitive competences (refer to attributes no.
1, 6, 8, 14, 20, 21, 22, 28, and 31). They have also emphasized
on the shortage of distribution of medical workers due to lack
of training programs to cover all the future professionals, as
such the idea of creating avatars acting as patients has been
raised, which reflect a simulation to the real-life context on a
1:1 scale (refer to attributes no. 2, 5, and 25). On a light note,
this research has presented an adequate study on the potentials
of VR to serve the educational process to accommodate the
emerging technologies for more enhanced results.

Consistent with previous scholars [49], [51], [53] by 
reflecting on the pressure need to include these technologies 
as an essential part of the curriculum, which is not the case in 
most of educational institutions. Where, most VR applications 
in education is limited to experiments, individual courses, etc., 

only few institutions have introduced VR as a fundamental 
part of the curriculum. As such, VR needs to be perceived 
through the extracted potentials gathered in the current study 
to serve as a catalyst to enhance students’ performance in 
particular and the educational experience as a whole.  

VI. CONCLUSION

This paper reports a review of previous studies having 
holistically or directly addressed the benefits of implementing 
VR from an educational point of view with an emphasize on 
architecture education. As highlighted, the technology is in 
constant evolution and it is directly affecting the educational 
process. Once applied, these advancements, enable students 
and young practitioners to easily accommodate the new learnt 
material including the enhancement of their work efficiency 
and effectiveness. By reflecting this study over architectural 
students and architects, VR has huge potential to easily assist 
them in having control over their designs and outputs 
including analyzing, studying, managing, visualizing, and 
evaluating the whole design process.  

The extracted articles from 1999 to 2021 for the review 
process reveals that VR could be considered as a plausible 
teaching and learning tool in the field of architecture 
education. Previous scholars have reported that VR was found 
to be quite beneficial to overcome the shortage of the 
conventional teaching tools by offering rich and vivid 
sensorial experience through immersion, navigation, and 
interaction. They have also elaborated on its potentials in 
helping the students to accommodate 2D and 3D projections, 
in addition to widen their perspectives and enrich their visual 
thinking abilities. Moreover, findings have also highlighted 
that VR provides ways to adapt to e-learning practices known 
for being the new normal raised by the COVID-19. Findings 
of this pilot study provide valuable insights for researchers, 
educators, and practitioners on integrating VR in architecture 
education to improve the teaching and learning process.   

The outcomes of the present study are not limited to the 
architectural education only, but also it is extended to cover 
the educational experience in general. Through its insightful 
results that particularly shed the lights on the promising 
potentials of VR from a teaching and learning perspective. 
This mentioned tool, when applied on a regular basis within 
the educational journey will definitely improves the learning 
outcomes by fulfilling many benefits to various fields of 
education. Most of the previously extracted attributes in the 
current research can fulfill the requirements of any 
educational field of study, only when it is applied wisely in the 
favor of the required educational field.  

The limitations of this study are: (1) inability to access 7 of the 
articles (unavailable); (2) inability to analyze 7 articles, as the 
full-texts were not in English/French. The study focused in 
analysis on the architecture education, future research needs 
to be extended to analyze the extracted attributes on other 
educational territories. Last but not least, future research 
should include the “Metaverse” applications in architecture 
education, including different fields of education as well.  
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Abstract— The coronavirus-based illness known as Covid-19 

is easily spread. Because Covid-19 spread quickly and easily, 

many people were exposed to it. As a result, finding a quick and 

accurate way to diagnose Covid-19 is necessary, and using chest 

X-ray pictures is one such option. The best way to describe the

health of the lungs in Covid-19 patients is through X-ray scans.

The Kaggle website provided the dataset for this study. The 4345

photos in this collection are divided into three classes: 1500

Covid-19 images, 1500 normal images, and 1345 pneumonia

images. The Convolutional Neural Network (CNN), which

employs the modified COVID-Net architecture, is the technique

suggested in the Covid-19 detection procedure. Therefore, an

architecture known as COVID-Net was created specifically for

diagnosing Covid-19. The COVID-Net architecture uses epoch

10, batch size 32, and a learning rate of 0.0001 with kernel sizes

ranging from 7x7 to 1x1. As a result, Covid-19 could be

identified from chest X-ray images by COVID-Net. Based on the

findings of tests performed using 5-fold Cross Validation, an

average F1-score accuracy value of 93% and an AUC value of

98.78% were obtained. Based on the F1 score and AUC values,

it can be said that the modified COVID-Net architecture is a

useful model.

Keywords— Covid-19, COVID-Net, Convolutional Neural 

Network (CNN), classification, chest x-ray image 

I. INTRODUCTION (HEADING 1)

Corona Virus Disease 2019 (Covid-19), also referred to as 
the coronavirus outbreak, is an acute infectious disease 
brought on by a new coronavirus variation [1], [2]. All facets 
of life are harmed by the Covid-19 pandemic, but health is 
particularly affected because it results in death. According to 
WHO data, 6.6 million new cases of Covid-19 were reported 
worldwide on July 27, 2022, and 6.3 million people died as a 
result of this virus [3]. Strategies are required to stop the 
spread of Covid-19, such as tracing the patient-to-patient 
chain of transmission, regional or national quarantines, and/or 
mass testing. Reverse Transcriptase-Polymerase Chain 
Reaction (RT-PCR), which can detect SARS-CoV-2 
RiboNucleic Acid (RNA) from respiratory specimens, is the 
screening technique that is frequently used to diagnose cases 
of Covid-19 [4]. However, it costs a lot of money and takes a 
while to complete. Other approaches are required, such as 
employing chest x-ray images to detect Covid-19, to reduce 
time and human performance. 

The gold standard for clinical diagnosis of Covid-19 
patients globally is the utilization of chest X-ray imaging. This 
is due to the fact that it is quick, affordable, and widely utilized 
[5], [6]. Researchers, doctors, and radiologists can currently 
swiftly and accurately identify lung diseases in patients by 
applying the Artificial Intelligence (AI) technology employed 
in Computer Aided Diagnosis (CAD) on chest x-ray images. 
Because it can process vast amounts of data and generates 
highly accurate results, deep learning, or Convolutional 
Neural Network (CNN), is the AI technique that is most 
frequently developed and applied [7], [8], [9]. Therefore, in 
this investigation, we used the modified COVID-NET 
architecture and CNN feature learning capabilities to identify 
normal and infected patients with Covid-19 or pneumonia 
using chest X-ray (CXR) images.  

This paper is structured as follows. First, "Introduction" 
discusses the importance of this research. Second, “Related 
Work” discusses previous studies that also examine the 
detection of Covid-19. Third, “Material and Method” 
discusses the COVIDx data, the strategy used to create the 
proposed COVID-Net, the design of the COVID-Net 
architecture, the details of the implementation of the COVID-
Net, and the strategy used to audit the COVID-Net through 
explanations. Fourth, “Result and Discussion” presents and 
discusses the results of experiments conducted to evaluate the 
efficacy of the proposed COVID-Net both quantitatively and 
qualitatively. Finally, conclusions are drawn and future 
directions are discussed in "Conclusion". 

II. RELATED WORK

Recently, patients that have the Covid-19 infection have 

been comprehensively characterized utilizing deep learning 

techniques like CNNs and pre-trained frameworks. 

Researchers have made significant progress in a short amount 

of time. In order to demonstrate the significance of X-ray 

imaging and deep learning in the diagnosis of Covid-19, this 

section will now review a number of significant pieces of 

research. 

To identify Covid-19 patients from chest radiographs, 

Wang et al. [10] developed a Deep Convolutional Neural 

Network (DCNN). They also presented COVIDx, a fresh 

benchmark data set with 13,975 CXR pictures from 13,870 

patient cases. A classification accuracy of 93.3 percent was 

generated by the model. A selection of recent CNN models 

Paper ID - 000147



were provided by Apostolopoulos and Mpesiana [11] and 

were looked at to categorize Covid-19 cases. The exam's 

highest test accuracy for the three- and two-classification 

systems was attained, coming in at 93.48 and 98.75 percent, 

respectively. Hemdan et al. [12] introduced the COVIDXnet 

model, which has a 90% accuracy rate, for binary 

classification. Since there was no publicly accessible Covid-

19 data collection, the proposed model was tested using 50 

chest X-ray images, 25 of which were of Covid-19 patients 

and 25 of which were of normal cases. 

Panwar et al. [13] were able to create nCOVnet and 

achieve an overall accuracy of 89.47 percent using a neural 

network-based method on the VGG-19. Afshar et al. [14] 

presented the COVID-CAPS model using a capsule network 

made up of four CNNs and three capsule layers. They 

developed a capsule network to recognize Covid-19 patients 

in chest X-ray images. The research used two open source data 

sets for binary classification and achieved an accuracy rate of 

95,7%. A model called "COVID-Screen-Net" for multi-class 

categorization of chest X-ray images into three classes—

Covid-19, bacterial pneumonia, and normal—was proposed 

by Dhaka et al. [15] to identify occurrences of Covid-19. The 

model has a 97.71% average accuracy. 

Additionally, Mangal et al. [16] proposed a deep learning 

algorithm called CovidAID to identify Covid-19 occurrences. 

They used 155 Covid-19 instances to evaluate the CXR, and 

they discovered that it had a 90.5 percent accuracy rate. For 

the identification of Covid-19, Minaee et al. [17] 

recommended using the model-based deep transfer learning 

methodologies ResNet18, ResNet50, SqueezeNet, and 

DenseNet-121. These networks had a specificity rate of about 

90% and a sensitivity rate of 98%. It is evident from the works 

discussed above that AI-powered deep learning techniques 

can be crucial for the Covid-19 screening. For imaging-based 

approaches, CXR radiographs predominate. In order to detect 

healthy, Covid-19-infected patients or patients with 

pneumonia on CXR images, a modification to the COVID-Net 

design is thus suggested in this work. 

III. MATERIAL AND METHODS

A. Materials

Chest x-ray image data from the website 

https://www.kaggle.com/tawsifurrahman/covid19-

radiography-database was the dataset used in this study. 

There are 1500 normal images, 1500 Covid-19 images, and 

1345 pneumonic images in this dataset's three classifications, 

which add up to 4345 total images. Each image is 299 by 299 

pixels in size. Fig. 1 displays the example image for each 

class. Furthermore, training and testing data must be 

separated from the dataset. In this study, the dataset 

distribution is carried out using k-fold cross-validation (k = 

5), where the data will be divided into five parts, with 4/5 of 

the total data for training and the remaining 1/5 (or 20%) for 

testing. This distribution is illustrated in Fig. 2. The k-Fold 

Cross Validation technique is used to examine how 

effectively the model performs. 

The illustration in Fig. 2 serves as an example of how each 

class of radiographic images in the dataset differs from one 

another. According to radiologists' reports, which [18]: 

• Bilateral ground-glass opacities that have migrated to the

pulmonary region are described by Covid-19.

Fig. 1 Examples of x-ray images for each class 

• Pneumonia, showing up in both lungs in a more diffuse

"interstitial" pattern.

• Normal refers to clear lungs without abnormally cloudy

patches.

Following the separation of the data into training and 

testing data, validation data are then derived from the training 

data. In this study, the training data will be automatically 

divided into training data and validation data for each epoch 

using the default Keras (validation split) setting. 

Fig. 2 Illustration of 5-Fold Cross Validation 

B. Methods

In this work, the input image size, epoch, and batch size of
COVID-Net have been altered. Fig. 3 depicts the COVID-Net 
model's architecture. In the meantime, alter the experiment's 
input image's parameters and size as indicated in Table 1. 

Fig. 3 COVID-NET Architecture  

TABLE I.  IMPLEMENTATION DETAILS  

Parameter Value 

Image input size 240 x 240 

Filter size 7 x 7 (1), 1 x 1 (4) 

PEPX (16) = 1x1(4), 3x3(1) 

Stride Size (S) 1x1 S= 2(4), 7x7 S=1(1) 

PEPX S=1 (5*16) 

Output class 3 (Normal, COVID-19, Pneumonia) 



Batch size 32 

Learning rate 0,0001 

Activation Relu, Sofmax 

Epoch 10 

Optimizer Adam 

Loss function categorical_crossentropy 

Based on Fig. 3, the following are the stages in COVID-
NET architecture: 
1. Input image 240 x 240
2. Convolution 7 x 7 with the number of kernels are 48
3. Max pooling 2 x 2
4. Convolution 1 x 1 with the number of kernels are 160

followed by calling PEPX 1.1-1.3
5. Convolution 1 x 1 with the number of kernels are 328 and

followed by calling PEPX 2.1-2.4
6. Convolution 1 x 1 with the number of kernels are 640 and

followed by calling PEPX 3.1-3.6
7. Convolution 1 x 1 with the number of kernels are 2048 and

followed by calling PEPX 4.1-4.3

The Projection Expansion – Projection Extension (PEPX) 
module aims to project features to lower dimensions using the 
first two conv1x1 layers. Then extend that feature using a 
Depth Wise convolution layer (DWConv3x3) and project to a 
lower dimension using two conv1x1 layers. This PEPX layer 
leads to an efficient model by reducing the number of 
parameters and operations [1]. Meanwhile, Depth Wise 
convolution aims to break up the filter and image in different 
channels and then combine the image pixels with the channel 
and then re-stack them, as shown in Fig. 4. Depth Wise 
convolution is used to reduce computational costs and 
parameter space. 

Fig. 4 Depth Wise convolution illustration 

Furthermore, Fig. 5 depicts the full system architecture 

created for this investigation. Meanwhile, Fig. 6 shows the 

details of the modification of the COVID-NET architecture. 

The dataset is split into training and testing data using 5-fold 

cross validation, as seen in the picture. There are various steps 

involved in the training process, including: 

1. Preprocessing: resize the data to 240 x 240 and normalize

the data using Min-Max technique as shown in (1) and (2)

[19]. Fig. 7 is an example of the results Min-Max

normalization. From the figure can be seen that normalized

image is clearer or brighter than original image.

2. Input training dataset.

3. In the CNN process, the model is adapted to COVID-NET

architecture. Furthermore, the results from COVID-NET

are applied to softmax function which will convert it into

the probability that the given image represents three

classes, namely normal, pneumonia and Covid-19.

�′1 = ����̅ 

��(�)  (1) 

��2   = ���  ����(���)
���(���) ����(���)  (2) 

Fig. 5 Complete architecture of the built system  

Fig. 6 The modification of the COVID-NET architecture 

Fig. 7 An example of result Min-Max normalization, (A) original image  

 (B) Min-Max normalization 

where  

X’1 is Z-score normalized one values 

xi is value of the row x of ith column 

�̅ is mean value or �̅ = �
� ∑ ������



n is the number of pixels in one image 

���(�) = � �
(���) ∑ (�� − �̅)����

X’2 is contains min-max normalized data one 

In the testing process, several stages are carried out, 

namely:  

1. Input testing dataset

2. Testing image processed on CNN model with COVID-

NET architecture to get values. The values will be

processed using the model obtained from the training

process.

3. The final result obtained is an image class classification.

C. Evaluation Methods

To assess the performance of a model created using a

specific algorithm, performance measurement of a method is 

required. F1-score is used as an evaluation tool in this study. 

In order to have high specifications and sensitivity while 

evaluating the effectiveness of the classification model, it 

combines accuracy and recall values. To acquire precision 

and recall values for these measurements, the use of F1-score 

necessitates a confusion matrix. Multiclass classification is 

the type of classification that is employed, as illustrated in 

Table II. 

TABLE II.  CONFUSION MATRIX FOR COVID-19 CLASS                                                                                                                                                        

Target 

Prediction  

Class Covid-19 Normal Pneumonia 

Covid-19 TP FN FN 

Normal FP TN TN 

Pneumonia FP TN TN 

where TP (True Positive) is the total quantity of positive data 

that actually occurred. There are a lot of positive data that are 

misinterpreted as negative data, or FN (False Negative). False 

Positives (FP) are instances where negative data are 

misinterpreted as positive data. The number of negative data 

that are actually anticipated to be negative as well as other 

negative classes is known as TN (True Negative). 

Accuracy is used to determine the level of data that is 

classified correctly from all data. The accuracy value can be 

obtained from (3). Precision is used to determine the correct 

proportion of positives predicted from all positives 

identifications. The formula to get precision value is shown 

in (4). Recall is used to find out the correctly predicted 

positive ratio of all pure positives. The formula for 

calculating recall value is shown in (5). Furthermore, F1-

score is harmonic mean of precision and recall. It can be 

calculated using (6).   

!""#$%"& = '()'*
�+�,-. /0 ����  (3)          

1$2"3��345 = '(
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72"%88 =  925�3�3�3�& (:17) = '(
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This study uses the Receiver Operating Characteristic 

(ROC) curve in addition to the F1-score to calculate the 

performance assessment of the developed COVID-NET 

model. The link between sensitivity (True Positive Rate) and 

1-specificity is depicted by this ROC curve (False Positive

Rate). The ROC curve is frequently used in medical research

to visualize diagnostic accuracy and choose the best cut-off

value [20]. Area Under Curve (AUC) ROC is used to identify

positive and negative circumstances in the diagnostic and

provides the accuracy. The TPR (y) and FPR (x) values at

specific coordinates are used to generate the ROC graph

representation, which results in a curve of unity. The

formulas for sensitivity (TPR) and 1-specificity (FPR) values

are in (5) and (7). While a formula can be used to determine

the AUC value (8).

1 − �?2"3@3"3�& (;17) =  6(
6()'*  (7) 

!AB = ∑ '(C�)'(C�DE
 (6(C�DE�6(C�)

������  (8) 

IV. RESULTS AND DISCUSSION

In Fig. 8-10 is an example of the experimental results of 
the feature map layers 1, 22, 84 using 1 image. Next, the chest 
x-ray image classification findings for this study's five-fold
cross validation and modified COVID-NET architecture were
obtained from three classes (Normal, Pneumonia and Covid-
19). The experimental findings with the previously described
dataset distribution, using fold 1 as an example, are displayed
in Table III, Fig. 11 and 12. Table 4 displays the experimental
outcomes of a 5-fold cross validation for the typical F1-score.
While Fig. 13 displays the ROC curve.

Fig. 8 The result of feature map layer 1 

TABLE III.  EXPERIMENTAL RESULTS OF FOLD-1
Class TP FP FN Precisio

n 

Recall F1-score 

COVID-19 297 29 3 91,0% 99% 95% 

Normal 267 0 33 100% 89% 94% 

Pneumonia 269 7 0 97% 100% 99% 

The average of the three classes 96,19% 96,0% 96,09% 



Fig. 9 The result of feature map layer 22 

Fig. 10 The result of feature map layer 84 

Fig. 11 Confusion matrix for fold 1 

TABLE IV.  THE EXPERIMENTAL RESULTS OF 5-FOLD CROSS VALIDATION  

Result fold 1 fold 2 fold 

3 

fold 

4 

fold 

5 

Average  

F1-score 96,09 91,29 93,7 90,8 93,1 93,0 

AUC 99,7 98,2 99,0 98,2 98,7 98,76 

According to Table IV's experimental findings, the trained 
model attained average F1-score and AUC values of 93.0 and 
98.78, respectively. The trial using 4345 chest x-ray pictures, 
COVID-Net architecture, epoch 10, and batch size 32 
produced a total of 181,944,875 parameters. A fairly good 
accuracy of 93% is produced with these many parameters. 

Additionally, the COVID-Net model achieved an effective 
model performance, particularly the AUC value of 98.78, with 
the big amount of data employed. In addition, as indicated in 
Table V, this study was contrasted with earlier investigations 
that were similar.  

Fig. 12 ROC curve for fold 1 

Fig. 13 ROC curve for 5-fold cross validation 

TABLE V.  COMPARISON OF THE SENSITIVITY OF EACH INFECTION TYPE 

FROM SEVERAL CNN ARCHITECTURES 

Architecture 
Sensitivity (%) 

Normal Pneumonia Covid-19 

VGG-19 98.0 90.0 58.7 

ResNet-50 97.0 92.0 83.0 

COVID-Net 95.0 94.0 91.0 

Modified COVID-Net 

(proposed method) 
88.85 93.02 94.65 

Based on Table V, it can be seen that the modified 
COVID-Net design produces good sensitivity when compared 
to other CNN models. For Covid-19, the average sensitivity 
of five-fold cross validation was 94.65%. This result shows 
that the architectural modifications built are quite convincing. 

CONCLUSION 

We created a Deep Convolutional Neural Network 

(DCNN) for our research that is mostly used for Covid-19 

identification. The COVID-Net architecture of the DCNN 

that we have created is adjusted based on the input CXR, 

epoch, and batch size. In comparison to other CNN designs, 

experimental findings employing Adam optimization, 

learning rate of 0.0001, and 5-fold cross validation are fairly 

excellent. The Covid-19 class, with a sensitivity of 94.65%, 



outperformed the Normal, Pneumonia, and Covid-19 classes 

on average. Additionally, this study's AUC ROC average was 

98.78. Based on these findings, it can be concluded that the 

COVID-Net improvements produced are important enough 

to be implemented on desktop, online, and android so that 

medical staff and patients can directly use them in rapidly and 

reliably identifying Covid-19. 
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Abstract—As more and more potential applications are iden-
tified for electronic noses, the need arises to have portable
platforms that can perform odour recognition in-place. Although
there have been many experiments with electronic noses, the
vast majority of them were done in a laboratory environment.
Methods for portable e-nose systems are needed that are capable
of handling the complex pattern recognition algorithms of odour
recognition. In this paper we show how odour recognition
can be implemented for AMD Xilinx’s System-on-Chip boards.
TensorFlow was used to train a convolutional neural network on
two different datasets. The neural network was also implemented
in C++, and Vitis HLS was used to translate that to an RTL
design. We show that this workflow is a valid way to create a
portable electronic nose system.

Index Terms—hls, neural network, odour recognition, elec-
tronic nose

I. INTRODUCTION

Odour recognition applications have been identified in many
scientific fields, such as medical diagnostics [1], industrial
monitoring [2] or agriculture [3]. Automatic odour recognition
is usually performed with an electronic nose (EN or e-nose),
which is a device that imitates the mammalian olfactory system
[4]. It performs odour recognition with an array of chemical
sensors (gas sensors). These sensors work by interacting
with molecules, and through the adsorption of molecules the
resistance of the sensors change. This measurable change is
the response signal. The sensor array is usually coupled with
a sample delivery part, and a pattern recognition algorithm is
used to classify the odour by its response signal.

Although there have been numerous experiments to identify
the potential uses of e-noses, most of these experiments were
exploratory in nature. It is not common that an electronic nose
application is turned into a full-fledged system that is deployed
in-situ.

The reasons behind this are manifold. As of now, the
largest challenge is that after deployment the e-nose needs
to either counteract the so-called sensor drift [5] or adapt to
it. As these sensors age, the binding of molecules changes
the sensor irreversibly. This will cause a shift in the acquired
data, which will make the pattern recognition algorithm behave
unpredictably.

An e-nose system also has to be highly accurate. As the gas
sensors are not highly specific to a given compound, choosing
the right method of pattern recognition can be challenging.
Although with the emergence of deep learning methods high
accuracy have been reported for various odour recognition

experiments, it is still a question how well they will work
in deployed applications.

Furthermore, most of the published works in the e-nose field
were done only in laboratory environments. In most cases,
the data is usually recorded in a laboratory and then it is
transferred to a PC to run analysis on it. Although there are
some examples, it is uncommon that the e-nose application
progresses into a portable system.

In order to have a viable deployed e-nose system, it is vital
to have all of these combined together. This paper addresses
the last point mentioned, by introducing our workflow of
implementing odour recognition for System-on-Chips. In this
paper we report a high-level synthesis (HLS) based design
of a one-dimensional convolutional neural network for odour
recognition, targeting AMD Xilinx’s SoC boards.

The paper is organised as follows. Section I-A and I-B gives
a background of the latest odour recognition algorithms and
the existing portable e-noses. Section II details the datasets
that were processed, the pattern recognition algorithm that was
used, and the way how HLS was used. Section III shows the
results and conclusion is given in section IV.

A. Neural networks and electronic noses

The choice of the pattern recognition algorithm is a vital
point when working with an e-nose. Deep learning (DL)
methods started emerging everywhere in the last decade, and
ever since they are considered the state-of-the-art method for
odour recognition as well.

One of the first DL methods that was used in this field were
deep convolutional neural networks (CNNs), as their ability
to be able to process the raw response signals were quickly
identified. GasNet [6] was one of the first convolutional
networks used for odour recognition, and others followed [7]
[8] with similar architecture.

Many other types of neural network followed the simple
CNN. Such architectures are auto-encoders [9], recurrent
neural networks [10] [11] or long-short term memory net-
works [12] [13]. A notable improvement on the classic CNN
was the use of one-dimensional convolutions instead of two-
dimensional ones. As much as two-dimensional convolutions
are efficient for images, it is more favourable to use one-
dimensional convolutions for this type of data and keep the
sensor’s data separate [14]. Such convolutions were used in
[14] [15].
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Although there hasn’t been a comparison between all of
these DL methods, most of them reported better performance
(which usually means higher accuracy) when comparing them
to classical machine learning algorithms.

B. Portable electronic noses

Most of the work on portable e-noses are based on mi-
croprocessor based embedded systems. Microprocessors are
widely-available, there are many low-power and low-cost
options, and there are many resources available for developing
applications for them. Custom boards were made for odour
recognition with ARM [16] and Intel [17] microprocessors.
The various Arduino UNO and Raspberry Pi boards have also
been used for portable e-noses [12] [18] [19].

FPGAs have been explored as portable e-noses, as they
can offer more flexibility to accelerate the pattern recognition
algorithm than GPUs or CPUs [20] [21]. An improvement
on the microprocessor and the FPGA based e-noses could
be a combination of them. System-on-Chips that combine a
processing system (CPU) with programmable logic (FPGA)
might be ideal for odour recognition. The programmable logic
can be used to accelerate the pattern recognition algorithm,
while the CPU can be used to perform the data acquisition
tasks.

There are only a handful of experiments reporting the use
of SoCs for odour recognition. For example, [22] used the
Zybo board to make a design for a multilayer perceptron
(MLP) based e-nose. An MLP was implemented for an SoC
in [23], where the authors created a portable e-nose system on
a PNYQ-Z2 device. The authors of [24] implemented a CNN
for a Digilent Arty Z7-7020 board.

Although the possibility of a portable e-nose system has
been explored, there are still improvements that are yet to
be made. The majority of the published works implemented
simple logic or classical machine learning algorithms, even
though DL based methods have been proved better for this
task. Furthermore, SoCs are especially under-explored in this
field, even though they might be more suitable for this task
than microprocessors or FPGA-only boards.

II. DESIGN METHODOLOGY

TensorFlow was used to implement a neural network to train
on two different e-nose datasets. As TensorFlow is written
in Python, neural networks defined with TensorFlow can’t
be run directly on an FPGA. To overcome that, the neural
network is implemented in C++, and AMD Xilinx’s Vitis
HLS is used to translate the C++ model into an RTL design.
Although there are some tools available to facilitate neural
network implementation on Xilinx hardware, such as Vitis AI
[25] or the FINN library [26], the CNN was implemented
from scratch for this application. Even though these tools can
make the NN development process easier for hardware, they
don’t offer the flexibility of a ”from-scratch” implementation,
especially when considering that future works might involve

more specialized pattern recognition algorithms, such as to
compensate for or adapt to sensor drift.

A. Datasets

1) Wine spoilage dataset: Rodriguez Gamboa et al. [27]
[28] assembled a dataset of e-nose recordings of different
qualities of wines. The dataset was collected in order to
differentiate between spoiled and unspoiled wine by their
odour. The three classes in the dataset are high quality wine
(HQ), average quality wine (AQ), and low quality wine (LQ).

The sampling rate for the wine data acquisition was 18.5Hz
for 180 seconds, making one measurement 3330 data points
long. The e-nose that they used had 6 MOX gas sensors. The
raw signals were published. The wine spoilage dataset is a
relatively small dataset, containing only 235 measurements.
It is also an imbalanced dataset with the LQ containing 141
samples while the AQ and the HQ only containing 43 and 51
samples, respectively.

2) Vergara et al. dataset: Vergara et al. [29] published a
dataset called Gas sensor arrays in open sampling settings.
The dataset is aimed at the task of differentiating between
10 different gases (acetone, acetaldehyde, ammonia, benzene,
butanol, carbon monoxide, ethylene, methane, methanol, and
toluene). The measurements were recorded for 260s with a
sample rate of 100Hz, and there were 8 sensors in a sensor
array.

The original dataset contained 18000 measurements, with
each measurement containing readings from 9 different sensor
arrays of 8 sensors. The 9 sensor arrays were set up in different
positions, and most of the sensor arrays showed no reaction
to the gases that were injected. Because of that, data was
kept only from the one sensor array that consistently showed
reaction. Furthermore, for one of the gases (CO) there were
measurements in two different concentration levels, but only
one was kept to keep the classification simpler and not having
to introduce concentration level as a variable. In the end,
the resulting dataset contained 13977 training samples, 1747
validation and 1748 testing samples.

3) Processing: Pre-processing steps have to be taken in
order to facilitate higher accuracy of the pattern recognition
algorithm. The pre-processing steps are illustrated in Fig. 1.

1) Unit conversion: In the case of the wine spoilage dataset,
the data was converted from resistance (R) to conduc-
tance (G).

2) Baseline subtraction: From each sensor’s response signal
the baseline was subtracted. The baseline is the value of
the sensor before the reaction starts. It is vital to subtract
the baseline from the signal, as the baseline changes
throughout the sensor’s life.

3) Normalisation: The data is normalised between 0 and 1.
4) Downsampling: The original response signals have

lengths in the magnitude of thousands of data points
for both the wine spoilage dataset and for the dataset by
Vergara et al. To reduce computational complexity, the
data is uniformly downsampled to a length of 100 data
points.



Fig. 1. The processing steps visualized for one response signal from the wine spoilage dataset.

5) Label conversion: All the labels are converted to one-
hot-encoded format.

6) Both dataset was split in a 80-10-10 fashion, keeping
80% of the dataset for training, 10% of the dataset for
validation and 10% for test.

Furthermore, for both datasets sample weights were calcu-
lated and passed to the training to cope with the imbalanced
data.

B. Neural network

1) The CNN: A convolutional neural network was chosen
to perform the odour recognition. The CNN is based on
the work by Y. Wang et al. [14], which is a CNN with
one-dimensional convolutional and max pooling layers, with
fully connected layers attached to the end. The use of one-
dimensional convolutions is beneficial, as they keep the differ-
ent sensor’s data independent from each other when the CNN
performs the feature extraction. They are also computationally
less expensive than 2-dimensional convolutions. Also, no
manual feature engineering is needed for the CNN, so the
processed sensor data can serve as the input.

The 1D convolution with stride 1 is given by eq. 1, where
Xconv ∈ RM×C is the input to the layer, Wconv ∈ RK×C×F

are the kernels (weights), Hconv ∈ RM×F is the output of
the layer, b ∈ RF is the bias, M,C,F,K ∈ N are the time
steps, the channels, the number of filters, and the kernel size
respectively, and m = 0 . . .M , f = 0 . . . F . MaxPooling
layers with pool size 2 and stride 2 follow the first two
convolutions to reduce the dimensionality, which is shown
in eq. 2, where P ∈ RM

2 ×F and m̃ = 0 . . . M2 . The fully

TABLE I
THE HYPER-PARAMETERS OF THE NEURAL NETWORK

Layer
type

Layer parameters

Input -
Conv1D ReLU, filters=32, kernel=2, stride=1, padding=same

MaxPool1D size=2, stride=2
Conv1D ReLU, filters=16, kernel=2, stride=1, padding=same

MaxPool1D size=2, stride=2
Conv1D ReLU, filters=16, kernel=2, stride=1, padding=same
Conv1D ReLU, filters=16, kernel=2, stride=1, padding=same
Conv1D ReLU, filters=16, kernel=2, stride=1, padding=same
Flatten -
Dense ReLU, neurons: 128 (wine dataset) or 256 (Vergara dataset)
Dense Softmax, neurons: 3 (wine) or 10 (open sampling)

connected layers are calculated by eq. 3, where Xdense ∈ RD

is the input to the layer, W ∈ RD×N are the weights,
Hdense ∈ RN is the output of the layer, bdense ∈ RN is
the bias, and D,N ∈ N is the input size and the number of
neurons, n = 0 . . . N . σ(.) is the activation function.

Hconvm,f
= σ((

C∑
ch=0

K∑
k=0

Kk,ch,fXconvm+k,ch
) + bconvf ) (1)

Pm̃,f = max (H2m̃,f , H2m̃+1,f ) (2)

Hdensen = σ((
D∑

d=0

Wd,nXdensed) + bdensen) (3)



The neural network architecture follows the one in [14] with
some of the hyper-parameters were changed. The exact hyper-
parameters are shown in Table I. The number of neurons in the
first fully-connected layer were reduced to 128 and 256 for the
datasets, to further decrease the complexity of the calculations.

In the end, the neural network trained on the wine spoilage
dataset had 54,755 trainable parameters, while for the other
dataset it was 108,394. The number of trainable parameters,
along with the size of the input, is what determines how
much resources it takes up on the FPGA. This model has
a relatively low number of parameters, which is advantageous
for constrained devices.

2) Training: The trainings were run with the following
parameters. With both datasets Adam optimizer was used
with a learning rate scheduler (exponential decay). Categorical
cross entropy was used as the loss function. The number of
epochs for the wine spoilage dataset was set to a maximum
of 200 epochs and for the Vergara dataset it was set to a
maximum of 1000 epochs, but early stopping was used with
both.

After the training, the weights and biases of the neural
network are saved to npz (Python binary) files, as well as the
mean and the standard deviation of the training datasets for
the normalisation. The test set of both datasets is also saved.
Then, all of the files are manually transferred to the next stage
of the processing.

C. HLS implementation

Vitis HLS is AMD Xilinx’s tool for high-level synthesis. It
translates code written in C/C++ to an RTL design. Vitis HLS
is also the name of the development environment which was
used for our experiments. At this stage, the neural network was
simulated in Vitis HLS, but it is yet to be run on hardware.

The HLS code consists of two main parts. One is the
host code (or test bench), which will run on the processing
system (CPU) of the SoC. The other is the kernel code, which
is translated into an RTL design and is to be run on the
programmable logic (FPGA). Both of them are defined in C++.

1) Host code: The test bench manages the data reading
and the data pre-processing steps. Currently, all of the steps
are performed in the Vitis HLS environment, so the data
reading happens from the previously saved test files. Actual
data acquisition system is not attached, but it is expected that
the pre-processing steps will be the same. All of the pre-
processing steps are implemented in C++, including baseline
subtraction, normalisation and downsampling. The last activa-
tion function’s (the softmax) calculations were also run in the
test bench code. For all of these steps only the built-in C++
and HLS libraries were used, as well as small header-only
libraries for the reading of npz files.

2) Kernel code: At the heart of the implementation lies
the kernel code, which implements the neural network. The
equations given in II-B1 were implemented in C++.

As the neural network inference will bear the most intensive
part of the pattern recognition computations, it is vital to have
an efficient design. The main guidelines for efficient HLS

code were followed. All of the hyper-parameters of the neural
network (such as the individual layers’ sizes) are hard-coded
in a header file with define directives as opposed to being read
from file. This allows the compiler to know all of the sizes and
boundaries of the arrays and loops by compile time, which will
allow HLS to make a more efficient design. Templates were
heavily used, to avoid passing variables to the functions for
the same reasons.

Another parameter that influences the performance of the
system and the hardware implementation is the precision.
Usually, a floating point representation would give the higher
data representation precision, but its implementation in FPGA
compute platforms is complex or requires hardware resources
above the ones existing in average-cost FPGAs. For this
reason, AMD Xilinx’s arbitrary precision fixed-point type
ap fixed was used to replace it, which is part of the Vitis HLS
libraries. The type can be configured to any bit width for both
the integer part and the fractional part of the number [31].
Multiple configurations of the ap fixed type were explored
to find which one achieves an accuracy that is closer to
that reported by TensorFlow, and to see how resource usage
varies with different configurations. In all cases, the type was
configured in a way to round the values to plus infinity, and
the overflow mode was set to symmetrical saturation.

The data between the host code and the kernel code is
exchanged with arrays, which are generated to be AXI4
Memory Mapped interfaces. HLS allows the users to further
affect the generated design with pragma directives, directing
how to map the variables in C++ to resources on the FPGA.
In this case, the HLS was directed to store the weights and
the biases of the network in URAM blocks, as by default it
would put all of them into BRAM blocks.

The functionality of the implementation was validated to
match the Python implementation. Both C++ simulation and
C/RTL cosimulation were run to verify the correctness.

III. RESULTS AND DISCUSSION

The result of the training were the following. The neural
network achieved over 95% accuracy on both datasets. It
achieved 100% training, validation, and test accuracy on the
wine spoilage dataset, while it achieved 99.66%, 97.88%, and
97.94% on the Vergara dataset. Although this looks promising,
a few things have to be noted. The wine spoilage dataset is
a very small dataset, and that factors into the accuracy of the
neural network. Also, for both datasets the training was run in
an optimistic manner. The dataset was shuffled, and randomly
split into train and validation and test datasets. To have a more
resilient algorithm, it would be more beneficial to train it on
a dataset where the training and testing stage were recorded
independently from each other [32].

Table II shows the latency and the resource usages of the
HLS design, and the accuracy of the C++ simulation with dif-
ferent configurations of the ap fixed type. The C++ accuracy
was calculated by running inference on the test datasets, and it
shows the percentage of the accurately predicted classes. The



TABLE II
RESOURCE USAGE OF THE SYNTHESIZED DESIGN.

Bit
width

Integer
part

Accuracy
in the
C++
simula-
tion

Latency
with clock
period set
to 10 ns

BRAM
blocks

DSP
slices

FF LUT URAM
blocks

Wine spoilage dataset
Resource usage in Vivado IP Flow target

32 16 100% 29.35 ms 2 24 1911 12459 33
16 8 100% 29.51 ms 1 8 2093 11091 33
16 4 100% 29.51 ms 1 8 2096 11043 33
8 4 41.6667% 29.45 ms 1 3 1638 10354 33

Resource usage in Vitis Kernel Flow target
32 16 100% 28.85 ms 2 24 20513 41753 33
16 8 100% 29.53 ms 1 8 18583 40339 33
16 4 100% 29.52 ms 1 8 18583 40291 33
8 4 41.6667% 29.46 ms 1 3 11917 25658 33

Vergara dataset
Resource usage in Vivado IP Flow target

32 16 96.7391% 35.07 ms 2 24 1969 12413 45
16 8 96.7391% 35.22 ms 1 8 2151 11045 45
16 4 83.524% 35.22 ms 1 8 2151 10997 45
8 4 29.8055% 35.17 ms 1 3 1697 10319 45

Resource usage in Vitis Kernel Flow target
32 16 96.7391% 34.06 ms 2 24 20999 39976 45
16 8 96.7391% 35.24 ms 1 8 19143 38525 45
16 4 83.524% 35.24 ms 1 8 19143 38477 45
8 4 29.8055% 35.17 ms 1 3 12583 25913 45

Available resources on ZCU104
312 1728 460,800 230,400 96

Available resources on KRIA K26
144 1248 234,240 117,120 64

synthesis was run in both Vivado IP Flow and Vitis Kernel
Flow mode. The Vivado IP Flow is less restrictive, and it
generates a design that is independent of any target board,
while the Vitis Kernel Flow generates a design that adheres
to the architecture of a given target board [33], which in this
case was the ZCU104 board.

Naturally, as the wine spoilage dataset is smaller than the
Vergara dataset (6 sensors vs 8 sensors) and it has less trainable
parameters, it also used less resources. As it can be seen
from the table, the difference is reflected in the URAM blocks
number, which is where the weights and the biases are stored.
More trainable parameters did not increase the flip-flop and
LUT usage of the design significantly. The number of DSP
slices used in the Vitis’s RTL design is 24 (for a (32,16)
representation), which is considerable lower than the number
of multiplications required in (1) to (3). To decrease the design
latency, one of the next steps would be to increase the number
of DSPs used.

The table also shows different configurations for the
ap fixed typed. From the table it can be seen that the accuracy
was still close to the floating points accuracy with just 8
bits for both the integer and the fractional part. Below 8
bits, both of the neural networks suffered accuracy loss. It
also has to be noted that the largest representation that was
used (32 bit width, 16 integer) still did not use considerably

more resources than smaller representations, so it is worth
considering using larger representations in order to ensure
high accuracy. Furthermore, in this case the training was
run with floating point precision with TensorFlow, and then
those weights were simply transferred to the HLS code and
converted to ap fixed type. No special quantisation was done.
In order to achieve higher accuracy with lower representations,
one might consider using quantisation-aware training, which
quantises the weights and biases during training time. On a
similar note, pruning the neural network might help with both
the latency and the resource usage.

The available resources of two AMD Xilinx’s SoC boards
were given, one being a mid-range board that is the ZCU104,
and the other is a lower-cost SoC, the KRIA K26. Both neural
networks fit into the available resources of these boards, but
more work is needed to establish whether smaller latency or
less resource usage can be achieved.

IV. CONCLUSION

In this work we showed a method of implementing odour
recognition for AMD Xilinx’s SoCs. Convolutional neural
networks were trained in TensorFlow and were implemented
in C++ as well, to be translated into the RTL design by the
Vitis HLS. We showed, that a viable odour recognition design
can be generated, that also fits into many of the available SoC



ranges of AMD Xilinx. Thus, this workflow can be a good
basis for a portable electronic nose system.

But in order to have a fully functional and robust electronic
nose system, it is vital for the system to not just be portable,
but to be able to withstand sensor drift as well. The next
possible steps in that direction would be to implement a neural
network that is more resistant to sensor drift. Although the
neural network architecture itself might not be enough to
compensate for sensor drift. For long term solutions, it would
be advantageous if the algorithm could adapt to the changes
in the acquired data. Online (or incremental) learning methods
could be explored to achieve a system that can periodically re-
calibrate itself.
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Abstract—It is notorious these days that there are several
limitations for wheelchair users, namely the accessibility in
public spaces, the financial capacity to acquire a model that
is suitable for their needs, and the lack of knowledge regarding
the wheelchair’s components. With millions of users around the
world, and a high percentage of them reporting at least one
accident in the last three years of use, it becomes necessary
to find a viable solution for all of these problems. In order to
tackle them, a Digital Twin of a power wheelchair was developed,
whose purpose is to monitor and store the state of its components
and replicate its movements, using a virtual model. Instead of
a real power wheelchair, an identical prototype was created
based on the LEGO EV3 module integrated with a CMPS11
compass module. The virtual entity itself was developed in the
Robot Operating System (ROS) environment, using the Gazebo
simulator for visualization of the 3D model, which was created
using Blender, a 3D computer graphics tool. To monitor the
wheelchair’s tilt variations and component status, a dashboard
interface was developed using Node-RED, containing several
graphs, alarm features and an option to store the generated data
in a CSV file.

Index Terms—Digital Twin, EV3, ROS, Gazebo, Node-RED,
Power Wheelchair, Monitoring

I. INTRODUCTION

There are several issues associated with power wheelchairs
and, since most of their users have limited physical and/or
psychological abilities, it is necessary to find a solution that
adapts to each user. Many of them have basic problems, such
as controlling the wheelchair in many different aspects or
accessing public infrastructure. In addition to these challenges,
it is also important to monitor the vehicle’s components, in
case some of them need maintenance or need to be replaced.

There are millions of wheelchair users around the world
and the market for the design and production of this product
has been stagnating over the last decades, due to lack of
innovation. Luckily, we live in an era in which the latest
technologies can and should ensure the safety, mobility and
accessibility for everyone, no matter their condition [1]. One
of them is the Digital Twin (DT) model, which has been
increasingly used over the years in several fields. It consists of
a digital replica of a physical object, capable of monitoring,
predicting, controlling and simulating several processes and
parameters of the real model.

This work was financed by Portuguese Agency FCT – Fundação para a
Ciência e Tecnologia, in the framework of project UIDB/00066/2020, and
under the PhD scholarship reference 2020.08462.BD, through national funds
from MCTES - Ministério da Ciência, Tecnologia e Ensino Superior.

This paper presents the development of a DT of a power
wheelchair using the Robot Operating System (ROS) en-
vironment, MQTT communication protocol and Node-RED
framework. The physical object, representing the wheelchair,
was replaced by a similar prototype created with LEGO parts,
namely the Mindstorms EV3 programmable robots range,
which includes servo motors and different sensors. A CMPS11
compass module was also integrated within the prototype, in
order to monitor the vehicle’s pitch, roll and yaw. The data
generated from the sensors, installed in the physical entity,
is used not only by ROS, in order to virtual model replicate
its movement, using the Gazebo 3D simulator, but also by
Node-RED, in order to monitor the state of each motor and
the wheelchair’s rotation around its three axis.

The article has the following sections: literature review;
system architecture; implementation of the system’s elements;
experimental results; and conclusions.

II. LITERATURE REVIEW

A DT is designed to replicate in detail the necessary aspects,
in a given context, of a physical object, process or service
[2]. Its use has several benefits, one of them being based
on the quality and efficiency of the research and design of
the physical entity components, through the simulation of
possible performance scenarios, supported by the collection
of data over time. This data allows the DT’s user to perform
decisions based on the product’s lifecyle, whether it is during
its manufacturing process or operational phase, with the aim
to optimize them.

When it comes to the structure of a DT, there are numerous
solutions that can be implemented, depending on various
factors. In recent years, with the continuous advancement
of technology and increasing complexity of applications, re-
searchers in [3] proposed that a DT, in order to be complete,
composed of five main parts. These are the physical entity, the
virtual model, the data, the services and the communications
between the previous elements. This structure paves the way
to the implementation of DTs in more complex areas, such as
military, aerospace, and healthcare, which require more robust
and complex models and solutions [5].

In order to obtain a model that is more accurate and
closer to reality, the physical component, in conjunction with
knowledge, sensors, and measurement technologies, is mapped
into the virtual space. The virtual model is an identical digital
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replica of the physical entity that reproduces its geometry,
behavior, properties, and rules, and that can be processed,
analyzed, and managed by computers. The tool used for the
development of the virtual model was the ROS, an open source
environment for robot programming that provides several types
of services, modules and plugins. ROS integrates control tech-
nologies, developed by its community, and contains reusable
software for building a robot system, from controllers to
autonomous navigation. It runs on a Linux based structure,
making it light, adopts a peer-to-peer type architecture and
supports various programming languages. ROS also has the
Gazebo tool, a 3D simulator capable of simulating robots in
complex environments, taking into account their physical char-
acteristics, such as weight and size. Regarding DT services,
there are several types that can be integrated, such as the
user’s access to an application with a graphical interface that
provides prognostics, diagnostics, simulations, and monitoring
regarding the wheelchair’s components and state.

During the research phase, some relevant projects were
consulted which contributed to various aspects of the work,
namely the creation and description of the power wheelchair’s
3D model in ROS. These are the following:

• Wheelchair Automation - Contains packages and files
needed to automate a PERMOBIL chair, namely the
Unified Robot Description Format (URDF) model, startup
files, AMCL (a probabilistic localization system for a
robot moving in two dimensions), navigation parameters,
and the gmapping package, with a laser based Simulta-
neous Localization and Mapping (SLAM) [4].

• Autonomous Wheelchair - A ROS package for an au-
tonomous wheelchair capable of navigating alone indoors
using Light Detection and Ranging (LiDAR) and Sonar
sensors. The wheelchair provides manual control via
joystick if it deviates from the desired path [6].

• SmartWheels - Uses the can2RNET repository as base
for the project, whose goal is to follow predefined targets
and avoid obstacles. It contains an integrated circuit in
the Raspberry Pi for communication through ultrasonic
sensors, which serve to avoid obstacles, and a PiCAN2
shield for communication with the wheelchair [7].

• Digital Twin - Simulator of a DT in ROS of a UR10
manipulator, capable of reverse kinematic trajectory plan-
ning, obstacle avoidance and network connection [8].

• Wheelchair URDF model - URDF model of a wheelchair
using the Solidworks library. It is converted to XACRO’s
framework and then observed and controlled in RVIZ and
Gazebo simulators [9].

III. SYSTEM ARCHITECTURE

The high-level architecture of the system, presented in
Fig. 1, is composed of five main elements: the physical entity,
characterized by the power wheelchair prototype; the data
it generates using sensors; the virtual model, represented in
three dimensions with physical characteristics identical to the
real wheelchair; the monitoring interface, composed of several
data processing and monitoring tools; and the communication

between all the elements. At the system’s operational level,
it all starts with the sensors installed in the prototype which
allow the monitoring of its components, in real time, such
as the position and speed of its motors. This information
is sent through the Message Queuing Telemetry Transport
(MQTT) communication protocol to several topics, which will
then be subscribed by the other elements of the system. The
virtual model subscribes to these topics and uses its data to
mirror the movement of the wheelchair prototype, such as
driving, vertical movement of the seat, and tilt of the backrest.
The monitoring interface also subscribes MQTT topics and
not only presents the data in a graphical format but also
allows it to be saved in CSV files, enabling further analysis,
either by a professional or by the wheelchair user. Lastly, the
communication between the previously described elements is,
as previously stated, done through the MQTT protocol while
a node and service based structure is used within the virtual
model in ROS.

Fig. 1: High-level architecture of the Digital Twin.

IV. IMPLEMENTATION

A. Physical Entity

The physical entity can be considered the ”heart” of the
system, in a way that it is constantly ”pumping” data to
be processed and analysed by the virtual model and the
monitoring interface. For its representation, a prototype similar
to a conventional power wheelchair was developed using
LEGO parts, namely the EV3 programmable robotics range
[10], which has motors that can replicate many of the real
wheelchair’s features. The whole prototype was built around
the EV3 module, with two Large Motors being used for the
wheels, a Medium Motor for the vertical displacement of the
seat and another Large Motor for the tilt of the backrest.
Also from the EV3 range, an infrared sensor was installed
with the purpose of controlling the motors through the remote
controller. After a gradual construction process, based on the
EV3 module, the prototype shown in Fig. 2, on the left, was
built. On the right, shows, with an orange arrow, the rotation
axes of the motors described above, which are identified by a
blue rectangle. Their motion’s directions are also identified by
a yellow arrow. For a better understanding of its constitution,
in terms of motors and sensors of the EV3 range, the scheme
presented in Fig. 3 contains the components used in the
prototype along with their respective functions.

The EV3 module can be seen as the ”brain” of the physical
entity as it is responsible for running the code scripts that
monitor and/or control the EV3 components. In this case,
ev3dev Debian Linux based operating system was used to run



Fig. 2: Built prototype, identical to a power wheelchair.

Fig. 3: Prototype’s EV3 based composition.

these scripts, which were programmed in Python, allowing
the usage of MQTT communication protocol and various
ev3dev classes for motor control. The classes used were:
MoveSteering, which controls a pair of motors at the same
time, given a certain speed and steering value; LargeMotor
and MediumMotor, which control a single servo motor; Re-
moteControl, which is responsible to process the actions after
a button is pressed; Sound, which sends a text value to be
spoke through the speaker. The module was connected to a
computer via Bluetooth and the scripts were uploaded using a
SSH terminal. The final working program uploaded to the EV3
module has the structure presented in the activity diagram in
Fig. 4. Firstly, it connects to the MQTT broker, in this case a
Raspberry Pi, then it initializes the motors and their respective
positions and finally it runs a multithreading cycle where it
sends the motors positions and speed values to each MQTT
protocol and processes the remote controller commands.

Fig. 4: Activity diagram of the developed algorithm.

Finally, a CMPS11 compass module was installed in the
prototype in order to monitor tilt and rotation changes of
the wheelchair. This module constitutes a magnetometer, a
gyroscope, and an accelerometer, all of which measure the
x, y, and z components around its magnetic field. To provide
power to the CMPS11 compass the NodeMCU V3 board based
on the ESP8266 microcontroller was used, which has a Wi-Fi
module, allowing it to communicate with the MQTT broker

and send the rotation values around each axis.

B. Virtual Model

The chosen 3D model for this project is shown in Fig. 5 on
the left, which was later divided into several links, using the
Blender software, each one referring to each component of the
wheelchair, as shown in Fig. 5 on the right. These links were
exported in the Colladda (DAE) format, which is an XML
description of the object, in order to be recognized later in
ROS.

Fig. 5: 3D model of a power wheelchair and its links.

ROS is a set of software modules and tools, from drivers
to algorithms, that help build not only for robots, but also
for other hardware components. The key feature of ROS is
the way it is organized and the way it communicates, which
allows the development of complex projects and the integration
of multiple devices into one project. Communication between
them, or in this case between nodes, is done in a similar
way to the MQTT communication protocol as they can send
and receive messages to various topics, and these can also
be subscribed. The system’s ROS package is divided into
folders, each with a different purpose. The ”urdf” folder
contains a file in the XACRO format and is responsible for
the characterization of the virtual model, from the visual to
the physical aspects, which will be visualized in the graphical
simulator Gazebo. The structure of the file consists of four
primary components: the links, the joints, the transmissions
and the plugins.

1) Links: The wheelchair’s 3D model consists essentially of
10 links: the footprint, which projects the center of the chair
to the floor, the chair chassis, corresponding to the central part
with the motor, the four wheels, the two support brackets for
the rear wheels, the seat, and the back. Each link consists of
its visual component, its inertia, and its collision area. The
visual component of each link, also known as the mesh, is
shown in Fig. 5, and the inertia was obtained with the help of
the Meshlab software. The collision area of the wheelchair’s
3D model fits its mesh.

2) Joints: Joints are the connections between the various
links that describe their kinematics and dynamics. Each joint
is characterized by its type, coordinates, parent and child
links, rotation axis, limits and dynamics. There are several
types of joints. A prismatic one was used for the rotation
around the vertical axis of the seat, with the declaration of
a lower and upper limit. A revolute joint was used for the
tilt of the backrest, rotating around the lateral axis of the
wheelchair, also declaring the upper and lower limits. Last,



but not least, a continuous joint was used in the four wheels,
rotating also around the lateral axis but without any limitations.
The hierarchical relationship between the links and joints of
the model is represented in the diagram in Fig. 6.

Fig. 6: Links and joints hierarchy of the 3D model.

3) Transmissions: This element is an extension of the URDF
model and it is used to describe the relationship between an
actuator and a joint. For the inclusion of transmissions in
the model, it is necessary to use the ros control plugin. A
transmission is characterized by its type and by the joint and
actuator to which it is connected, declared in the XACRO file.

4) Plugins: ROS has many available plugins at his disposal.
For instance, Dynamic Reconfigure was used to calibrate
PID gains, relative to the wheelchair PID controllers. These
were simulated using the gazebo ros control plugin, acting on
joints, as presented in Fig. 7. It is also worth mentioning the
use of Matplot, which plots a certain topic’s data, and Message
Publisher, which allows us to send data to a desired topic, at
a declared frequency, using numerical expressions.

Fig. 7: Controller types and joints of the 3D model.

Lastly, inside a ”src” folder, a Python script serves has the
synchronization algorithm between the physical entity and the
virtual model. It checks for any changes within the prototype
motor’s positions and mirrors its behavior in the Gazebo
simulator. The execution mode of this program works as it
is represented in Fig. 8.

C. Monitoring Dashboard

In order to show the monitoring of the wheelchair’s behavior
in real time, a dashboard interface was developed containing
several data observation tools, such as a graph to check the

Fig. 8: Execution mode of the developed script for synchro-
nizing the virtual model with the physical entity.

rotation variations around each axis of the wheelchair, text
boxes with the indication of the status of each motor, a switch
button to save the data in a CSV file and a notification function
that, when a certain rotation limit is exceeded around a certain
axis, a notification is sent to the user. The development of this
dashboard was based on Node-RED, a platform based on low-
code visual programming flow to connect hardware devices,
APIs and online IoT services.

D. Communication

The communication between the elements of the system is
based on the MQTT protocol, as previously mentioned. There
are four main topics, through which messages concerning the
status of motors and sensors are sent: ”/up down motor pos”,
responsible for the vertical behavior of the seat motor;
”/back motor pos”, for the tilt of the backrest; ”/steering”, for
the behavior of the front wheels; ”/gyro”, for the rotation of
the wheelchair around the three different axis. In the diagram
in Fig. 9, it is possible to observe the communication structure
of the system, through the MQTT protocol.

Fig. 9: Structure of the communication between the elements
of the Digital Twin, through the MQTT protocol.

E. Data Storage

The data generated by the wheelchair is not only found
in the monitoring interface, but also stored in a file in CSV
format. This allows the creation of tables from the stored
information and use it for any purpose. The file’s column sep-
aration has a column corresponding to the real date, including
hours, minutes, seconds and milliseconds, another one for the
status of each motor, and another one for the rotation of the
wheelchair around each axis.



V. EXPERIMENTAL RESULTS

A. Preliminary Tests

The system’s operation is based on the control of the
physical entity from the buttons on the remote controller,
which control the movements of the wheelchair’s motors. In
order to test the correct functioning of the DT, a sequence of
commands was executed, from the remote controller, where
the initial state of the wheelchair can be seen in Fig. 10, with
the physical prototype on the left and the virtual entity on the
right.

Fig. 10: Physical and virtual entities in their initial states.

The first command aimed to turn the motors of the front
wheels, so that the wheelchair moved forward. In Fig. 11, it
is possible to observe the state of the physical and virtual
entities, after executing this command. A small delay of less
than a second was noticed between both entities, mostly due
to the configuration of the differential drive controller, namely
the publish rate and maximum acceleration of the wheels. We
can conclude that both entities advanced an identical distance
and, throughout the wheelchair’s movement, the steering state
was also correctly recorded in the monitoring dashboard,
displaying the sentence ”moving forward”.

Fig. 11: Physical and virtual entities after the execution of the
first command.

Next, three other commands were executed concerning the
wheelchair’s steering movement, namely going backwards and
turning left and right. All of them had promising results, since
both physical and virtual entities were in the same position.
The fifth command has to do with the vertical movement of
the seat, which makes it go upwards at a constant speed.
After its execution, the virtual entity correctly replicated the
movement of the physical one and, using the MatPlot plugin in
Fig. 12, it can be observed that the value sent to the seat’s joint
controller topic ”data” is very similar to the value recorded in
the simulator ”process value”, containing only a small delay
in response, derived from the regulation of the PID gains.

The sixth command was identical to the previous one,
but the movement of the seat was downwards. The expected
result was obtained, in which both entities end in the same
position. The last two commands were related to the tilting
movement of the backrest and, after their execution, both the

Fig. 12: MatPlot’s plugin window during the execution of the
fifth command.

physical and the virtual entities were in the same position, as
expected. During the the execution of these eight commands
the generated data was stored in a CSV file, as shown in
Table I.

TABLE I: CSV data recorded after the execution of all
commands

Date Seat Backrest Steering Lat. Axis Long. Axis Ver. Axis
2022-09-14T14:47:24.704Z Stopped Stopped Stopped 0 0 170
2022-09-14T14:47:26.348Z Stopped Stopped Forward 3 0 172
2022-09-14T14:47:27.891Z Stopped Stopped Stopped -1 0 167
2022-09-14T14:47:28.198Z Stopped Stopped Backwards -3 0 167
2022-09-14T14:47:29.225Z Stopped Stopped Stopped 2 0 170
2022-09-14T14:47:31.691Z Stopped Stopped Left 2 0 177
2022-09-14T14:47:31.999Z Stopped Stopped Stopped 1 0 179
2022-09-14T14:47:33.957Z Stopped Stopped Right 0 2 171
2022-09-14T14:47:34.055Z Stopped Stopped Stopped 0 1 169
2022-09-14T14:47:35.289Z Up Stopped Stopped 1 0 170
2022-09-14T14:47:36.727Z Stopped Stopped Stopped 0 0 170
2022-09-14T14:47:38.268Z Down Stopped Stopped 1 0 171
2022-09-14T14:47:39.604Z Stopped Stopped Stopped 0 0 170
2022-09-14T14:47:39.707Z Stopped Forward Stopped 0 0 170
2022-09-14T14:47:41.659Z Stopped Stopped Stopped 1 0 171
2022-09-14T14:47:42.276Z Stopped Backwards Stopped 0 0 170
2022-09-14T14:47:43.919Z Stopped Stopped Stopped 0 0 170

B. External Force Application

This test was performed in order to confirm whether the
virtual entity was effectively replicating the behavior of the
physical entity from the values read by the sensors of the
motors and not from the values that were programmed. To do
this, a scenario was created in which the physical entity of the
chair was pulled with a rope, at a given force, so that it moves
forward without the use of the remote controller. The purpose
of this test is to observe in the virtual simulator whether in
fact the wheelchair assumes the same behavior as in the real
world, and whether the states of the wheel motors are correctly
registered in the monitoring interface.

In the Fig. 13, at the top, it is possible to observe both
entities in their initial state, where the physical one shows
the rope that pulled the wheelchair forward. After applying an
external force, both entities reached their final positions, which
can be seen on the bottom. It is noticed a significant advance,
which confirms that the virtual entity effectively synchronized
the movement with the physical one.

C. Wheelchair’s Rotation Around its Axis

The last test performed on consisted of rotating the physical
entity along the longitudinal and lateral axes, in order to



Fig. 13: Physical and virtual entities in their initial and final
states during the application of an external force.

monitor the wheelchair’s tilt variations and alert the user to
the exceeding of predefined limits. For the rotation around the
lateral axis, an object was used so that the wheelchair was in
a tilted backwards position, as shown in Fig. 14, on the left.
Then the values of the rotation’s variation around the lateral
axis, during the tilt, were recorded, as shown in the graph, in
the same figure, on the right. Similar to the other axes, the
CMPS11 module reads the rotation angle on a scale from 0
to 255, hence the plot’s range of the graph being between -30
and 30, making it easy to visualize. The exact values of the
rotation’s variation angle on the lateral axis were recorded in
a CSV file, as shown in Table II, from which we can conclude
that, in fact, the angle increases with the tilt of the wheelchair
in the positive direction, not changing the other axes values.

Fig. 14: Physical entity and monitoring interface during the
wheelchair’s backwards tilt (lateral axis).

TABLE II: CSV data recorded during the backwards tilt.

Date Lat. Axis Long. Axis Ver. Axis
2022-09-16T11:08:45.172Z 0 0 193
2022-09-16T11:08:45.789Z 2 0 193
2022-09-16T11:08:45.892Z 5 0 193
2022-09-16T11:08:45.994Z 9 0 192
2022-09-16T11:08:46.097Z 12 0 192
2022-09-16T11:08:46.405Z 14 0 193
2022-09-16T11:08:46.508Z 16 0 193
2022-09-16T11:08:46.714Z 19 0 193
2022-09-16T11:08:47.125Z 21 0 193

The remaining tests performed had similar outcomes, in a
way that the monitored tilt variations of the wheelchair, both
on the CSV file and dashboard graph, matched the physical

entity’s behavior. It is also worth noting that a threshold value
was set for both lateral and longitudinal axis rotations. In
every experiment this threshold was exceeded and a pop-up
notification was sent to the user in the monitoring dashboard.

VI. CONCLUSION

The main goal of this project was to develop a digital twin of
power wheelchair, which could monitor some of its parameters
and replicate its behavior, through a virtual simulator. As for
the algorithms developed and tests carried out, it is concluded
that, for the control of the physical entity, everything went
as expected, after the motors had been adjusted to run at a
constant speed and not exceed certain limits. For the virtual
model, the speeds and response frequencies of each motor
were also adjusted, in view of the messages that were sent
by the physical model, which resulted in a valid solution,
given the results of the synchronization tests, since it was
possible to replicate, with some precision, the movements of
the wheelchair. Finally, the developed interface fulfilled its
monitoring functions, as analyzed in the respective tests, and
generated several CSV files that can be later processed and
used by a professional or even by the user of the wheelchair.
As future work, it is intended to port the results obtained to
a real power wheelchair, benefiting from collaboration with
users’ association.
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Abstract— Electric Vehicles (EV) are playing an increasingly 

important role since they offer a solution to many problems the 

transportation industry is now facing. The traction motor 

control system is a crucial component of the electric 

vehicle powertrain, with control strategies dependent on the 

used motor type. In this paper, an electrical vehicle (EV) 

traction system is developed using two squirel-cage induction 

motors (SCIM) that allow the front driving wheels to be driven. 

A Non-Linear Predictive Indirect Field Oriented Control 

(NLPIFOC) strategy, using two speed and current Model 

Predictive Controllers (MPC) with Non-Linear PI (NLPI) 

controllers, is developed and experimentally implemented for 

the EV control. The experimental results of the proposed 

NLPIFOC shows better performances comparing with the 

NLIFOC. 

Keywords— Electric vehicle, SCIM, NLPIFOC, MPC, NLPI 

I. INTRODUCTION

Nowadays, hundreds of millions of vehicles circulate in 
the world and car manufacturers produce more and more each 
year, to satisfy the need for mobility accompanying the spatial 
extension of cities, adding to this the other means of transport. 
the majority of which are powered by conventional energy 
combustion engines. It notes that there is a phenomenal 
quantity of harmful carbon dioxide particles released into the 
atmosphere every day, altering life on earth, significantly and 
negatively modifying the climate. 

In this context, the search for new technology to replace 
the gasoline-powered car is a real industrial challenge. Hence 
the interest in Electric Vehicles (EV), which represent a 
promising alternative to conventional ones powered by 
internal combustion engines, offering the possibility of 
reducing CO2, polluting and noise emissions. 

Due to their significance, EVs must constantly be 
developed, and a variety of mechanical design principles may 
be used to enhance their performance. However, further 
efficiency and range improvements are accomplished by 
optimizing the electrification of the EV powertrain. Motor 
drive technology is a crucial component of the systems used 
in the powertrain of an electric vehicle, such technology needs 
to be given attention and continuous improvement. 

 Electric machines (motors) used in electric cars must meet 
higher performance standards than those used in usual 

industrial applications, including high torque capability, high 
torque and power density, high efficiency, and wide speed 
range. 

The subject of EV control strategies is extensive, and there 
are several ways that may be expensive or have low 
performance. Field Oriented Control (FOC) and Direct 
Torque Control (DTC) can be considered as two most well-
established control methods for EV, but the most popular 
high-performance induction-motor control system is rotor-
flux-oriented indirect field-oriented control (IFOC). This 
method has the advantage of not requiring measurement or 
reconstitution of the flux but requires the presence of a rotor 
position sensor. This position is calculated from the speed of 
the machine and other accessible quantities such as currents or 
stator voltages, which makes the IFOC command very 
sensitive to changes in the parameters of the machine 
determined during the identification and which largely depend 
on the operating conditions (saturation, temperature rise, 
frequency, etc.), any inaccuracy can result in dynamic and 
static degradation. 

Contrary to DTC, IFOC manages the stator current vector 
orthogonal projections on the rotating coordinate to indirectly 
create the required torque and flux, hence the effectiveness of 
IFOC is dependent on the effectiveness of the current 
controllers. Proportional-integral and pulse width modulation 
(PI-PWM)-based [3], hysteresis-based [4], trajectory-based 
[5], and deadbeat-based [7, [8] are some of the most popular 
current control systems. 

Nowadays, many model predictive control (MPC)-based 
control techniques have become more promising and attracted 
the interest of many academics, due to the development of 
powerful and fast microprocessors. In this paper, a Non-
Linear PI (NLPI) current and speed control based MPC-IFOC 
strategy is proposed for the control of two wheels EV traction 
system. 

The proposed NLPIFOC is tested in an experimental 
developed EV traction system using two squirel-cage 
induction motors (SCIM) to drive the two front EV wheels. 

The rest of the paper is structured as follows: The second 
section demonstrates the EV model with the proposed control 
technique. The third section describes the experimental 
implementation of the different control strategies in an EV 

Paper ID - 000070



emulator test bench, compares and discusses the obtained 
results. The conclusion of this paper is presented in the 5th 
section. 

II. ELECTRIC VEHICLE MODEL

In order to implement the proposed control system, the 
development of an architecture of the traction system to be 
controlled is essential, and the determination of all the 
constituent elements of the system represents an essential step. 

For this fact, an electric vehicle with two drive wheels 
driven by two SCIM of equal power is considered. Each of the 
two wheels is mechanically independent of the other, a 
structure which allows the elimination of mechanical 
transmission components, such as the mechanical differential 
and double universal joints. 

The three-phase motors are powered by batteries via 
inverters that allow the application of traction system control 
laws. The model is illustrated in Fig.1. The motors are 
independently controlled using an electronic differential. 

A. Electronic differential

The electronic differential is developed so that both drive
wheels drive at equal speed on straight trajectories unlike 
curved trajectories. It is possible to determine the speed 
references according to the requirements of the driver in order 
to guarantee the stability of the vehicle. When the vehicle 
arrives at the beginning of a curve, as soon as a curvature angle 
is applied to follow a trajectory, the electronic differential acts 
immediately on the two motors by reducing the speed of the 
drive wheel located inside the curve and increasing the speed 
of the drive wheel outside the curve. The angular velocities of 
the driving wheels are as follows: 
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Where: 
,ω ωrR rL : Angular speed of right and left wheels respectively 

(rpm), 

hS : Vehicle linear speed (m/s), 

dR : Radius of the drive wheel (m), 

1= ±k : Corresponds to the choice of wheel direction, (+1) 
for right rotation (-1) for left rotation, 

ω∆ : The speed of the driving wheel imposed by the desired 
trajectory of the driver (rpm); its relation is given by: 
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The correlation between α which is the bend angle given 
by the drive wheel and δ of the actual bend angle of the wheels 
is given by ( dk : gear ratio): 

α
δ =

dk
(3) 

Fig.1. Vehicle geometry and driving wheels control system. 

B. Resistant torque of an electric vehicle

Some elements must be taken into account in order to
calculate the torque necessary for electric cars to overcome the 
resistance forces. These factors are as follows: 

= ×v rrRR W C (4) 

sinθ= ×vGR W  (5) 

×
= vW a

FA
g

(6) 

With: 
RR : Rolling resistance, 

vW : Gross vehicle weight, 

rrC : Coefficient of Rolling Resistance, 

GR : Grade resistance, 
θ : Grade or inclination angle, 
FA : Acceleration force,  
a : Grade resistance, 
g : Acceleration due to gravity (9.81m/s2). 

The Total Tractive Effort can be calculated as: 

= + +TTE RR GR FA  (7) 

So, the needed torque to drive the wheel is: 

τ = × ×f dR TTE R (8) 

fR : friction factor. 

C. SCIM IFOC principle

The mathematical model of a three-phase squirrel cage
induction motor in d-q reference frame can be expressed as: 
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Where: 
,ds qsV V : Stator voltages in the dq axis, 

,ds qsI I : Stator currents in the dq axis, 

,ϕ ϕdr qr : Rotor fluxes in the dq axis, 

emT : Electromagnetic torque, 

ωr : Rotor angular speed, 

ωs : Synchronous speed, 

p : Differential operator, 

J :  moment of inertia, 

= m
r

r

L
k

L
:  Rotor coupling factor, 

mL : Mutual inductance, 

rL :  Rotor inductance, 
2

σ = +s r rr R R k :  Equivalent resistance referred to the stator, 

sR : Per-phase stator resistance, 

rR : Referred rotor resistance per phase, 
2

1σ

σ

τ
 

= − 
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L L R
:  Stator transient time constant, 

sL :  Stator inductance, 

τ = r
r

r

L

R
:  Rotor time constant. 

The current component dsI is proportional to the rotor flux 

( 0ϕ =qr dsI , and ϕ ϕ=r dr ), and keeping it at a constant 

amplitude allows the decoupling between the control of the 
torque and that of the flux. Then, from (14) the control of the 
torque only depends on the q axis stator current ( qsI ) as 

follows: 
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And from (12) the rotor flux can be given as: 
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During steady state ( 0=s ) which implies: 

ϕ =r m dsL I (17) 

Fig.2. Indirect field-oriented control scheme. 

ωs  can be calculated by: 
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ωe : Rotor electrical angular speed. 

From the above cited equations, it can be deduced that
dsI

allows the rotor flux control, and if ϕdr is constant, qsI allows 

the control of the electromagnetic torque as shown in Fig. 2. 

D. Model predictive control

In a predictive control, the selection of the variables to be
predicted depends on the desired objective, the more the 
variables are numerous the more the algorithm is important, to 
select the good control sequence. The design of the inner loop 
current predictive controller is based on the determination of 
the state model from the differential equations (9) and (10), 
note that the time constant of the dynamic model στ is much 

smaller than those of the fluxτ r and of the mechanical model

/cf J . The two-input two-output current model is coupled 
and symmetric, the current control loop, with larger 
bandwidth, influence could be overlooked on the control 
dynamics of the outer speed control loop. 

The system inputs are defined by ,ds qsV V and the two 

outputs are ,ds qsI I , the state space model can be written as: 
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The process of designing the continuous time predictive 
controller from the linearized model shown in equation (19) is 
performed without the use of state observer, the derivatives in 
the state vector are calculated using their first-order 
approximations: 

( ) ( ) ( )− − ∆
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E. Non linear PI control

Many kinds of nonlinear PI controllers can be provided for
solving the problems brought by traditional PI controllers and 
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improving the quality of control, the nonlinear PI controller 
proposed by Han can be built as follow: 

0

( , , ) ( , , )α δ α δ= + 
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u K fal e K fal edt (21) 

Where: 
u :  NLPI output control signal,
e :  NLPI error input signal,

,p iK K : NLPI proportional and integral gains respectively,

( , , )fal x α δ : a nonlinear function defined by:
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Where, α and δ are constants. 
The NLPI controller's concept is to replace linear e  and

0

t

t
edt  combinations with nonlinear ones. The effect of the

nonlinear function is seen in Fig. 3. It can be demonstrated that 
the controller changes to a normal linear PI when 1α =  and 

0δ = . However, selecting various gains results in the 
controller behaving in a new and distinct way. 

The proposed NLPIFOC scheme is presented in Fig.4. 

III. EXPERIMENTAL RESULTS AND DISCUSSION

The established model of the electric vehicle includes two 
identical SCIM for each of the two drive wheels. A test bench 
has been developed for the realization of the various controls 
and control techniques while emulating the various constraints 
encountered during driving and putting all the traction 
elements in conditions similar to reality. The structure of the 
platform developed for this purpose is mainly composed of an 
electric machine control system for the induction motors 
illustrated in Fig. 5, the motors are directly coupled to the 
wheels on the one hand and stress and load simulators. loads 
using a powder brake according to very specific curves for 
well-defined conditions 

Fig. 5 represents the experimental test bench of the electric 
vehicle and its constituent elements are cited in Table 1. 

The experimental results of the IFOC with conventional PI 
speed controller, NLIFOC using the NLPI speed controller 
and NLPIFOC with NLPI speed control and MPC for Ids and 
Iqs currents, applied on a SCIM coupled to a powder brake to 
apply the torque resistive loads, are recorded using dSPACE 
ControlDesk. The behavior of the SCIM is illustrated in Fig.6, 
Fig.7, Fig.8, Fig.9, and Fig.10 showing angular speed, stator 
current, torque, Ids, and Iqs. 

The EV emulation system is subjected to a series of tests 
allowing to see the behavior of the EV and the machines in 
various driving conditions. 

A. Comparing IFOC with NLIFOC

1) Constant speed with variable load: The EV speed
response for the pursuit of a reference of 100 km/h is given in 
Fig.11. The response and settling time of the system with the 
NLIFOC is less important than that of the system with the 
conventional IFOC. At t =16.2 s the machine has been  

Fig. 3. Impact of the nonlinear function ( , , )fal x α δ . 

Fig. 4. Proposed nonlinear predictive indirect field-oriented control scheme 
function. 

Fig. 5. Experimental test bench representing the electric vehicle. 

TABLE I. MAIN EXPERIMENTAL EV TEST BENCH COMPONENTS. 

N° Name 

01 “SMIKRON” inverter 

02 Isolation card with current sensors 

03 Instruments for measuring electrical quantities 

04 Mechanical load torque emulator 

05 SCIM with incremental encoder 

06 “LANGLOIS” powder brake 

07 Voltage sensors and signal adaptation 

08 Acquisition card and signal adaptation for MicroAutobox 

09 dSPACE MicroAutobox II 1401/1511 

10 Acquisition card of MicroAutobox “ds 1541” 

11 Powder brake automatic switching card 

12 Power supply 
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to a load torque for 12 s, the system with NLIFOC is less 
affected by load variations. It can be seen from the curves that 
the vector control with NLPI speed regulator is clearly more 
efficient than the conventional vector control in following the 
trajectory and maintaining the speed when a resistive load is 
applied. 

2) Variable speed with fixed load: The speed curves of
the EV controlled by the IFOC and NLIFOC are illustrated in 
Fig. 12. In this test the motors are subjected to the pursuit of 
a reference of 100 km/h. During the starting phase, the vehicle 
is supposed to roll on a flat ground, on a straight line and 
without resistive load, the reference applied to the motors of 
the vehicle is the same due to the absence of a steering angle. 
At t = 4 s the reference step is applied, the response time using 
the NLIFOC is 0.25 s less than the IFOC and the settling time 
with NLIFOC is 1.2 s less than that of the IFOC. The 
overshoot in the IFOC is greater than 20% while the NLIFOC 
produces an overshoot less than 10%. At the 16th second, a 
20% speed increase is applied followed by a speed decrease 
to reach 80 Km/h, a good behaviour is recorded for both EVs, 
but better results are for the NLIFOC, which ensures a better 
response as well as a better stability. 

B. Comparing NLIFOC with NLPIFOC

1) Constant speed with variable load: The EV follows a
speed reference of 97 km/h, it is started on flat ground, 
straight line and without a resistive load. The NLIFOC and 
NLPIFOC are used. The speed responses are shown in the 
curves illustrated in Fig. 13. the reference unit step is applied 
at t = 5 s. The response and stabilization of the system, when 
using the NLPIFOC, are faster than those of the system with 
NLIFOC. At t = 20 s the machine was subjected to a load 
torque for 10 seconds, the system NLPIFOC is less affected 
by load variations. A slight difference in the EV behavior 
accentuated by a lower overshoot for the NLPIFOC when the 
resistive load is applied, with better speed maintenance.  

2) Variable speed with fixed load: In this test the motors
of the test bench are subjected to a step of 96 Km/h during the 
starting phase, the vehicle is supposed to roll on a flat ground, 
on a straight line and without resistive load, the reference 
applied to the motors of the vehicle is the same due to the 
absence of a steering angle. The recorded response is 
illustrated in Fig.14. At t = 4 s, the reference step is applied, 
the response of the system with NLPIFOC is slightly faster 
than that of the NLIFOC with a lower overshoot. At the 16th 
second a speed increase of 20% is applied followed by a 
speed decrease to reach 80% of the initial speed. The curves 
show a good response of the two methods in trajectory 
tracking with a behavior slightly ameliorated for the 
NLPIFOC. 

Table 2 resumes the major best performances values for 
the different controllers. 

TABLE II. MAIN EXPERIMENTAL EV TEST BENCH COMPONENTS. 

Performance IFOC NLIFOC NLPIFOC 

Response time (s) 0.75 0.12 0.12 

Settling time (s) 3.1 1.7 1 

Overshoot (%) 20 11.5 10 

Fig.6. SCIM speed curve when using IFOC, NLIFOC, and NLPIFOC. 

Fig.7. SCIM stator current when using NLPIFOC. 

Fig.8. SCIM torque when using NLPIFOC. 

Fig.9. Ids current when using NLPIFOC. 
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Fig.10. Iqs current when using NLPIFOC. 

Fig.11. Constant speed with variable load EV speed when using IFOC and 
NLIFOC. 

IV. CONCLUSION

In this paper a Non-Linear Predictive Indirect Field 
Oriented Control (NLPIFOC) with Non-Linear PI (NLPI) 
regulators has been applied for the control of Squirrel Cage 
Induction Machines (SCIM) based Electrical Vehicle (EV) 
experimental test bench. This technique is based on the 
principles of the IFOC and the Model Predictive Control 
(MPC) laws. The experimental results show the behavior of 
the EV in different road conditions. The NLPIFOC shows 
better performance in trajectory tracking, response time, 
overshoot value, and speed holding face to load changing 
condition. 

Fig.12. Variable speed with fixed load EV speed when using IFOC and 
NLIFOC. 

Fig.13. Constant speed with variable load EV speed when using NLIFOC and 
NLPIFOC. 

Fig.14. Variable speed with fixed load EV speed when using NLIFOC and 
NLPIFOC. 
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Abstract—Unbalanced three-phase currents are drawn using 

the conventional current controllers in the electric drive system of 

a permanent magnet synchronous machine (PMSM) with 

asymmetric phases. Consequently, the negative sequence current 

appears, which causes the torque ripple in the PMSM. The torque 

ripple yields the noise and mechanical vibrations in the PMSM 

drive, reducing the reliability, efficiency, and life span of the 

machine. The conventional proportional-integral (PI) current 

controller in a PMSM drive is unable to mitigate the torque ripple 

for the PMSM with asymmetric phases due to its incapability in 

dealing with the unbalanced sinusoidal input stator currents. To 

address this limitation, this manuscript presents an adaptive PI 

resonant (PIR) current controller, which comprises of a PI 

controller in conjunction with the resonant controller and 

harmonic compensation terms in the inner current control loop of 

an interior PMSM (IPMSM) drive with resistance asymmetry. The 

harmonic-based resonant controller part of the PIR controller 

takes care of the harmonic compensation. The saturation of the 

IPMSM and time harmonics are considered during the simulation 

studies to mimic the actual behavior of a motor drive system. A 

significant reduction in torque ripple using the proposed PIR 

current controller compared to a conventional PI current 

controller is demonstrated for a 100 kW traction IPMSM with 

phase asymmetry. 

Keywords—Proportional integral controller, proportional 

integral resonant controller, resistance asymmetry, IPMSM. 

I. INTRODUCTION 

The electric vehicle industry has substantially grown over the 

last decade. Due to the high power and torque density, high 

efficiency, promising control performance, and low 

maintenance costs, permanent magnet synchronous machines 

(PMSMs) are primarily utilized in electric vehicles, wind power 

generators, and domestic appliances [1]. However, due to 

electrical faults, considerable issues in the operation of the 

PMSM occur, namely resistive unbalance fault, also known as 

high-resistance connection and asymmetric phase fault, open 

phase fault and short circuit fault of the stator windings of the 

PMSM. Among various faults, the resistive unbalance fault in 

which the phase resistance is increased while the phase 

inductance remains constant, is a general fault that can appear 

in any power connection of electric machines in industries [2]. 

The combination of impoverished workmanship, different 

lengths of connection cables, temperature and vibration, 

manufacturing tolerances, as well as damage to the contact 

surface due to corrosion and contamination could cause this 

fault. Thus, the resistance imbalance in the PMSM causes 

unbalanced currents, consequently, the ripple in the torque, 

reduced average torque, increased machine losses and 

temperature of the windings, and decreased efficiency and 

reliability [3]. 

The unbalanced currents flow through the PMSM caused by 

the asymmetric phases. To obtain balanced phase currents 

under the PMSM with asymmetric phases, various approaches 

are employed such as external hardware [4] and software-based 

control schemes [5]. In [6], the estimated circuit consisting of 

resistance and inductances can be employed to inhibit the 

unbalanced phase currents. However, this scheme is expensive 

due to the external hardware. 

Due to the unbalanced currents, caused by the phase 

resistance unbalance in the stator windings of the PMSM, the 

positive and negative-sequence current components can appear 

under the traditional current control schemes in the drive system 

[7]. Owing to the interaction of the negative sequence currents 

caused by the unbalanced currents, torque ripple is produced in 

the PMSM. Therefore, to mitigate the ripple in the torque of the 

PMSM, balanced currents without the negative sequence 

currents should be achieved in the system [8]. To address these 

issues the proportional-integral (PI) controller, which is often 

built to respond to DC input signals at the required gain while 

maintaining zero steady-state error, is unable to act [9]. In 
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addition, it involves inaccuracies in monitoring the sinusoidal 

reference signal as well as a diminished ability to reject periodic 

disturbances. Thus, the PI controller does not allow asymptotic 

reference tracing, which is a major drawback. In [10], a grid 

voltage feedforward is also added to the control loop to improve 

the performance of the PI controller for dynamic tracking and 

disturbance rejection. This, however, may cause system 

instability. Therefore, reasonable operation of the PI controller 

is not assured under the unbalanced conditions due to the 

presence of the negative sequence currents, which causes the 

torque ripple in the PMSM drives.  

To mitigate these issues, several research works have been 

presented in [11]-[16]. In [11], the enhanced cascaded direct 

torque control is used to mitigate the ripples in torque and flux 

triggered by the phase asymmetries. The unbalanced phase 

resistances are assessed to avoid the effects of the torque ripple 

of PMSM in [12]. In [13], the ideal proportional-resonant (PR) 

controller, which is also called the special case of PI controller, 

is implemented to mitigate the negative sequence currents 

during unbalanced conditions. Due to the limited bandwidth of 

the ideal PR controller, the non-ideal PR controller is used to 

enhance the performance of the controlled system [14]. The 

harmonic compensator is added to the PR controller for further 

reduction of the harmonics in the torque and currents [15]. 

However, it might be significantly unable to reduce the zero 

steady state error caused by the positive sequence currents. 

Thus, to mitigate these issues, the proportional-integral-

resonant (PIR) controller intends to accomplish zero steady 

state error at DC reference values while also compensating for 

a recognized frequency harmonic disturbance [16]. However, 

this does not consider the harmonics components for the further 

reduction in the harmonic orders in the stator current of the 

PMSM. 

This paper presents an adaptive PIR current control scheme 

which is employed in the electric drive of an interior PMSM 

(IPMSM) that suppresses the ripple in the torque of the machine 

during the resistance asymmetry. The currents caused by the 

unbalanced stator resistances create the torque ripple in the 

IPMSM. To eliminate these issues, the adaptive PIR controller 

is used which consists of the PI controller to avoid the DC terms 

caused by the positive sequence current, and the resonant (R) 

controller to eliminate the AC term that creates the torque ripple 

caused by the negative sequence current component. Moreover, 

the harmonic compensation terms are also added to the PIR 

controller to reduce the various harmonics orders and total 

harmonics reduction (THD) of the stator current of the IPMSM. 

The saturation effects are taken into account using the FEA 

model of the machine and the phases of the machine are fed by 

pulse width modulation (PWM) voltages to consider the time 

harmonics during the simulations.  

II. MODELING OF AN IPMSM WITH WINDING RESISTANCE

ASYMMETRY 

In this section, the mathematical model of an IPMSM with 

resistance asymmetry is derived [17]. The voltages equation of 

a three-phase IPMSM in stationary reference frame is modeled 

as 
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where va, vb, and vc are the stator phase voltages, ia, ib, and ic are 

the stator phase currents, Rs is the stator resistance in each 

phase, and ψa, ψb, and ψc are the three-phase flux linkages in 

phases a, b, and c, respectively. ψm is the permanent magnet 

flux linkage. Laa, Lbb, Lcc and Mab, Mba, Mac, Mca, Mbc, Mcb are 

self- and mutual inductances, respectively. 

From (1), the 3-phase model under resistance asymmetry 

condition can be represented as  
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where ΔRa, ΔRb, and ΔRc are defined as the asymmetric 

resistance term in each phase, respectively. ω, and θ are the 

rotor electrical speed, rotor position, respectively. 

Transforming the model (3) to the dq-model based on the 

extended electromotive force (Eex) model [18]. 
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Where, vd and vq are the d-and q-axis voltages, respectively. Ld 

and Lq are the d-and q-axis inductances, respectively. Similarly, 

id and iq are the d-and q-axis currents, respectively. 

Where, 

( ) / 3ave a b cR R R R∆ = ∆ + ∆ + ∆ and 

( ) ( )ω ω ψd q e d qex e mL L i piE = − − +



Fig. 1.  Phase asymmetry fault inclusion in a three-phase PMSM. 

Fig. 2.  Inductances of studied 100 kW IPMSM extracted by FEA. (a) d-axis 

inductance. (b) q-axis inductance. 
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From (7), the amplitude of 2f is proportional to rms stator 

current rmsi and AR. The phase shift, ψ2f, consists of two parts 

as well. ψi is related to a current vector which can vary 

according to the control procedure and τR, which is normally 

constant, is only related to the asymmetric resistance value. 

Figure 1 shows the resistive unbalance fault in which the 

different values of the external resistance is added to each phase 

that makes the asymmetrical phases of the PMSM. La, Lb, and 

Lc are the phase inductances. 

A 100 kW, 8 pole IPMSM is used in this paper for motor 

drive modeling and analysis. Finite element analysis (FEA) is 

used to determine the d- and q-axis inductances of the machine 

for modeling purposes. The inductance maps of the investigated 

IPMSM in healthy mode are shown in Fig. 2. 

III. PIR CURRENT CONTROLLER FOR IPMSM DRIVE

For the analysis of the IPMSM with asymmetric phases, the 

adaptive PIR current controllers, which are implemented in the 

inner current loop of the IPMSM drive, are employed. A PI 

controller is added to the R controller in parallel which is known 

as the PIR controller. The former controller is used to mitigate 

the DC component which relates to the positive sequence 

currents whereas the later controller is used to regulate the 

negative sequence currents. Thus, the R controller in the PIR 

controller is employed to suppress the negative sequence 

currents for the IPMSM with asymmetric phases. 

Consequently, the torque ripple of the IPMSM can be reduced. 

The PI controller is used in the inner loop of the IPMSM as 

the current controller in the conventional field-oriented control 

scheme. To accomplish the zero error signals between the 

reference and measured currents, a PI current controller is used 

to trace the non-periodic DC current signals. Due to the 

resistance asymmetries in the stator phases of the IPMSM, the 

PI controllers are unable to track the reference signals and it 

makes the system unstable. A PI controller consists of 

proportional and integral terms and its transfer function can be 

defined by 

( )
i

PI p

k
G s k

s
= + (9) 

where kp and ki are the coefficients of the proportional and 

integral gains of the PI controller, respectively.  

To overcome the drawbacks of the PI controller, the PIR 

current controller provides a solution, such as a low dynamic 

response and excessive distortions in the feedback signal during 

the asymmetric phases in IPMSM. Due to the asymmetric 

phases in the IPMSM, the negative sequence currents exist in 

the system that produces the second order harmonic currents. In 

the case of the PI current controllers, due to their limited gain at 

the second order harmonic frequency on the d-q frame, they are 

unable to eliminate negative sequence currents in the motor 

winding. Thus, the conventional PIR controller is employed to 

solve these issues and its transfer function can be defined by 
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where ωe is the electrical angular speed, and kr is the resonant 

coefficient. 

To mitigate the steady state error for the DC current 

component, the integrator (I) controller is utilized whereas the 

third term of (10) represents R controller, which is responsible 

for the double fundamental frequency component. The 

proportional (P) controller is used for the transient response 

[19]. 

The third term of (10) represents the basic transfer function 

of the R controller and it can accomplish the infinite gain at a 

particular frequency, and it is represented in s-domain as 
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Equation (11) can be further improved by adding the 

harmonics term to remove the harmonics in the respective terms 

and it is expressed as 
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where h represents the harmonic order. 

When s = jωe,, the amplitude of the R controller is achieved 

as 
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From (13), it is possible to attain the zero steady state error 

for an AC signal at the resonant frequency due to the infinite 

amplitude of the R controller. However, the resonant frequency 

reduced abruptly if the gain of the frequency is not positioned 

at the resonant frequency.  Due to this limitation, the ideal R 

controller can be enhanced as 
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where ωc.stands for the cut off frequency. 

The controller bandwidth can be extended by increasing ωc. 

Ideally, the better control performance can be achieved with 

larger kr and ωc. However, an overvoltage kr can lead to system 

instability, while a too small or too large ωc affects the 

frequency selecting property. Hence, kr and ωc should be taken 

into consideration properly. 

Figure 3 depicts the black diagram of the enhanced R 

controller used in the PIR controller in which e(s) and y(s) 

represent the current error and output voltage functions, 

respectively, and the transfer function of the R controller is 

represented as 
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Figure 4 depicts the proposed PIR current controller used in the 

electric drive of an IPMSM to mitigate the torque ripple of the 

machine with asymmetric phases. The PIR controller consists 

of the PI controller in conjunction with the R controller. The DC 

signal and AC sinusoidal signals appear in the id and iq currents 

once the resistive unbalance fault occur in the stator winding of 

the IPMSM. The PI controller is dealt with the DC signal and 

the R controller is responsible for the sinusoidal signal. The R 

controller consists of the selected harmonic order to be 

regulated. Fig. 5 shows the flowchart for the torque ripple 

reduction method using the PIR controller. When the resistive 

unbalance fault occurs, the asymmetric stator current appears,  
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1
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2

2ωc
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1
s
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Fig. 3.  Block diagram of the enhanced resonant controller structure. 

Fig. 4.  Block diagram of the drive system with proposed PIR controller. 

Fig. 5.  Flowchart of the torque ripple reduction using PIR current controller. 

which is decomposed into positive and negative sequence 

components. The PI controller is used to regulate the positive 

sequence current component, whereas the R controller is 

employed to regulate the negative sequence current. The torque 

ripple is determined once the stator current is symmetrical. 

IV. TORQUE RIPPLE ANALYSIS OF THE IPMSM DURING THE

RESISTANCE ASYMMETRY 

The asymmetric instantaneous current in a three-phase 
IPMSM with phase asymmetry is expressed as [20] 

0abc p nI I I I= + + (19) 
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where Iabc is the three-phase stator current, Ip, In, and I0 are 

positive, negative and zero sequence current components, 

respectively. 
The phase currents, Ia, Ib and Ic, are transformed into dq-axis 

currents as follow 
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where � and k are the magnitude of positive and negative current 

components, respectively. The terms involving sin(2ωt) and 

cos(2ωt) can be considered as disturbances which have twice 

the frequency of the rotor electrical frequency since id and iq 

should be DC values. To achieve it, the PIR controller is used. 

The electromagnetic torque, Te, of the IPMSM is determined as 

(23), and the torque ripple, Tripple, in the machine is then 

calculated by (24).  
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where Tmax, Tmin, and Tavg are the maximum, minimum and 

average electromagnetic torques, respectively. λm is the 

permanent magnet flux linkage.   

From (23), the ripple in the torque is caused by the d-axis and 

q-axis currents, which are determined by (22). Thus, the torque

ripple can be omitted if the negative sequence current

component is suppressed, which is achieved by the PIR current

controller.

V. SIMULATION RESULTS AND DISCUSSIONS

To investigate the performance of the adaptive PIR current 

controller, a PWM-fed IPMSM drive system with phase 

asymmetry is simulated, incorporating the inductance map of 

the machine extracted by FEA in modeling stage. The external 

resistor is connected in phase between the inverter and IPMSM 

to make the phases asymmetric. The external resistor of 0.1 Ω 

is connected in phase an in this case. The reference iq is 

accomplished through the speed controller of the IPMSM drive, 

whereas the reference id is set to -50 A. In the case of the 

variable load torques, 0.1 Ω and 0.2 Ω external resistors are 

connected in phases a and b, respectively. The parameters of 

IPMSM and inverter are introduced in Table I. Pr, Imax, Irms/phase, 

Vdc, J, fsw, Nr are rated power, maximum current, rated current 

per phase, DC bus voltage, inertia, switching frequency, and 

rated speed respectively. The simulation results using both 

conventional PI and proposed PIR current controllers of the 

PWM-fed IPMSM drive with phase asymmetry is demonstrated 

TABLE I 

PMSM AND INVERTER PARAMETERS 

Parameters Values Parameters Values 

Pr 100 kW Nr  3000 rpm 

P 8 J 0.0297 

Irms/phase 389 A Imax 550 A 

λm 0.64 Wb.T Vdc 360 V 

Ld 18.08 mH Rs 0.0199 Ω 

Lq 35.87 mH fsw 10,000 Hz 

in Fig. 6. Fig.6(a) depicts the stator current in which the PI 

current controllers are employed in d- and q-axis current loops. 

These controllers are unable to mitigate the asymmetric stator 

current due to their limited bandwidth. On the other hand, the 

mitigation of the asymmetric stator current can be seen due to 

the R controllers as shown in Fig 6(b). Fig. 6(c) demonstrates 

the electromagnetic torque in which the torque ripples of the 

IPMSM are 6.5% and 3.4% using the PI and PIR current 

controllers, respectively. It depicts that the PIR current 

controller reduces the torque ripple by 3.1% than in using the 

PI current controller. The electromagnetic torque depends on id 

and iq. As a result, the torque ripple appears due to the ripples 

in id and iq because of PWM switching as depicted in Figs. 6(d) 

and 6(e). In both results, the PIR controller reduces more ripple 

than the PI current controller. The electromagnetic torque 

comparison and torque ripple reduction in IPMSM drive with 

phase asymmetry in various loading levels using PIR current 

controller is shown in Fig. 7. As seen, when the load torque is 

30 Nm, the torque ripple is 10.12% and 5.89% using the PI and 

adaptive PIR current controllers, respectively. Fig. 8 shows the 

THDs of the stator currents in which they are 1.11% and 1.33% 

using the PIR and PI current controllers, respectively. 

It shows that the utilized PIR current controller reduces the 

THD in current by at least 0.32%. 

VI. CONCLUSION 

This paper proposes an adaptive PIR current controller for 

torque ripple reduction in a traction IPMSM with resistance 

asymmetry. The controller consists of the PI controller in 

conjunction with the resonant controller, which is used to 

mitigate the effects of asymmetric stator current and helped 

reduce the torque ripple of IPMSM. In the proposed controller, 

the harmonic-based resonant controller takes care of the 

harmonic compensation.  

Simulation results clearly demonstrated that the PIR current 

controller successfully reduces the torque ripple by 3.1% in 

comparison to the PI current controller. In the case of the 

variable load torques, the torque ripple may get reduced from 

10.12% to 5.89% using the PIR current controller. The 

symmetrical stator currents are achieved also, and the THD of 

the stator current is decreased by 0.32% using the adaptive PIR 

current controller. The drawback of the controller is that the 

variation of the frequency introduces operational difficulties 

and affects the controller. The hardware-in-the-loop system will 

be considered as the future work to validate the proposed 

controller for the torque ripple reduction of an IPMSM with 

resistance asymmetry.  



(a) 

(b) 

(c) 

(d)  

(e) 
Fig. 6.  Simulations. (a) Stator currents using PI current controller. (b) Stator 
currents using PIR current controller. (c) Electromagnetic torque. (d) iq. (e) id. 

Fig. 7.  Torque ripple comparison in various loading conditions. 

Fig. 8.  Harmonics of the stator current using PI and PIR current controllers. 
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Abstract—This paper compares winding function theory 
(WFT) method and finite-element analysis (FEA) method 
simulation results for calculating electromagnetic torque and 
inductances of an outer-rotor, inner-stator field regulated 
reluctance machine (FRRM) for flywheel energy storage 
application under linear condition. Both methods consider the 
salient pole rotor geometry, the stator slot effects, and the stator 
windings distribution. The WFT results are compared with two-
dimensional FEA results. The two methods give approximately the 
same results, but WFT requires less computational time. 

Keywords—electromagnetic torque, finite element analysis, 
inductance coefficients, winding function theory 

I. INTRODUCTION

Accurate self- and mutual-inductances and torque 
calculations are necessary to improve accuracy of the analysis 
of reluctance machines [1]. Because of rotor saliency and stator 
windings distribution, the self- and mutual-inductances of a 
reluctance machine are not sinusoidal [2]. The electromagnetic 
torque produced by this machine presents a pulsating component 
in addition to the dc component when it is fed by sinusoidal 
currents [3]. The rotor position dependence of electromagnetic 
torque and machine inductances can be evaluated by a variety of 
methods including analytical method, finite element analysis 
[4], [5], or winding function theory [6], [7]. Although the finite 

element method gives accurate results, this method is time 
consuming. In the winding function theory approach, the 
inductances of the machine are calculated by an integral 
expression representing the placement of winding turns along 
the air-gap periphery [6]. 

II. COMPARISON OF WFT AND FEA RESULTS

The cross section of the stator and rotor structure of the 
laboratory prototype FRRM was developed in ANSYS Maxwell 
2D. Contrary to typical configurations, this machine employs an 
inner-stator, outer-rotor arrangement as shown in Fig. 1. 

This stator and rotor configuration is beneficial to the 
machine’s energy storage application. The rotor presents a 
simple and robust structure with four salient poles (two pole 
pairs). The stator has full-pitch (180 electrical degrees) 
concentrated coils. Each stator slot is occupied by two coil sides 
(double layer winding). Each of the six phase windings consist 
of 4 coils having 55 turns per coil. The machine’s parameters 
used in both the WFT analysis and FEA are given in Table I. 

It is assumed in both the WFT analysis and FEA that the iron 
in the rotor and stator has infinite permeability and magnetic 
saturation is not considered. 

Fig. 1. Cross section of the laboratory prototype FRRM for flywheel 
energy storage. 

TABLE I. DIMENSIONS OF THE MACHINE 

Symbol Quantity Value 

Dr_outer Rotor outer diameter 190.5 mm 

Dr_pole Rotor pole face diameter 135 mm 

hr Rotor pole height 10.35 mm 

βr Rotor pole arc angle 30 degrees 

Nr Number of rotor poles 4 

g Air gap distance 1.0 mm 

Rs_outer Stator outer radius 66.5 mm 

τs Stator slot pitch 15 degrees 
(mechanical) 

Ncoil Number of coils 24 

Nturn Number of turns per coil 55 

L Active axial length 50 mm 

Nslot Number of stator slots 24 

outer 
rotor 

inner 
stator 
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A. Flux Density in the Airgap

The flux density in the airgap due to the current flowing in
phase “a” is defined to be the product of the winding function 
Na(ϕ) and the inverse airgap function g-1(ϕ – θ) [8]: 

 𝐵 (𝜙, 𝜃 ) =  𝜇 𝑔 (𝜙 − 𝜃 )𝑁 (𝜙)𝑖  (1)

where θr is the angular position of the rotor with respect to the 
phase “a” magnetic winding axis, ϕ is a particular position along 
the stator outer surface, and ia is the phase “a” current.  

The term Na(ϕ) represents in effect the magnetomotive force 
distribution along the airgap for a unit current flowing in the 
winding. The winding function of the phase “a” for the 
laboratory prototype FRRM is shown in Fig. 2. The winding 
functions of the other phases are like that of phase “a” but are 
displaced by 30° (electrical degrees), respectively. 

The inverse airgap function of the FRRM is computed by (2) 
and is shown in Fig. 3 (for θr = 0°). 

 𝑔 (𝜙 − 𝜃 ) =
( )  ( )

 (2)

The inverse airgap function g-1(ϕ – θr) is computed by 
modeling the flux paths through the airgap regions using straight 

lines and circular arc segments [8]. The flux paths due to rotor 
saliency are shown in Fig. 4 for θr = 0°. The corresponding 
length of the flux paths is given by Eqn. 3 where θre is the angular 
position of the rotor with respect to the phase “a” winding 
magnetic axis, ϕe is a particular position along the stator outer 

Fig. 4.   Flux paths due to rotor saliency. 

Fig. 3.   Winding function analysis: 
Inverse air gap function including rotor saliency 
and stator slots effect. 
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Fig. 2.   Winding function analysis: 
Winding function of phase “a”. 
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(3) 



surface, βr is the rotor pole arc, g is the nominal air gap between 
the rotor pole face and stator tooth face, rrpf is the radius to the 
rotor pole face, rrip is the radius to the rotor inner pole, and βm is 
the angle at which the quarter circle arc in Fig. 4 is equal to rrip - 
rrpf. The length of the flux lines for θr ≠ 0 are similar but are 
displaced by θr. 

The flux paths due to the stator slots are shown in Fig. 5 and 
the corresponding length of the flux paths as a function of ϕ, 
gaps(ϕ), is given by Eqn. 4 where ϕe is a particular position along 
the stator outer surface, rs is the stator outer radius, τs = 30 

degrees is the stator slot pitch, and γ is the angle shown in Fig. 
5. Note the stator pole face is 13.03 mm, therefore half of the
stator pole face is 6.52 mm.

γ = (π/2) – arctan(Hs1/((Bs1 – Bs0)/2)) where the slot 
dimensions are Hs0 = 2.01 mm,  Hs1 = 2.01 mm, Bs0 = 4.38 mm, 
Bs1 = 11.68 mm, Bs2 = 3.20 mm, and Bst = 5.73 mm. The total 
stator slot depth is 32.21 mm and the value of the stator slot 
opening is Bs0 = 4.38 mm. 

Based on the previous equations, the airgap flux density 
distributions of radial direction obtained respectively with d- 
and q-axis excitation are shown in Figs. 6 and 8 for winding 
function analysis and Figs. 7 and 9 for finite-element analysis.  

The general shape of the WFT and FEA flux density plots 
are alike, with comparable results at the stator pole faces. 
Dissimilar results occur at the stator pole slots, principally in the 
d-axis flux density plots where the flux density changes polarity 
(at ϕ = 90 degrees and ϕ = 270 degrees). 

The WFT and FEA results compare favorably, with the FEA 
results demonstrating the effects of slot leakage flux. The flux 
density waveforms present higher harmonics caused by stator 
slot openings (1 stator slot opening every 15 mechanical degrees 
or 30 electrical degrees). 

Fig. 6.   Winding function analysis: 
Air-gap radial flux density in d-axis with ia = 1 A  
and ib = ic = id = ie = if = 0 A. 
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Fig. 7.   Finite-element analysis: 
Air-gap radial flux density in d-axis with ia = 1 A  
and ib = ic = id = ie = if = 0 A. 
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Fig. 5   Flux paths due to stator slots. 



B. Calculation of Stator Inductances

According to winding function theory, the general
expression for mutual inductance between two windings “a” and 
“b” is given by the following expression [10]: 

𝐿 (𝜃 ) =  𝜇 𝐿𝑅  ∫ 𝑔 (𝜙 − 𝜃 )𝑁 (𝜙)𝑁 (𝜙) 𝑑𝜙(3)

The self- and mutual- inductances of the laboratory 
prototype FRRM are computed at different rotor positions and 
are shown in Figs. 10 and 11 for WFT and FEA, respectively. 
The ripple which is present in the inductance profiles clearly 
exhibits the stator slot effects, as shown by a notch 
corresponding to a stator slot every 30 electrical degrees. At 
each stator slot, the self- and mutual- inductances decrease as 

expected because the flux path length increases. The FEA self- 
and mutual-inductance profiles exhibit effects of leakage flux 
which is not taken into account in WFT, including when coil 
sides from two different windings occupy a single stator slot 
(double layer winding) as shown in Fig. 1. 

The WFT self-inductance profile is flat at the stator pole 
faces (30 mH). The FEA self-inductance profile exhibits a 17% 
higher value away from the phase “a” concentrated windings. At 
the two stator pole faces adjacent to the phase “a” concentrated 
windings, the FEA self-inductance profile in Fig. 11 exhibits a 
lower value (33 mH) closer to the WFT result (within 10%). 

The mutual-inductance profiles in Figs. 10 and 11 for WFT 
and FEA, respectively, show good agreement, with similar 
magnitudes (within 4%) at the stator pole faces. The FEA result 
has more curvature than the WFT result at the stator slots. 

Fig. 10.   Winding function analysis: 
(a) self-inductance profile of stator phase “a”; 
(b) mutual inductance profile between stator 
phase “a” and stator phase “b”. 
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Fig. 11.   Finite-element analysis: 
(a) self-inductance profile of stator phase “a”; 
(b) mutual inductance profile between stator 
phase “a” and stator phase “b”. 
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Fig. 9.   Finite-element analysis: 
Air-gap radial flux density in q-axis with ia = 1 A  
and ib = ic = id = ie = if = 0 A. 
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Fig. 8.   Winding function analysis: 
Air-gap radial flux density in q-axis with ia = 1 A  
and ib = ic = id = ie = if = 0 A. 
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C. Calculation of Torque

The torque of the laboratory prototype FRRM is computed
at different rotor positions and is shown in Figs. 12 and 13 for 
WFT and FEA, respectively. The stator windings are fed with 
sinusoidal currents (Irms = 3 A) with an electrical current phase 
δ = 45°. The WFT and FEA torque plots compare favorably 
(within 1% at stator pole faces) and are suitable for control 
system design for the flywheel energy storage application. 

III. CONCLUSIONS AND FUTURE WORK

WFT and FEA methods for inductances and electromagnetic 
torque are compared in terms of precision and computation 
times. It is shown that the two methods give similar values of 
inductances, as shown in Figs. 10 and 11, and electromagnetic 
torque, as shown in Figs. 12 and 13. However, the winding 
function method offers considerable simplicity and lower 
computational time. Computation of the self- and mutual-
inductance profiles and electromagnetic torque by FEA at a 
resolution of 1° (360 points) takes 7 h and 50 min with a 2.4 
GHz Intel Xeon processor running on Windows 10 with 16 GB 
RAM. Using WFT analysis, all the inductance profiles and the 
electromagnetic torque are calculated with a resolution of 
360°/1024 = 0.35° within 1 min. With the WFT approach, 
parameters sensitivity analysis and the impact on the machine 
design can be evaluated rapidly (under magnetic linear 
condition). The winding function method can also be used for 
control system design for the flywheel energy storage 
application. 

In general, closed form expressions for end-winding leakage 
are nearly impossible to obtain [10]. Future work includes 3D 
FEA to include end-winding effects. Additionally, when coil 
sides from two or more different windings occupy a single stator 
slot (double layer winding), as is the case with the laboratory 
prototype FRRM, the leakage inductances must be modified 
somewhat since some of the slot leakage flux is common to other 

stator or rotor magnetic circuits. Future work includes 
modifying the WFT inductance calculations to account for these 
effects. This paper assumes concentrated windings. A more 
accurate approximation assumes the winding function changes 
linearly over the stator slot pitch. Finally, scripting in ANSYS 
Maxwell 2D and 3D would improve FEA results sharing and 
knowledge transfer. 
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Fig. 12.   Winding function analysis: 
Calculated torque versus rotor angular position θr 
(δ=45°; Irms = 3 A). 
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Fig. 13.   Finite-element analysis: 
Calculated torque versus rotor angular position θr 
(δ=45°; Irms = 3 A). 
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Abstract— To provide significant energy saving in the air 

and water supply systems, centrifugal fans/pumps are driven by 

variable frequency induction motor drives. To reduce the cost 

of the required energy saving close loop control, the necessary 

expensive flow rate or pressure (head) sensors can be replaced 

by estimators based on the monitored variables of the drives and 

imbedded into the drives’ software. Available estimation 

techniques are based on the steady state experimental or data 

sheet fans’/pumps’ curves which is justified by quasi-steady 

modelling of the fans and pumps. The present paper identifies 

the problem of this approach during transients. It develops 

quasi-steady and dynamical estimators for the flow rate and 

pressure of a centrifugal fan with induction motor drive based 

on the neural networks trained based on the steady state and 

transient experimental data. It uses the referred frequency of 

the stator voltages, the measured rms stator current and the 

estimated input active power of the motor as inputs of the 

estimators avoiding the velocity estimation as in the available 

approaches. It demonstrates better dynamical performance of 

the dynamical estimators with one sample time delayed 

feedback as the additional input which is justified by dynamical 

modelling of the fans/pumps. The details of a specifically 

designed test rig based on the Nicotra-Gebhardt industrial 

centrifugal fan equipped with a three-phase induction motor 

and estimators’ design procedure are explained. 

Keywords—AC Motor Drives Control and Applications; 

Observers and Sensorless Methods; Artificial Neural Networks 

I. INTRODUCTION

Energy saving control in air and water supply systems is 

achieved via using centrifugal fans and pumps driven by 

induction motor drives and it is based on the fact that the 

power consumed for the air/water transportation is 

proportional to the fans/pumps cubic velocity. It can be an 

open loop system which follows some consumption schedule, 

or it can be a close loop system, usually a stabilization 

system, which can accurately track consumers’ demand. In 

the last case it requires corresponding sensors of the flow rate 

or pressure (head) which costs, for low power applications, 

are comparable with the costs of the fans/pumps with the 

driven motors. Therefore, the reduction of the costs for the 

close loop control implementation of the flow rate and 

pressure (head) can be achieved via replacing these sensors 

by corresponding estimators processing the available 

measurements from the electrical drives. It also reduces the 

maintenance costs. 

Usually, the fans/pumps drives implement the scalar 

V/f2=const regulation providing good matching between the 

critical motor torque and the load torque developed by the 

fans/pumps in the whole control range [1], [2]. It does not 

require velocity sensors and the motors are not equipped with 

them. Sensorless motor control more relates to the field-

oriented control and includes the motor velocity estimation 

based on electrical measurements [3]–[6]. Modern industrial 

induction motor drives can monitor (estimate) the shaft 

velocity and shaft power both for the scalar and field-oriented 

approaches. The sensorless control of the centrifugal fans and 

pumps is defined as a close loop control without the flow rate, 

pressure (head) and velocity sensors [7]–[10]. 

Further analysis is dedicated to the estimation approaches 

for the flow rate and pressure (head) based on the available 

cheap measurements in the drives. Since the operation 

principles of the centrifugal fans and pumps are the same, the 

estimation methodologies are the same as well. Note that the 

estimations are impossible for inhomogeneous water or air 

systems because the power at any particular operating point 

will vary greatly depending on the quantity of solid particles 

in the water or air [11]. 

The standard (QP-curve-based) method [12] of the head 

and flow rate estimations of the centrifugal pump utilizes two 

(either experimental or data sheet) pump steady state curves 

for rated velocity: the dependence of the head on the flow rate 

(QH curve) and the dependence of the shaft power on the 

flow rate (QP curve). The main drawback is that this 

estimation is achieved via auxiliary estimations. The 

estimated motor velocity is used to modify the pump’s curves 

and along with the estimated input active motor power 

(because of the PWM voltages) or shaft power to determine 

the flow rate and head from the modified curves. Besides 

there are possible flat regions of the pump curves preventing 

accurate estimations and the affinity laws are not accurate if 

the velocity changes more than 20% [13]. 

A set of experimental curves obtained for different 

velocities can be used instead in the form of look-up tables or 

polynomial or artificial neural network approximations.  

The process-curve-based estimation method [12] is based 

on the process QH curve (the characteristic of the pump load), 

affinity laws and the estimated velocity. The method is 

applicable for the cases when the parameters of the process 

curve are constant during the estimation. 
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Paper [12] also proposes a hybrid method which means 

using the QP curve-based method for an allowed velocity 

range and where the QP curve is not flat, and otherwise the 

process-curve-based method is used. The main challenge of 

the hybrid method is in the selection of the areas where the 

two methods are switched. Note that all estimation methods 

in [12] are based on steady state curves and they are assessed 

only for steady state operation. 

Paper [14] focuses on the accuracy of the QP curve-based 

and the process curve-based methods of estimation. The 

observations provided conclude that usually the data sheet 

QH curves are very accurate and the data sheet QP curves are 

less accurate which causes estimation errors if the data sheet 

curves are used instead of the experimental ones. 

Paper [15] develops the estimation of the head and flow 

rate based on the measured stator current rms for the case 

when the motor is fed from a constant AC voltage source. 

16% flow rate estimation steady state error is reported for this 

approach which is suitable for energy audit technique for a 

high power pump supplied directly from the grid. 

Paper [13] proposes a QH/QP method of estimation. It 

combines a QH method, which in fact means using this curve 

for the flow rate determining based on the measured 

pressure/head and estimated velocity, and the QP curve-

based method. Uncertainty factors are determined for the 

corresponding operating points and the best method is applied 

or an average estimate from both methods is computed. This 

combined method is applicable only for cases with the 

pressure/head measurements. It is validated experimentally 

only in steady states and no dynamics is presented. 

The feature of this paper [16] is that it develops the flow 

rate and head estimation algorithms along with the estimation 

of the driving motor’s velocity and load torque whereas other 

papers assume the motor’s velocity and shaft power 

estimation known. The Extended Kalman Filter is designed 

to predict the motor velocity and load torque. The flow rate 

is estimated via real time solving of a cubic equation in flow 

rate whose parameters depend on the velocity, shaft power 

and head at zero flow rate. The efficiency is assumed to be 

constant restricting the possible sensorless control range. The 

head estimate is computed from the approximation of the QH 

curve whose coefficients depend on the velocity, head at zero 

flow rate and hydraulic resistance of the pump. 

Paper [8] develops a quasi-steady model of a centrifugal 

pump using standard approximations of the QH and QP 

curves with added approximation for the pump efficiency as 

a third order polynomial. The estimation of the flow rate is 

based on the estimated velocity and shaft power using dual 

neural network architecture. 

Paper [17] validates experimentally that in the well-

known quadratic approximation of the QH curves the 

frequency of the motor voltage can replace the velocity with 

sufficient accuracy. However, this is not the case for the QP 

curves. Instead, the paper succeeds in development of a three 

layers feed-forward backpropagation neural network head 

estimator based on experimental data. The estimator is 

assessed during steady states and transients using a specially 

developed pump model. 

Paper [7] designs neural network estimators for the flow 

rate and pressure of a centrifugal fan based on the 

experimental data of the steady state QH and QP curves 

(quasi-steady model) for various frequencies of the stator 

voltage. The velocity estimation is eliminated from the 

algorithm via using the frequency, measured stator current 

rms and active motor power as the inputs of the estimators. 

Like all methods discussed above it is based on steady state 

fan curves and experimentally assessed in steady states only. 

The present paper extends the previous results of the 

authors in [7] via demonstrating the problems of quasi-steady 

estimations during transients and develops artificial neural 

(ANN) estimators based on dynamical data. A specially 

developed test rig and design procedure are explained. A 

comparison of the operation of the quasi-steady estimators 

and dynamical estimators is provided to demonstrate the 

advantage of the proposed technique. 

II. EXPERIMENTAL TESTING OF A CENTRIFUGAL FAN

A. Test Rig Description

Fig. 1.  Functional block diagram of the control prototyping test rig of the 
centrifugal fan. 

The test rig is based on the REM 48-0200-2D-07 

industrial centrifugal fan from Nicotra-Gebhardt (see Fig.1 

and Fig. 2). The recommended operating point is at 1215 m3/h 

flow rate, 680 Pa pressure and 2840 rpm velocity, which 

provides 53.5% efficiency. The fan is equipped with the 0.37 

kW delta-connected Siemens three-phase squirrel-cage 

induction motor 1LA9070-2KA11-Z. The rated voltage is 

230 V, and the rated velocity is 2840 rpm. 

Fig. 2.  The test rig of the centrifugal fan. 

The IRS26310DJ gate driver evaluation board powers the 

induction motor through a two-level full-bridge three-phase 

voltage source inverter (VSI) based on IGBTs. The board also 

includes a single-phase full-bridge diode rectifier and a DC 

link capacitor. The rectifier's input rated voltage is 230 V 

RMS. The inverter's rated continuous output power is 400 W. 

The evaluation board's digital control is turned off. The 

dSpace DS1104 controller board implements the ramp unit 

for the linear frequency reference increase, the V/f2=const 



control algorithm, sinusoidal PWM modulation, analogue-to-

digital conversion of the output voltages of the DC voltage 

sensor (based on LV 25-P) and the stator currents sensors 

(based on LTS 6-NP). The PWM pulses are supplied to the 

board via digital isolators. 

The fan's output is linked to an air duct. A gate is used to 

manually control the output area of the duct from fully open 

to fully closed. The Anemometer HHF141 Omega with the 

turbine installed inside the duct measures the air flow rate. 

The differential pressure sensor Ziehl Abegg DSG2000 

measures the air pressure in the duct. The outputs of both 

sensors are DC voltages converted into digital signals via 

DS1104. The designed ANN estimators are run in real time 

by the DS1104 as well. The experimental data for ANNs’ 

training are recorded through the ControlDesk software. 

B. Experimental Data Acquisition

The gate is used to close the duct of the system. The width

of the centrifugal fan’s duct is 11cm and it has been marked 

for each centimetre as shown in Figs. 3.a and 3.b. 

Fig. 3.  Fan obstruction at position (a) 9 cm and (b) 5 cm closed, 
respectively.  

Fig. 4. Experimental f-Q-H characteristics of the centrifugal fan. 

The steady state data were collected as follows. The 

frequency is kept constant at intervals of 2 Hz between 30 Hz 

and 50 Hz. The gate position varies between 0 and 11 with a 

step of 1 cm for each constant frequency. The obtained 

experimental centrifugal fan's Q-H characteristics are shown 

for 11 various frequencies in Fig. 4. In total, the data base 

includes 132 operating points. For each operating point the 

estimated input active power of the motor was computed 

based on the stator voltage references and measured stator 

currents in α-β stator stationary reference frame, in the 

dSpace controller. The RMS stator current was computed in 

real time based on the measured instantaneous stator currents. 

For the dynamical tests, the fan was started smoothly till 

the frequency reached 50 Hz at a certain gate position. Then 

the frequency was changed by step several times allowing the 

flow rate and pressure to reach their steady state values. Then 

the gate position was smoothy changed which was followed 

by several step frequency changes. The frequency range 

covered is from 47 Hz to 50 Hz and the step changes used are 

either 1 Hz, or 2 Hz or 3 Hz. The step responses were 

recorded with the sample time of 0.0012 s which provides 

more than 200000 recorded points. 

III. ARTIFICIAL NEURAL NETWORK ESTIMATORS DESIGN

In the paper, three-layer feed-forward backpropagation

ANNs are used for all flow rate and pressure estimators, with 

hyperbolic tansig as activation function of the first and second 

layers neurons and purelin for the third output layer neuron. 

The Matlab nntool is used for ANNs design. Bayesian 

Regularization (trainbr in Matlab) is used as a training 

function for all estimators. The gensim Matlab command 

converts the trained ANNs into Simulink blocks used for real 

time implementation in dSpace controller and for simulations. 

We define three types of the estimators based on the 

trained data used. Quasi-steady estimators are the ANNs 

trained based on the experimental data of the 132 steady state 

operating points. The inputs are the reference frequency, the 

measured RMS stator current and the estimated input active 

power of the motor. For the flow rate estimator there are 3, 3 

and 1 neurons in the corresponding layers whereas for the 

pressure estimator these are 5, 5 and 1 neurons [7]. The 

number of neurons in the first and second layers were selected 

iteratively, with the estimation accuracy meeting the ISO 

13348 criteria [18]. The term quasi-steady is borrowed from 

the quasi-steady modelling of the centrifugal fan (without own 

dynamics) which flow rate and pressure are changed 

synchronously with the change of the motor velocity. The 

architecture of the estimators is shown in Fig. 5 and Fig.6. 

Fig. 5.  Quasi-steady ANN estimation architecture for flow rate 

The own dynamics of the pump/fan, additional to the 

motor dynamics, is introduced in the modelling via a 

nonlinear differential equation of first order for the flow rate 

[16]. Respectively, we introduce two types of dynamical 

estimators for the flow rate and pressure trained based on 

experimental transients. The first ones have the same inputs 



as the quasi-steady estimators. The second ones have an 

additional input with the flow rate/pressure estimated at the 

previous ANN sample time to account for the own fan’s 

dynamics. All dynamical estimators have 5, 5 and 1 neurons 

in the corresponding layers. The architecture of the 

dynamical estimators is depicted in Fig. 7 where z-1 denotes 

one sample time delay of the ANN. 

Fig. 6.  Quasi-steady ANN estimation architecture for pressure 

Fig. 7.  Dynamical ANN estimation architecture 

IV. RESULTS

A. Steady State Estimations

The quasi-steady estimators demonstrated a high

accuracy in steady states. The relative error obtained for the 

132 operating points are shown in Figs. 8 and 9. 

Fig.8.  Steady state error between measured and estimated pressure. 

Fig.9. Steady state error between measured and estimated flow rate. 

B. Estimation during Transients

The experimental transients are caused in the fan via step

changes in the frequency as shown in Figs. 10-15 and in the 

middle of the process the gate smoothly changed position 

from 7 cm to 6 cm. These transient data were used for training 

the ANNs. Figs. 10 and 11 show the simulated operation of 

the quasi-steady estimators during the recorded experimental 

transients. It can be observed that these estimators fail to 

accurately predict the pressure and flow rate during 

transients. A sensorless control system based on them must 

be implemented quite slow to be considered quasi-steady.  

Fig.10.  Pressure quasi-steady estimation compared with measured 
pressure. 

Fig. 11.  Flow rate quasi-steady estimation compared with measured flow 

rate. 
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Figs. 12 and 13 illustrate the quality of the dynamical 

estimation without the one sample time delayed 

pressure/flow rate ANN feedback. Although the estimations 

are in general quite accurate, there appear some spikes which 

will cause disturbances in the pressure/flow rate close loops. 

The figures show the simulated estimation during the 

recorded experimental transients used for training. 

Fig. 12.  Pressure dynamic estimation compared with measured pressure 

when inputs are frequency, RMS current and input power.

Fig. 13.  Flow rate dynamic estimation compared with measured flow rate 

when inputs are frequency, RMS current and input power. 

Fig. 14.  Pressure dynamical estimation compared with measured pressure 

when inputs are frequency, RMS current, input power and measured 

pressure delayed by one sample time. 

Figs. 14 and 15 report the results for the dynamical 

estimations with the one sample time delayed pressure and 

flow rate ANN feedbacks. The quality of the dynamical 

estimation is better than for two other types of the estimators. 

The figures show the simulated estimation during the 

recorded experimental transients used for training. 

Fig. 15.  Flow rate dynamic estimation compared with measured flow rate 

when inputs are frequency, RMS current, input power and measured flow 
rate delayed by one sample time. 

C. Estimation during Untrained Transients

Figs. 16 and 17 show the results of the simulated

dynamical estimation with the one sample time delayed 

pressure and flow rate ANN feedbacks during the recorded 

experimental transients not used for training at 8 cm gate 

position. The accuracy of the estimation remains high. 

Further improvement of the estimation will require more 

dynamical training data within the expected control range. 

Fig. 16.  Untrained dynamical pressure estimation.  
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Fig. 17.  Untrained dynamical flow rate estimation. 

V. CONCLUSION

The paper identifies the problem of quasi-steady flow rate 

and pressure estimators of centrifugal fans with induction 

motor drives during transients. It develops quasi-steady and 

dynamical estimators based on the neural networks trained 

based on the steady state and transient experimental data. It 

uses the referred frequency of the stator voltages, the 

measured rms stator current and the estimated input active 

power of the motor as inputs of the estimators avoiding the 

velocity estimation as in available approaches. It shows better 

dynamical performance of the dynamical estimators with one 

sample time delayed feedback as the additional input which 

is justified by dynamical modelling of the fans/pumps. The 

methodology will be the same for any centrifugal fans or 

pumps which can also have different type of duct, but 

individual training data should be obtained. 
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Abstract— This paper proposes a method to identify a 
material of the rotor yoke in a hydrogenerator with the will to 
make a digital twin of it. A model of the hydrogenerator is 
made in the FEA software ANSYS Maxwell from the original 
construction blueprints except that information about the 
rotor yoke material are unavailable. Analytical computations 
limit the number of possible materials comparing results to 
measurements. Simulations by FEA of no-load tests 
characterize the behavior of each materials. Parameters of 
simulation are changed as to approach closer to values 
expected. It will be found that FEA helps to detect 
misconceptions in models. 

Keywords—finite element analysis (FEA), 
hydrogenerators, open-circuit voltage, data analysis, 
electromagnetic modeling. 

I. INTRODUCTION

The cost of shutting down a hydrogenerator is huge, 
whether it is due to a malfunction for condition verification 
tests or for behavior characterization tests. One of the 
objectives of power generation companies is therefore to 
minimize the number of generator shutdowns, or at least to 
prevent a malfunction and so to plan a shutdown, because 
the worst case is to have a forced and unplanned shutdown. 
Finite element analysis (FEA) allows the numerical 
calculation of physical fields (electric, magnetic, 
temperature, mechanical constraints) with precision. It is 
mainly used for small physical systems, because of the long 
computation time and the important resources it requires. 
However, it is possible to model alternators with a large 
diameter as well. Some works show that it is possible to 
characterize parameters of synchronous machines from 
FEA [1] [2]. It is therefore theoretically possible to model a 
complete hydro-alternator and to calculate its induced 
voltages at the stator, the currents, the copper losses in each 
part of the machine, and the leakage flows. [3] creates a 
hydrogenerator model from construction blueprints from 
which several hydrogenerators have been built and are in 
operation today, in order to compare the results of various 
tests between the FEA model and the physical generators. It 
was found that the generators did not perform equally in the 
tests and that the simulated model did not correspond 
sufficiently to any of them. Therefore, the FEA model 
corresponding to the blueprints must be adapted (air gap 
width, equivalent length, BH curves, etc.) to get closer to the 
desired alternator in order to have a numerical twin of it. 

It is possible to identify parameters of a generator (e.g. 
reactances) [1] from an equivalent FEA model, what about 
unknown properties of generator’s parts? Some hydro-
alternators are more than 100 years old and their blueprints 
are no longer available or incomplete. In this paper, the 
authors intent to create an FEA model of a hydrogenerator 
from its construction blueprints, except that the material of 
the rotor yoke is unknown. In order to identify this material, 
a first list of ferromagnetic and non-ferromagnetic steel 
materials used in the manufacture of alternator rotor yoke is 
established. Thereafter, a part of this list is eliminated after 
a series of analytical calculations of no-load tests. Three 
materials remain candidates at this stage, so the FEA model 
of the studied hydro-alternator is created, in order to 
simulate no-load tests of the remaining materials, with a 
variation of the equivalent length for one of them. The study 
does not favor one material over another to be the rotor yoke 
material. 

This paper is organized as follow. A methodology is 
presented in section II aimed to present the different steps 
taken to perform the presented study, the finite element 
model is presented along with the analytical model. In 
section III is presented the analytical calculation along with 
the numerical simulation. Finally, the simulation results are 
presented and discussed followed by a conclusion.  

II. METHODOLOGY

A. The Hydrogenerator of the Study
The synchronous machine studied is a salient pole

hydrogenerator whose main characteristics are presented in 
(TABLE I). Thanks to the geometry of the generator and 
assuming it has no defaults no imperfections, a sixth of it is 
modeled in this work. A 1981 test report on this alternator 
is also available, which provides us with no-load test 
measurements (TABLE II). 

Contrary to [4], air gap and stator shapes are supposed 
to be uniform. The shape impact is not studied here. 

B. The Materials for the Rotor Yoke
A list of 8 materials was made as presented in TABLE

III. based on the use of these materials for rotor yoke
fabrication: 6 ferromagnetic materials and 2 non-
ferromagnetic steels. M4 and M5 are respectively the
materials of the stator yoke and the pole heads. Each has a
non-linear magnetic permeability, which means a voltage
saturation is expected for no-load tests.

Paper ID - 000134



C. Analytical Computations
Analytical calculations were the first tools with which

systems were dimensioned and their behavior predicted. 
These models can be simple or they can take into account 
complex phenomena such as the effects of the presence of 
damping bars [5]. However, it is not possible to take into 
account all the phenomena impacting the physical system, 
because this makes the model too complex to solve. 
Analytical approaches remain a good tool for first 
approximations. 

Ansys RMxprt is a software package that enables 
numerical calculations based on analytical models. By 
providing information on the machine such as, for example, 
the external and internal diameters of the stator and rotor, 
the shape of the poles, the sequence of stator windings, the 
presence of damping bars, RMxprt allows to obtain the state 
of the alternator in nominal operation and a curve of the 
induced voltages in no-load operation. Once the geometrical 
data and material information have been provided, the 
alternator's rated operating state must be indicated too 
(TABLE IV). 

TABLE I. 
Salient pole hydrogenerator under study: main 

characteristics 
Apparent power 370 MVA 
Rated voltage 13 800 V 
Rated Power factor 0.9 
Rated frequency 60 Hz 
Number of poles 54 
Number of slots 612 
Air gap length 32.005 mm 
Inner diameter 12 039.6 mm 
Outer diameter 12 827 mm 
Stack length 2032 mm 
Winding type Wye 
Number of dampers per pole 7 circular 
Type of damper Partial cage 

TABLE II. 
No-load induced voltages from report 

If (amps) 0 141 282 

VNL (pu) 0 0.105 0.215 

If (amps) 423 564 705 

VNL (pu) 0.325 0.435 0.548 

If (amps) 846 987 1128 

VNL (pu) 0.655 0.761 0.850 

If (amps) 1269 1410 1551 

VNL (pu) 0.930 1 1.062 

If (amps) 1692 1833 1974 

VNL (pu) 1.115 1.158 1.193 

TABLE III. 
List of 8 materials 

TABLE IV. 
Rated operation 

Operation type Generator 
Load type Infinite bus 
Rated Apparent Power 370 000 kVA 
Rated Voltage 13 800 V 
Rated speed 133+1/3 rpm 
Operating temperature 75°C 
Rated power factor 0.9 
Winding connection Wye 
Exciter efficiency 100% 
Exciting current 2510 

For each material in TABLE III, the curve of induced 
voltages during a no-load test and the excitation current and 
power factor in nominal operation are noted. No-load test 
errors between simulated data and 1981 report are 
compared. Three air gap widths will be used for these 
calculations: 32.005 mm, 30.005 mm and 28.005 mm, in 
order to observe the impact of this parameter on the induced 
voltages. The air-gap leading to the best-fitting prediction is 
kept for FEA model. Three materials are selected for the 
FEA model from the results of the analytical models, 
considering the no-load test predictions and nominal 
exciting current and power factor. 

D. Finite Element Analysis
The creation of the model is done from RMxprt which

allows, thanks to the geometry and the analytical results 
obtained, to export in Ansys Maxwell a 2D model of the 
machine (Fig.1). Once in the Maxwell software, an external 
circuit is created modeling the pole damping bars and the 
stator phases, as in [6] with Rload = 100 GOhms to model an 
open circuit. 

Since finite element calculations are resource intensive, 
it is too long and too heavy to perform the no-load test 
simulations at each excitating current point for each 
material, despite the reduction to a sixth of the generator. 
Simulated exciting currents are {141; 423; 705; 1269; 1410; 
1551} amps. These points allow to observe the linearity 
zone and part of the saturation zone as well. 

Meshing large hydrogenerators is a challenge because of 
the number of elements it needs. The more elements, the 
longer the simulation [7]. But precision requires small 
meshing elements in damping bars and at surfaces of pole 
heads and stator teeth. The FEA model has 201 795 
elements, combined with a 20ns time step according to eq.3 
in [6] (Nsamples = 36). 

Maxwell plots the signals of the stator currents and the 
induced voltages per phase. The amplitudes of the phase 
voltages are converted into rms values of the line voltage for 
comparison with report data. The values noted are the 
amplitudes once the steady state is established. 

M1 NON-FERROMAGNETIC 
M2 NON-FERROMAGNETIC 
M3 FERROMAGNETIC 
M4 FERROMAGNETIC 
M5 FERROMAGNETIC 
M6 FERROMAGNETIC 
M7 FERROMAGNETIC 
M8 FERROMAGNETIC 



Fig.1. A sixth of FEA model of the hydrogenator studied. 

E. Variation of the geometry
A difference between measured data and simulated data

is usually observed, because of imperfections not taken 
account in the FEA model. To compensate for that, 
geometry is adapted. 

The first parameter to be modified is the air gap width. 
Three lengths are used in simulations: 

- 32.005 mm, air gap from conception
- 30.005 mm, 2 mm are subtracted from the inner

diameter of the stator and 2 mm are added to the
outer diameter of the rotor

- 28.005 mm, 4 mm are subtracted from the inner
diameter of the stator and 4 mm are added to the
outer diameter of the rotor

Various air gap width compensate the heat expansion and 
centrifugal force. [8] 

The second parameter is the equivalent length of the 
model. RMxprt estimates the equivalent length of the model 
at LmRMxprt = 2000 mm. [3] shows the influence of that 
parameter on induced voltages. In case of adjusting the 
equivalent length of the model, if VL,sim < VL,report 
(respectively VL,sim > VL,report) then the equivalent length 
must be increased (respectively reduced). Three lengths are 
used in simulations: 

- 2000 mm, equivalent length estimated by RMxprt
- 2006.6 mm, stacking length of rotor
- 2032 mm, stacking length of stator

III. RESULTS

A. Analytical computation
Fig.2 shows the percentage error of the no-load induced

voltages from RMxprt compared to the no-load induced 
voltages from the report, depending on the three different air 
gap widths, for each material. 

The error varies with the excitation current, with a peak 
at 705A at 32.005mm and 30.005mm. The thinner the air 
gap, the more the error tends to 0. At an air gap width of 
28.005mm, for each material the maximum estimated error 
is lower than 6%, which is considered suitable in the case of 
this work. At 32.005mm, M7 gives the lowest average error 
and M2 the highest. Same at 30.005mm. But at 28.005mm, 
the situation is reversed: M6 leads to the biggest average 
error, M7 the second-biggest average error and M2 the 
smallest. It is therefore M2 when the air gap is 28.005mm 
that gives the best results of all materials and air gap widths. 
Yet, M3 and M5 have a behavior and average error close to 
M2. 

(a) 

(b) 

(c) 
Fig.2. Error between RMxprt estimations of no-load tests and no-

load test from report (a) Air gap of 32.005mm, (b) Air gap of 30.005mm 
and (c) Air gap of 28.005mm. 

Fig.3 shows the excitation current and power factor 
estimated by RMxprt, in per unit versus the alternator 
nameplate data as functions of air gap width and each 
material. Fig.3.(a) is not relevant, because each exciting 
current is estimated 0.15% maximum around the referenced 
value. 

M6 is one of the materials with the highest errors in no-
load test calculations for each air gap width. However, it is 
2%-3% more than the smallest error and for the nominal 
operating values, it provides the best power factor for each 
air gap. 

To summarize, analytical model calculations from 
RMxprt show that the smaller the air gap, the smaller the 
error on the induced voltages. This is why FEA models will 
be at an air gap width of 28.005mm. At this air gap, the M2 
material generates the smallest average error and M6 offers 
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the best power factor. Consequently, these two materials are 
kept for the FEA simulations in the next subsection. 

M2 is a non-ferromagnetic steel with little errors on no-
load estimations and M6 is a ferromagnetic steel with bigger 
errors on no-load estimations but good performance on rated 
operation according to power factor. As the rotor yoke 
material is more likely to be a ferromagnetic material, M3 
is also kept for the following simulations, as a witness: M3 
is a ferromagnetic material and it offers the second most 
little errors for no-load estimations at 28.005mm air gap. M5 
is not chosen because it is the pole material and it is known 
from the blueprints that pole and rotor yoke material are 
different. 

(a) 

(b) 
Fig.3. Rated operation estimated with RMxprt 

B. Numerical calculations by FEA
The three materials selected to perform the FEA no-load

tests are M2, M3 and M6. As a reminder, the simulations 
are done at excitating currents {141; 423; 705; 1269; 1410; 
1551} amps. Fig.4 shows the no-load curves obtained with 
each of the materials and the corresponding error, at each 
current. 

Although RMxprt predicted a difference of less than 6% 
with an air gap of 28.005mm between the no-load test and 
the numerical models, the minimum error obtained here is 
23.95% with M2 for an excitation current of 1551 amps; the 
maximum error obtained is 29.29% with M3 for an 
excitation current of 705 amps. 

(a) 

(b) 
Fig.4. No-load test simulations with an air gap of 28.005mm and an 

equivalent length of 2000 mm 

On one hand, by ascending order, the mean errors are 
 whereas the opposite 

order was expected. 
On another hand, the results between the materials are 

not very different (1% max at equal current). Such an error 
can be partly compensated by changing the equivalent 
length of the model. The default length estimated by 
RMxprt was 2000 mm, it is replaced by the effective length 
of the rotor, i.e. 2006.6mm, then by the effective length of 
the stator, i.e. 2032 mm. As M2, M3 and M6 resulted by 
FEA close no-load operating curves, only M2 is used for 
these variations of the equivalent length (Fig.5). 
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(b) 
Fig.5. Comparison of no-load test simulations with an air gap of 

28.005mm and three equivalent length of the FEA model (2000 mm with 
M2, 2006.6mm with M2 Lr and 2032 mm with M2 Ls) 

The variation of the equivalent length has too little effect 
on the induced voltages in the simulated no-load tests. 
Increasing the equivalent length from 2000 mm to 2032 mm 
is an increase of 1.57%, resulting in an average diminished 
error of 1.12%. 

IV. DISCUSSION

RMxprt predicted a difference between FEA model and 
the report under 6% at the air gap of 28.005 mm, but 
Maxwell gives errors above 20% for no-load test 
simulations. Increasing equivalent length decreases error of 
an equivalent percentage amount, and it is not realistic to 
make an FEA model with an equivalent length 20% longer 
than the stator stacking length. 

Obviously, the FEA model of the studied hydrogenator 
is false, or at least it has a mistake in its definition. The 
model needs to be revised. By verifying properly the stator 
winding sequence, the number of turns and strands in stator 
coils and rotor coils, or by verifying the magnetic properties 
of the stator material and the pole material for instance. 

Yet RMxprt calculations and Maxwell calculations 
show the same behavior of the induced voltages errors in the 
no-load tests, i.e. a peak of error at 705 amps. Also, values 
of induced voltages were close between each material in 
analytical simulations and that fact is still valid in FEA 
simulations. It may suggest that this behavior is independent 
from the rotor yoke material and that if only electromagnetic 
properties are requested, a material could be created to 
respect experimental values. 

V. CONCLUSION
The objective of this study was to identify the material 

of the rotor yoke of a hydrogenerator. To start with, a list of 
eight materials, regularly used in rotor yoke fabrication, was 
provided. Using analytical calculations, the behavior of the 
eight materials during no-load tests and during nominal 
operation of the generator were estimated and compared to 
the actual behavior of the generator, in order to select the 
ones that were the more likely to be the wanted material. 
After different air gaps were tested, three materials were 
selected and were implemented in a FEA model of the 
alternator with which no-load tests were simulated. The 
results were surprisingly far from the expected values, 
compared to the expectations of the analytical models. The 

study is not conclusive on the choice of a material for the 
rotor yoke. 

However, the study remains incomplete because of a 
lack of time. Indeed, not all the initial materials were tested 
in the FEA model and the materials tested with the FEA 
model were not tested at each possible exciting current. Plus 
the model surely has misconceptions, introducing a such 
gap between analytical estimations and FEA results. 
Furthermore, only the no-load tests were performed. A 
complete characterization of a generator model requires 
FEA analysis of short-circuit tests. 

The approach of the study to evaluate a FEA model 
should remain valid in global cases. First estimations with 
analytical models is time saving. Then finite element 
analysis allows more precise simulations providing the 
model is correct. If needed, geometrical adaptations can be 
useful to compensate a small difference between FEA 
model and measurements. 
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Abstract—Generators are vulnerable to torsional stress and
fatigue as the owner of significant generating assets, especially
with the rising installation of series capacitors and HVDC. Series
compensation is necessary for the extra high voltage transmission
(EHV) lines to improve power capabilities. Sub-synchronous tor-
sional oscillations (SSTO) have occurred as a result of this failure
of rotor may occur in variable speed hydro plants equipped with
doubly fed induction machine (DFIM). This article investigates
the impact of sub-synchronous oscillations on DFIM vibration
serving a 250MW hydro plant. The stator current mathematical
model is adopted in this paper to explain the mechanism of SSO
in hydro plant of the proposed system. The research shows that
although series compensation improves power capacity, it also
induces SSTO, which causes torsional stress and fatigue in the
rotor shaft and may rupture it under resonance. A practical
demonstration is carried out in the laboratory to scale down the
transmission line model and evaluate SSO in the 2.2 kW DFIM
system.

Index Terms—Doubly fed induction machine, extra high volt-
age transmission line, torsional oscillation, series compensation.

I. INTRODUCTION

IN recent times, the electric power generation by fossil fuel
burning tends to have a potential impact on the worldwide
climate condition because of air pollution and greenhouse
gas emissions that mainly influence the health of humans
[1]. Moreover, fossil fuels are limited resources; therefore,
the sustainable concern is extensively essential. Thus, the
low-carbon, reliable, and cost-effective energy resources for
electricity are utilized by many countries due to the significant
energy policies [2]. Various renewable energy resources are
currently used in rapidly growing developments, such as ocean
power, solar power, wind power, and hydro-power. Hydro-
power is a rapidly developing source of a system in the present
day. The hydro-power plant is employed using the doubly fed
induction machine (DIFM) system [3]. Moreover, due to the
electromechanical interaction of power system controllers or
series capacitors in the power system, the small-signal insta-
bility is developed by the sub-synchronous oscillation (SSO)
[4]. The complete power system can affect the SSO via the
development of fluctuations, which will damage the electrical
components. There are various types of SSO categorized in
the earlier power system, such as sub-synchronous induction
generator effect (SSIGE), sub-synchronous control interactions

Rs XL

Xc

Xsys

Infinite busHydro Power 

Plant

PCC

Transformer

Fig. 1: IEEE first bench mark of modified hydro system.

(SSCI), and sub-synchronous torsional interactions (SSTI) [5].
Before suitable approach analysis, the type of SSO shall be
estimated for the oscillation category identification and signif-
icant measurement [6]. The hydropower plant is connected
with the grid via transmission line as series compensation
can tend to improve more transmittable power than the well-
known transmission line. This function is required to improve
the ability of power transmission of earlier transmission lines
at the fewer prices in the deregulated power system. Nev-
ertheless, the sub-synchronous resonance (SSR) has created
a great impact on the system due to the factors delaying
the wide usage of series compensation [7]. If this risk is
not prevented, then the system has attained severe damage.
Doubly fed induction machine based variable speed pumped
storage plants (VSPSP) are gaining preference all over the
world (e.g. 800MW PSP, Ohkawachi, Japan; 100MW PSP,
Linthal, Switzerland, 100MW PSP, Tehri, India) since they
offer better energy efficiency at part loads and high dynamic
stability.

The following factors contributed to the prior review of SSO
on torsional vibration in DFIM based energy systems:

• Torsional oscillations may be dangerous because they
cause fatigue in the turbine-generator shaft, which can
lead to the power production unit failure.

• Impact of series combination acting as main source of
Oscillations.

• Delivering inertial reactions during frequency dynamics.
• Increasing generation system dependability.

A. IEEE First Bench Mark Model

The IEEE benchmark model for the study of sub-
synchronous resonance is offered, together with two test issues
for comparison and development of computer programmes [8].
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The IEEE first benchmark of the modified hydro system is
demonstrated in Fig.1. The Variable speed pumped storage
systems play a main role in the recent power system network
for attaining the finest support to the de-carbonization [9].
Moreover, it is highly attractive due to the load balancing,
flexibility, and high amount of energy storage capacity in the
power system. Normally, synchronous machines are used in
large-scale variable speed pumped storage systems [10]. How-
ever, it is feasible for the power system because of a higher
amount of power converters ratings over the machine, and this
can cause increased cost, required space, and size. Therefore,
an asynchronous machine system is combined with the hydro
turbines to improve the system under the 10− 15% of speed
changes [11]. All over the world, the Doubly Fed Induction
Machine (DIFM) lined variable speed pumped storage system
is utilized for better performance. The power converters in
hydropower systems have been faced some challenges in their
operation and configuration [12]. The rotor part back-to-back
converters in DFIM work as an excitation system, and the
reactive, as well as the real power of the machine, is regulated.
During the pumping and generation modes, the DFIM acts as
sub synchronous speed [13]. At the time of these operational
modes, the bidirectional power flow is obtained via the power
converters on the rotor side [14]. Furthermore, different kinds
of analytical tools are used to estimate the risk of SSO, such as
electromagnetic transient (EMT) analysis, eigenvalue analysis
(EVA), and frequency scanning approach [15]. Nevertheless,
the development of power electronics components and inverter
linked sources are creating a complicated dynamic function
to the power grid [16]. Hence, advanced control methods
are developed to improve the computational functions of the
system, such as Enhanced torque complex coefficient tech-
niques [17], Sliding mode controller [18], H-infinity damping
controller [19], Energy shaping controller [20], etc. However,
these methods failed to prove the optimal performance in
hydropower plant systems. Thus, in this work, the model of
a series compensated 250MW of DFIM-based hydropower
plant system is developed using MATLAB/Simulink software.
Then, the SSO that occurs in the hydro-based system is
estimated by the frequency scanning method. In addition,
system modeling is done to identify frequencies of the sub
synchronous oscillation.

B. Series Compensation

Series compensation is necessary for the extra high voltage
transmission (EHV) lines to improve power capabilities. To
put it another way, series compensation lowers the impedance
of the system by connecting reactive power to the transmission
line. The most prevalent uses are extra and ultra high voltage
lines [5]. The rate of real power transfer along a line is denoted
as,

P =
E · V
XL

· Sinδ (1)

The line reactance is decreased from XL to (XL–XC) when
a capacitor with capacitance reactance XC is added in series

Series Compensated Double 
circuit 765KV Transmission 

line 

Series 
Compensation

Grid

Tehri

Tehripool
765KV

180Km

15.75/400KV
(250 X 4 )MW
315 MVA /

20Km

20Km

20Km

GIT1

GIT2

GIT3

Y/
3 x1000 MVA
400/765KV

3 x1000 MVA
765/400KV

XL XcRL

Tehripool
400KV

Fig. 2: Single-line diagram of a practical series compensated
765 kV double circuit extra high voltage lines at Tehri-Meerut,
India.

with it. The power transmission is made possible by,

P =
E · V

XL −XC
· Sinδ (2)

Where XL − XC inductive and capacitive reactance i.e the
total inductance of the transmission line is lowered, but this
has a negative influence on the production of SSO.

C. Sub-synchronous Torsional Oscillations

Analogous oscillations between two or more components
of a power system, such as a turbine generator (TG), a series
capacitor, power electronic controllers, and high-voltage direct
current (HVDC) controllers, are referred to as SSO. IEEE ac-
curately defines the electromechanical interaction between TG
and passive/active components of systems. (series capacitor,
high-voltage direct current, and static VAR) [6]. The electric
network resonance mode fn frequency is given by,

fn = fe

√
XC

XL
(3)

Where XL, XC , fe and fn are inductive reactance ,capacitive
reactance,nominal system frequency and oscillatory mode of
frequency resp. The current is shown as below,

iL(t) = K[

is1(t)︷ ︸︸ ︷
A · Sin(ωst+ ψ1)+

is2(t)︷ ︸︸ ︷
Be(−ζω2t)Sin(ωnt+ ψ2)]︸ ︷︷ ︸

SSO Current Equation
(4)

Where ωst is the frequency of driving voltage and ωn is
frequency depending on network element (SSO frequency).

D. Research Gap

Mohave shaft failure was occurred due SSR as mentioned
in Fig 3. It is most common in transmission systems with
series capacitor compensation. The shaft failure of units at
Mohave Plant in Southern California was first experienced in
1970. The true cause of failure was not identified as SSO
until the second failure in 1971. Reducing series compensation
solved the issue [26]. When applying series compensation to
the DFIM system, the following are the significant limitations
that have been identified in the literature.



Fig. 3: Failure of rotor shaft due to SSO at Mohave [26-27].

• Series compensation may cause power system oscillations
(Sub-Synchronous Oscillations).

• In the case of DFIM, DC-link voltage fluctuations are
caused by sub-synchronous oscillations.

• In academia, a laboratory prototype to check SSO in hy-
dropower fed transmission lines with different variations
of compensation is not available.

E. Paper Objectives and Contributions

Grid stability improvements have expanded the use of
series compensated transmission lines and flexible AC systems
(FACTS). While these contemporary transmission methods
improve system stability, they may have a major influence on
turbine generators because they may cause sub-synchronous
oscillations that are detrimental to the generator. The sub-
synchronous resonance is mainly developed due to the SSOs
in series compensated power network of DFIM in pumped
storage hydro power plant system. This is motivated me to do
this research in this area. In the literature for wind farms, the
SSO analysis on synchronous machines, PMSM, and DFIM is
available. This study is being presented since no SSO analysis
of DFIM-based hydropower systems with laboratory prototype
has yet been attempted. The aim of this research is to check
impact of sub-synchronous torsional oscillation (SSTO) on
vibration of DFIM unit. To accomplish this goal, the following
objectives are stated in this paper:

• To check SSTO for different variation in series compen-
sation of a proposed system.

• Series compensated EHV line with 2.2 kW DFIM system
experimental test rig (Real data from Tehri-Meerut EHV
lines).

• To check impact of sub-synchronous torsional oscillation
(SSTO) on DFIM hydro unit.

F. Organization of the Paper

The paper is outlined as follows: In section II, case study
(Tehri PSPP and EHV Tehri-Meerut EHV lines) is utilized
for the research. System modeling are detailed in section
III. Result and discussion is presented in section IV. Finally,
section V discusses the conclusion.

II. CASE STUDY (TEHRI PSPP AND TEHRI-MEERUT EHV
LINES)

The system is used in this research is located in the Tehri
hydropower complex, Uttarkhand, India. This Tehri Hydro
Development Corporation (THDC) project, which consists of
4×250 MW DFIM based hydro power plant (HPP) units,
is expected to be commissioned. Tehri HPP will generate
1000MW of electricity at 15.75 kV, which will be stepped
up to 765 kV by a 305 MVA generator transformer (GT).
Gas insulated switchgear (GIS) and gas insulated busbar (GIB)
ducts with lightning arrestors (LA), current transformers (CT),
earth switches, and other components with a three-phase run
of 800m in the underground tunnel will transport power at
765 kV from GT to the overhead interface facility. Fig. 2
shows a single line diagram (SLD) of proposed system. Two
765 kV lines charged at Tehripooling to Meerut are evacuating
Tehri HPP (4×250=1000 MW). The 765 kV line is a series
compensated line (FSC at Meerut end, 50% compensation).
Power system oscillations impacting large-rated asynchronous
hydrogenating units are a source of concern for hydropower
project developers and regulators. This work examines how
to test sub-synchronous oscillations impact on rotor-shaft
of a 250MW adjustable-speed pumped storage unit (to be
commissioned at Tehri Dam, India) [21-22]. Globally deployed
renewable power production capacity has altered transmission
and distribution grid properties significantly in recent years,
creating new technical issues in system design and grid
management. The growing scale of hydro turbines and hydro
plants has created some of the most difficult difficulties now
facing power systems engineering such as torsional oscillation
stress on generators [24-25].

III. SYSTEM MODELING

The series compensated network model, the induction gen-
erator, and torsional dynamics are addressed in this section.
In the time domain current waveforms, the R-L-C circuit will
have two components [23].

• A sinusoidal component at the driving voltage’s fre-
quency.

• A damped sinusoidal component whose frequency is
exclusively determined by the network’s elements.

Consider a basic R-L-C series coupled network branch across
which a fundamental frequency voltage is applied.

v(t) =
√
2V sin (ω1t+ θ) (5)

The Laplace transform has been applied to this voltage and
impedance, and the current has been solved by

I(s) =
V (s)

Z(s)
=

V (s)

R+ sL+ 1
sC

=
sV (s)

L

s2 + R
L s+

1
LC

(6)

This result is often written in one of the following formats:

I(s) =
sV (s)

L

s2 + 2ζωns+ ω2
n

=
sV (s)

L

(s− a)2 + ω2
2

(7)
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Fig. 4: Proposed system model of 250MW large scale DFIM based hydro power plant.

Where we define the following: Undamped natural frequency,
damping ratio, damping rate and damped frequency.

ωn =
√

1
L·C

ζ = R
2

√
L
C

α = −ζωn

ω2 = ωn

√
1− ζ2


(8)

To solve for current,

i(t) = K
[
A sin (ω1t+ ψ1) +Be−ζω2t sin (ω2t+ ψ2)

]
(9)

Where,

K =

√
2ω2CV cos θ[(

ω2
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1

)
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1ω
2
2

]2
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(10)

Where, K,A and B are constants. Thus, we see two frequen-
cies in the current response ω1 = The frequency of the driving
voltage ω2 = A frequency depending on the network elements,
θ=phasor angle and ζ=damping coefficient.
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Fig. 5: Overall system integration [29].

IV. RESULT AND DISCUSSION

This section presents and discusses the analytical findings.
A scaled down experimentation test rig of a 2.2 kW DFIM test
unit with series compensated transmission line is tested. The
simulation is carried out of a 250MW DFIM system using
50% series compensation is depicts in Fig. 4.

A. Simulation

In this article, IEEE first bench mark model (Fig. 1) are
used. This system includes a 250MW hydro system that
is connected to an infinite bus through a capacitive series-
compensated transmission line, the characteristics of which are
listed in the appendix. As illustrated in Fig. 5, the integrated
system is simulated. A 50 % series compensation are turned
on at t = 2 sec and Fig. 6 shows oscillations in current when
50% series compensation is applied at t = 2 sec, and the
rotor current is likewise oscillating. Fig. 7 depicts a 20Hz
SSO frequency components, which is inserted on rotor shaft.



Fig. 6: Rotor current torsional oscillations.

Fig. 7: 20Hz SSO frequency components.

B. Experimental Validation

Experimenting with power system oscillations in DFIM
confirmed the simulated obtained findings. The DFIM systems
hardware is connected to the grid through a series compensated
transmission line, and current oscillations, which cause power
and DC-link voltage instability, are observed experimentally.

1) Experimental Setup: An experimental setup in the lab-
oratory with a 2.2 kW DFIM connected to a 415V grid via
a series compensated transmission line, which is presented as
inductors and capacitors, is shown in Fig. 8. Switching pulses
for the RSC are obtained from dSPACE microlabbox 1202.
The switching frequency of 2.5 kHz and dead-band of 6 µ sec
is used for pulse generation. It is shown in Fig. 8 a series
compensated EHV line with a DFIM system experimental test
rig [28].

2) Experimental Results: Experiments were carried out
in the laboratory to demonstrate the effect of 50% series
compensation on SSO. The experimental result shown in
Fig. 9. shows of power oscillations which are growing when
line is connected to compensated line. The variation in the
power with compensation is shown in Fig. 9. In this, 50%

DFIM DC 

Machine

RSC GSC

DC Drive 

Unit

Encoder

dSPACE

MATLAB Code

PC XCXLRL

Grid

Series Compensated High Voltage line

Rotor Position 

Measurement

Fig. 8: Series compensated EHV line with 2.2 kW DFIM
system experimental test rig [30].

Power Oscillations

50% 
Compensation

Fig. 9: Power variation for 50% series compensation.



compensation is given for the line. It has been found that
when compensation is applied to the line, power flow rises
and power transfer capacity improves.

V. CONCLUSION

In this paper, sub-synchronous torsional oscillations in large
rated DFIM based hydro power plant connected to the grid
is examined. The SSO developed by insertion and removal
of series compensation can be converted into SSR, which
eventually results to shaft failure. In order to explore sub-
synchronous resonance, research refers to the IEEE’s first
benchmark model. The performance of the DFIM system with
series compensation for EHV line owing to power system
oscillation is demonstrated in this study. The simulations re-
sults presented in this paper support a 250MW DFIM system
during sub-synchronous operating mode. To check for sub-
synchronous oscillations in the power system, the proposed
technique is evaluated at a 50% compensation level. To test
the SSO of the 2.2 kW DFIM-based series compensated line,
experiments were conducted in the laboratory using a scaled
down model. The proposed analysis will be verified in the
Ansys simulation environment as future scope of this work.
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Abstract—This paper presents the development of an electric 

vehicle (EV) aggregator which has several objectives with 

conflictual constraints. It considers the communication between 

grid operator and aggregator, fair distribution of available energy 

to perform EV to EV and EV to grid energy exchange. The 

algorithm also considers preserving the batteries lifetime against 

intense discharges as well as the customer's preferences in terms 

of unidirectional/bidirectional charging options considering 

minimal state of charge (SoC). Furthermore, the algorithm was 

tested using three different scenarios: full charging capability 

operation, operation under limited resources, and operation in 

V2V and V2G modes. The results show that the developed 

aggregator favor the vehicles recharge with lower SoC, and the 

discharge priority favor the vehicles with the highest SoC while 

respecting the customers’ declared preferences. 

Keywords—EV aggregator, electric vehicles (EVs), vehicle-to-X 

(V2X), vehicle-to-grid (V2G), energy dispatch, fairness 

I. INTRODUCTION

The vehicle-to-X technology (V2X) enables the use of 
electrical energy from plug-in electric vehicles (PEVs) batteries 
as storage to feed other loads and can be economically beneficial 
to a customer. These can be other vehicles (V2V), a house or a 
building (V2H/V2B), or the grid, also known as V2G. The EV 
is thus perceived as a key element in improving the quality of 
energy of the network by its bidirectionality.  Although the 
concept of V2X is relatively new, the concept has been 
successfully implemented in [1] as a pilot project for a fleet of 
school buses in New York. Mobile applications, like presented 
by [2], are developed to make V2G charging more accessible to 
users and to give the grid operator a better view of their dispatch. 

The bidirectional power flow of the connected batteries on 
the terminals poses major challenges, especially when quality 
service to the customer is also a priority. In [3], [4], and [5], the 
authors focus on the economic aspect of aggregation for V2X 
applications to improve the quality of service to the customer. 
The solutions proposed do not necessarily prioritize the 

fluctuating needs of the grid. In [6], an exhaustive study is made 
to evaluate the effects of V2X technology on battery 
degradation and possible solutions to prevent the acceleration 
of their aging. Although, they do not focus their study on the 
quality of service offered to the customer. The authors in [7] 
develop a strategy to schedule the charge and the discharge of 
the EVs that aligns with the needs of the utility that manages 
renewable energies. In [8], the focus is on balancing the 
economic convenience of using renewable energy, and the 
inconvenience caused to the customer due to residual energy 
remaining in the EV. They also address the concept of fairness 
as all EVs that are participating in the program should equally 
be used for the program. In [9], the authors focus on the concept 
of fairness and privacy in V2X applications. In this study, 
fairness refers to the distribution of energy done in such a way 
that both the EV owners and the utility benefit economically 
from the V2G program. Privacy refers to the fact that no critical 
information about PEVs should be exchanged with the EV 
aggregator. In [7], [8] and [9], they perform smart dispatch of 
energy, but they all request the customer to provide the duration 
of connection of the vehicle to the station, which realistically 
can be very restrictive on the client. 

Along this line, the objective of this paper is to design an 
aggregator that manages the utility demand and distributes 
fairly between the PEVs the recharge or discharge power. 
Compared to previous approaches, the aggregator considers 
their respective capacity and SoC without accelerating the 
battery degradation and gives more flexibility to the customer 
by not requesting the duration of their vehicle at the station.  

The remainder of this paper is organized as follows. Section 
II introduces the system model of the EV aggregator. Section 
III explains the aggregator’s overall control process. Section IV 
demonstrates the validity of the results offered by the 
aggregator using three different test scenarios. In section V, the 
findings are summarized, and the possible future lines of 
research are outlined. 
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II. SCHEME OF THE EV AGGREGATOR

The aggregator communicates with two entities: the grid 
operator, and five PEVs. Fig. 1 illustrate the exchange of 
commands and information between them.  

Fig. 1. Scheme of the aggregator 

A. Communication with the grid operator

The grid operator manages the utility energy dispatch and
ensures the quality of energy. It represents a higher level of 
control to the EV aggregator. It interacts with distributed energy 
resources, loads, storage facilities, and others. In the case of the 
EV aggregator, the grid operator commands a certain level of 
power that shall be used to recharge the batteries (Prefrecharge) 
and the one that shall be used to discharge the batteries 
(Prefdischarge). Conversely, the EV aggregator informs back the 
grid operator of the actual conditions of the V2X charging 
station operations, namely the overall key amounts of energy in 
the stations. These include the quantity of missing energy for 
the PEVs to reach the client satisfaction, the total energy 
required to fully recharge all PEVs, the quantity of available 
energy stored in the batteries that can be delivered to the grid, 
and finally, the overall nominal power of the V2X charging 
station.  

B. EV’s characteristics

The characteristics of a PEV necessary to plan recharge and
discharge are transmitted to the EV aggregator. These include 
vehicle characteristics and customer preferences for all PEVs 
present at any time at the charging station. These characteristics 
are described in TABLE I.   

The V2X on and the limit SoC are values that the client 
defines prior to the connection of his EV to the V2X charging 
station. If a client decides to refuse his PEV to be discharged, 
this PEV, then the EV aggregator has only the option to recharge 
the battery or postpone the recharge. The limit SoC defines the 
level at which the vehicle must be charged i.e., the station must 

charge batteries that have a SoC below the limit even if the grid 
is demanding the vehicles to discharge. This will prevent the 
batteries from discharging to a depth of discharge that is too high 
and therefore helps to preserve the battery from degradation, as 
mentioned in [6]. 

TABLE I. EV’S CHARACTERISTICS 

Characteristic Description 

Plug state Indicator if EV is plugged 

Initial SoC Initial SoC when the EV is plugged 

Capacity Battery capacity 

Discharge efficiency 
Ratio of the discharge capacity of a battery to 

the charge capacity in one loop 

V2X on 
Indicator if client agrees to lend his EV’s 

energy to the grid  

Limit SoC 
Minimum SoC requested by the client; it is also 
the limit not to be exceeded during a discharge 

Nominal power 
Maximum power that can deliver or receive the 

PEV 

SoC Present value of SoC (dynamic value) 

III. CONTROL PROCESS

First, the grid operator specifies to the EV aggregator the 
reference power to recharge and discharge the PEVs. In parallel, 
the PEVs sends their characteristics to the aggregator, except for 
the SoC, which is computed separately. This data enables the 
aggregator to evaluate for all PEV their key amounts of energy. 
Then, the aggregator selects the charge mode for all PEVs. 
These values are transmitted to the dispatch unit in the 
aggregator that commands how much power per PEV is sent or 
received (aggregator’s commands). This stage of the operation 
is described in section C. Finally, the key amounts of energy and 
the amount of total power consumed or delivered are sent to the 
grid operator.  

A. Evaluation of key amounts of energy

There are three key amounts of energy that are computed in
this stage of the aggregator operation. The first one is the 
minimum amount of energy required to reach the limit SoC 
requested by the client shown in (1). This value cannot be 
negative. The second is the ideal amount of energy to charge the 
PEV’s battery to 100% as shown in (2). The third one is the 
available energy that can be used to discharge the battery to the 
limit SoC is shown in (3). This value, as energymin in (1), also 
cannot be negative. 

energymin= min�0, capacity × (SOClimit – SoC)� (1)

energyideal = capacity × (100 – SoC) (2)

energyavailable= min�0, capacity × (SOClimit – SoC)� (3)

These values are sent to the grid operator and to the dispatch 
unit of the aggregator that performs the algorithm to dispatch 
fairly the reference power asked by the grid operator. The grid 
operator can therefore have a better overview of the needs for 
energy and storage capacity from the PEV. 



B. Selection of Charge Modes

This stage of the control process determines for each PEV
whether their battery will be recharged, discharged, or on 
standby. A PEV shall be in recharge mode if its SoC is one point 
below the limit. For example, if the limit is 80%, the minimal 
SoC would be 79%. It can only recharge beyond this point to 
reach a SoC of 100% if the grid operator did not command to 
discharge energy. A PEV shall discharge if and only if its SoC 
is above the limit and if the grid operator did command to 
discharge energy. A PEV is considered in standby if its SoC is 
equal to its limit or to the minimal SoC, which would be between 
79% and 80% in the given example. 

C. Unit Dispatch – Control Algorithm

The main objective of this stage of the control process is to
dispatch Prefrecharge and Prefdischarge among all PEVs with respect 
to the customer’s requests and their characteristics. The dispatch 
process is described for situations when all vehicles are 
charging, when vehicles need to exchange energy between them 
and when the vehicles deliver power to the grid, respectively in 
subsections 1), 2), and 3). In  4), the overall process is expressed 
into one algorithm. 

1) Using power from the grid (V1G)
In this situation, the grid operator is not using the energy

from the batteries to support the grid, i.e., Prefdischarge is null, and 
PEVs may recharge their battery to a SoC of 100%. From this 
point, there are two possibilities: either Prefrecharge is maximal 
and equals the total nominal power of the charging stations, or 
Prefrecharge is lower. Prefrecharge is maximal, the principle is based 
on the same as the current way of recharge i.e., vehicles are 
charged at nominal power as they arrive and reach a SoC of 
100% according to the time spent at the station. Prefrecharge is 
lower than the total nominal power, power is a limited resource 
that shall be dispatched fairly among the vehicles according to 
their respective SoC and capacity instead of the charging time. 
This allows PEVs that have a low SoC and/or a big capacity to 
use more power, as they need it more, than the other PEVs. The 
purpose of the EV aggregator is to increase the overall SoC of 
the charging station as fast as possible to allow the maximum 
number of vehicles to exceed their SoC limit and have the 
highest number of vehicles ready to discharge.  

2) Exchanging energy between PEVs (V2V)
In this situation, Prefrecharge is higher or equal to Prefdischarge.

The grid operator commands the EV aggregator to charge 
batteries that have a SoC lower than one point below their limit 
and to discharge the ones whose SoC is above the limit 
simultaneously. The dispatch of power for discharge is based on 
the same principle as the one for recharge. This means that if the 
Prefdischarge is equal to the nominal power of the station, all PEVs 
that gave their consent to operate in V2X mode discharge at full 
power. Otherwise, they discharge fairly to their capacity, and 
SoC: PEVs with the highest amount of available energy 
discharge faster than other PEVs. One way or the other, all 
vehicles that are in recharge mode and discharge mode reach 
their limit at the same time. Overall, this reduces or even 
eliminates the total demand to the grid from the PEVs for 
recharge.   

3) Providing grid support (V2V and V2G)
Unlike the two previous situations where the quality of

service to the client is the top priority for the EV aggregator, this 
case prioritizes the utility needs. It occurs when the grid is 
incapable of providing enough power, for example, during peak 
hours. The grid operator is forced to use energy stored in the 
batteries from the PEVs to feed the grid to prevent a blackout. 
In this case, Prefdischarge is higher than Prefrecharge. The excess 
power is transmitted to the grid. The dispatch for both the 
recharge and discharge would be as described in the previous 
sections. The only case a PEV may not reach the minimal SoC 
is when Prefrecharge is set to 0.  

4) Control algorithm
Since the principle of dispatch is the same for charging and 
discharging, one algorithm shown in Fig. 2 is used to dispatch 
the reference powers to each PEV.  

new_surplus = 0
adjusted = ideal

index = [1:x]

sum = 0
surplus = new_ surplus

idx = [1:x] 

adjusted(i) = 0

adjusted(i) ≤ max(i)
idx(i) = -1

(EV not plugged)

sum += adjusted(i)adjusted (i) = max (i)
surplus += max (i) - adjusted (i)

idx (i) = -1  

i =x
(last value)

new_surplus = 0
remove_idx = remove (idx(i) = -1)

surplus = 0

idx(i) = -1

Length (remove_idx) = 1

adjusted (i) += surplusadjusted (i) += (adjusted (i)/sum) * surplus

adjusted(i) ≤ 
max(i)

adjusted(i) ≤ 
max(i)

adjusted (i) = max (i)
new_surplus += max(i) – adjusted(i)

adjusted (i) = max (i)

End

for i in index

for i in index

YesNo

No

Yes

Yes

No

Yes

No

for i in index

No Yes

No Yes YesNo

i = x
(last value)

Yes

No

YesNo

End

Start

Fig. 2. Control algorithm by the dispatch unit 



The variable “x” is the number of stations where an EV can be 
plugged in. The variable “adjusted” is a matrix 1 by “x” that 
contains the amounts of power that must be delivered or 
absorbed for each PEVs. It is initially set to the values “ideal”. 
They are the powers necessary for all the PEVs to reach at the 
same time the maximum SoC allowed during a recharge or the 
SoC limit during a discharge. If one or more of those powers 
are above the nominal power of the station (variable “max”), 
the excess is added in “surplus”, and “adjusted” is set to “max”. 
The powers below “max” are added in “sum”. The variable 
“idx” is a matrix that indicates which PEV must be adjusted 
with the surplus generated. It is also used to evaluate the 
number of remaining vehicles below “max” in “remove_idx”. 
The surplus is distributed proportionally to the powers of the 
remaining vehicles. This cycle is repeated while no surplus is 
generated. 

IV. RESULTS

This section first presents how SOC is calculated in 
simulation, then the results are discussed. 

A. SoC computation

The refresh of the SoC value for all EVs is computed
periodically every 100 ms. Equation (4), inspired from[10],[11] 
and [12] is a used to compute SoC.  

SoC�t�=SoC�t0� - � ηP

E

t

t0

dτ 
(4) 

In this equation, η refers to the discharged efficiency, also 
known as the coulomb efficiency, P refers to the absorbed or 
delivered power associated with that vehicle in W, and E is the 
total battery capacity in Wh. The SoC shall not change if it has 
reached 100% or if the PEV is in standby mode, and it shall 
never decrease if the client refuses to use the V2X mode. An 
empty charging station will send to the EV aggregator a SoC 
value of -1%. Once an EV is plugged into the charging station, 
the SoC is automatically set to its initial value. From this 
moment forward, the SoC is be updated as the vehicle recharges 
or discharges until the EV is unplugged.  

B. Test Scenarios

The proper functioning of the EV aggregator is tested
through three different scenarios. The first two scenarios help to 
evaluate the ability of the aggregator to manage the recharge and 
discharge cycles separately. They will perform for a duration of 
2.5 hours with four PEVs. TABLE II.  presents characteristics 
that are set for those scenarios.  

TABLE II. EV’S CHARACTERISTICS FOR SCENARIO 1 AND 2 

EV 

Time 

plugged 

(hrs) 

Capacity 

(kWh) 

SoCinit 

(%) 

SoClim 

(%) 
V2X 

Power 

(kW) 
η 

1 [0, 2] 80  70 80 0 

50 0.9 
2 [0, 2] 80 50 80 1 

3 
[0.5, 
2.5]  

90 45 90 1 

4 
[0.5, 
2.5]  

70 45 70 1 

The last scenario aims to validate the functioning of the EV 
aggregator when it receives commands to recharge and 
discharge simultaneously. The characteristics for scenario 3 are 
in TABLE III.  The duration is 2 hours for five PEVs with the 
same stations and discharge efficiencies. Their capacities are all 
80 kWh. Only EV1 does not accept the V2X option. The initial 
SoC and SoC limits are in TABLE III.  

TABLE III. INITIAL SOC AND SOC LIMIT FOR SCENARIO 3 

EV 1 2 3 4 5 

SoCinit 

(%) 
20 40 40 80 80 

SoClim

(%) 
100 90 80 80 70 

1) Scenario 1: Operation at nominal power

 In this scenario, the grid operator commands the EV 
aggregator to recharge the vehicle present for the first hour at 
full power and to discharge at full power for the second hour. In 
Fig. 3, the results in blue refer to the power from one EV. When 
it is positive, the EV is recharging and when negative, the EV is 
discharging. The results in orange represent the EV’s SoC.  

As soon as an EV is plugged in, it consumes 50 kW from the 
grid.  EV1 and EV2 reach both a SoC of 100% approximately 
17 minutes apart, which reflects their difference of 20% in their 
respective initial SoC. As for EV3 and EV4, they both charge 
for the last half hour of recharge, but only EV4 reaches a SoC 
above its limit. At t = 1 hour, the EV’s SoC is 100% for EV1 
and EV2, 84% for EV3 and 78% for EV4. From then, only EV2 
and EV4 will discharge to their respective limit as EV1 cannot 
discharge (V2X not allowed), and the EV3’s SoC is too low to 
be discharged. At t = 1:30, EV1 and EV2 are unplugged, as 
shown with their SoC equal to -1%. 

Fig. 3. Power and SoC per PEV – scenario 1 

The results prove that the aggregator evaluates the levels of 
energy in the batteries properly and always selects the right 
mode of charge with respect to the EVs’ characteristics, leading 
to an accurate computation of SoC. The SoC does not drop 
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below the limit, thus ensuring that the battery is protected from 
accelerated degradation. 

2) Scenario 2: Operation at 75% of Nominal Power

 In this scenario, the grid operator commands the aggregator 
to recharge the vehicles present for the first hour at 75% of its 
maximum power and to discharge also at 75% of its maximum 
power for the second hour. This small modification will enable 
the dispatch unit in the aggregator to distribute fairly the limited 
power of the PEVs. The results are in TABLE IV.  and Fig. 4. 

At t = 0:00, the power is distributed according to the 
weight of the SoC from EV1 and EV2. This distribution is ideal 
since the SoC is not too far apart, and the power is lower than 
50 kW for both EVs. At this rate, their battery would reach 
100% together. At t = 0:30, EV3 and EV4 are plugged with a 
much lower SoC than EV1 and EV2. Ideally, EV3 and EV4 
would receive a power higher than what the station can provide 
to recharge fully at the same time as the other two EVs, but it is 
limited to the nominal power of the station. The surplus is 
distributed fairly among EV1 and EV2 to still reach a SoC of 
100% at T = 0:54. 

TABLE IV. CURRENT SOC AND POWER FOR SCENARIO 2 

Time 
SoC (%) Power (kW) 

EV1 EV2 EV3 EV4 EV1 EV2 EV3 EV4 

0:00 70.0 50.0 -1 -1 28.13 46.88 0 0 

0:30 89.5 82.6 45 45 18.75 31.23 50 50 

0:54 100 100 76.9 76.9 0 0 50 50 

1:00 100 100 84.7 75.9 0 -50 0 -25 

1:14 100 86.8 84.7 70.0 0 -50 0 0 

1:21 100 80.0 84.7 70.0 0 0 0 0 

Fig. 4. Power and SoC per PEV – scenario 2 

For the second hour, at t = 1:00, only EV2 and EV4 are 
allowed to discharge because V2X mode is not allowed for EV1 

and EV3’s SoC equal to 75.9% is lower than the minimal SoC 
requested by EV3. EV1 and EV3 remain on standby until they 
are unplugged. EV2 discharges at full power because its SoC is 
20% away from its limit compared to EV4, with only 5.9% of 
its limit. The remaining 25 kW is delivered by EV4, which will 
reach its limit early because of the compensation at t = 1:14. 
Lastly, EV2 reaches its limit at t = 0:21. 

The results of this second scenario during the first hour 
prove that the dispatch unit in the EV aggregator distributes as 
possible the available power during a recharge period. As for 
the results for the second hour, they prove that the EV 
aggregator also distributes fairly the available power to 
discharge among the vehicles that are allowed to discharge. 

3) Scenario 3: V2V and V2G Operation

The reference powers schedule from the grid operator is
shown in Fig. 5. During the first 45 minutes, PEVs may only 
recharge. In the following 45 minutes, PEVs will discharge or 
recharge according to their characteristics. Finally, in the last 
30 minutes, PEVs may again only recharge. The results of this 
scenario are presented in Fig. 6 and Fig. 7.  

Fig. 5. Commands to the EV aggregator from the grid operator – scenario 3 

For the first 30 minutes (t = [0, 0.5]), all PEVs have access 
to maximum power from the grid. The gradients of their SoC 
are identical, and their respective power is 50 kW. From then, 
during the next 15 minutes (t = [0.5, 0.75]), the grid operator 
limits the accessible power for the PEVs. EV4 and EV5 have 
their recharging power reduce fairly as their SoC is higher than 
the other PEVs. During the period 0:45 to 1:00 (t = [0.75, 1.0]), 
the grid operator commands to discharge 50 kW and to recharge 
150 kW. Overall, this means that PEVs that can discharge are 
providing the first 50 kW, and the grid may provide 100 kW in 
surplus to feed the PEVs in recharge. In this case, all EVs, 
except for EV1, are discharging with respect to their 
characteristics as EV1 is charging at 50 kW. The 100 kW from 
the grid is not necessary to achieve customer satisfaction which 
is why the total power generated by the EVs is 0W. During the 
next 15 minutes, the grid operator commands to discharge 150 
kW, and to charge 50 kW. This means that the PEVs in 
discharge mode are discharging 100 kW to the grid and 50 kW 
to the PEVs in recharge mode. During this period, EV1 reaches 
its minimal SoC. Also, EV2 and EV3 discharge to their limit. 

0 0.5 1 1.5 2

Time (hrs)

-200

-100

0

100

200

300
Commands from grid operator - Scenario 3

Pref
recharge

Pref
discharge



Fig. 6. Overall Power and SoC – scenario 3 

Fig. 7. Power and SoC per PEV – scenario 3 

For the next 15 minutes, the grid operator asks to discharge 50 
kW and recharge 150 kW. Only EV4 and EV5 continue to 
discharge to their limit. The other EVs are not authorized to 
recharge as their SoC is already at their minimum, and the grid 
operator is still asking the PEVs to discharge. They remain in 
standby mode. For the last half hour, all PEVs are allowed to 
recharge with respect to their SoC. EV3, EV4, and EV5 are 
recharging at full capacity as they have a lower SoC. The rest 
of the power is given to EV1 and EV2. The SoC of their battery 
reaches 100% early. Then, EV3 and EV4 have their battery 
fully recharged, and finally, EV5 finishes to recharge fully.  

V. CONCLUSION

It has been demonstrated that the developed electric car 
aggregator can optimally manage the charging and discharging 
of several vehicles fairly in normal operating conditions, i.e., 
once the charging and discharging commands have been 

received from the grid operator. More precisely, three scenarios 
were tested to validate the different components of the 
aggregator, including the key energy levels, the selection of 
charging modes, and the dispatch of the reference power to the 
PEVs. Also, the SoC for all PEVs never drops below their set 
limit, thus preserving the battery from accelerated degradation. 

For future research, improvements could be made to the 
presented aggregator models such as to offer the possibility of a 
premium recharge to the customer. This option prioritizes 
charging the customer's vehicle at maximum power regardless 
of the battery charge level. 
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Abstract—The DC-Bus Signaling (DBS) is a proven method 

to coordinate different agents in a microgrid, using the DC-

voltage of the microgrid as a communication signal. The droop 

control applied in a dc-microgrid leads to an error in the voltage 

regulation of the microgrid, while the power sharing among 

converters in such microgrid is achieved. By using the voltage at 

each node of the grid as the DBS signal, the behavior of the 

different agents in a microgrid can be managed. In this paper 

the DBS technique is used to coordinate conventional 

generators, Energy Storage Systems and loads in a microgrid. 

The control laws proposed are tested in an experimental 

microgrid. 

Keywords— DBS, dc-bus, microrgrids, power, sharing, droop, 

load, management 

I. INTRODUCTION

Microgrids are the future of the power generation [1], since 

can integrate different types of small-scale generators, mainly 

from renewable sources, in cooperation with conventional 

mid/big-scale generators [2]. Also, the intelligent 

management of loads [3,4] and energy storage [5] are key 

features of microgrids. A proper management of generators, 

loads and storage systems leads to greater grid quality, 

reliability and lower exploitation costs and CO2 emissions. 

The agents (generators, loads, storages) of a microgrid are 

distributed among a physical area but these agents must work 

together to keep the power of the microgrid robust and stable 

[6]. However, the communication link between agents is a 

critical issue, due to costs, delays, and reliability [7]. 

Droop control [8] is the most common control technique 

used in microgrids’ generators. The operation of distributed 

generators under droop laws leads to a degradation in the 

voltage accuracy. Also, the power sharing is a critical issue. 

Consequently, a huge number of papers dealing with 

communications have been published, with the objective of 

reduce the voltage error and improve the load sharing among 

converters. However, the communication links increase the 

cost and reduces the reliability of the overall system. 

So, it is desirable that any agent of the microgrid can work 

based on terminal values (i.e., DC voltage of the microgrid). 

The DC Bus Signalling method (DBS) is widely used to 

coordinate the different types of generators and loads in a 

DC-microgrid [9-11].

In this paper different control laws for a DBS-based DC-

microgrid are proposed. Each law suits the special 

characteristics of the different agents in a microgrid. Thus, a 

fully decentralized power sharing algorithm performs the 

voltage regulation of the microgrid. No master modules or 

communication links are required. Contrary to the frequency 

in AC systems, the node voltage is no global measure but a 

local parameter, providing information about the state-of-

charge of the node, i.e. a low voltage stands for high load, 

while a high voltage stands for poorly loaded node. 

II. DC BUS SIGNALLING (DBS)

The DBS method stablishes the voltage error of the 

microgrid as a reliable communication link between 

converters. By using terminal values any converter can adjust 

its operating mode [10]. In the literature, the master converter 

usually stablishes the microgrid voltage and other converters 

operate according to the voltage level. For instance, the diesel 

generators in a microgrid will only operate under certain 

voltage level, remining idle for voltages above that level. 

Some variations of this method were proposed [11]. 

DBS method has been demonstrated to be a reliable 

communication method in such situations were microgrid 

voltage regulation is not a critical issue. This is usual due to 

the presence of dc/dc power converters in any agent 

connected to the microgrid. Sometimes, the voltage error is 

used to stablish the operating mode of the agents in the 

microgrid. 

The IEEE Standard 1547 stablishes a microgrid voltage 

variation between 0.95 and 1.05 p.u. as the voltage limits for 

control loops. For instance, the voltage of a 450 V microgrid 

can swing between 427.5 VDC and 472.5 VDC under normal 

circumstances. Various works try to use communication links 

to reduce this voltage error down to very low values [12], but 
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this is far beyond the objective of the standard. 

The DBS technique takes advantage of this voltage 

deviation and uses it as an indicator of the microgrid status. 

Moreover, due to the resistive behaviour of the power 

transmission lines, the voltage of each node serves as an 

indicator of the node state-of-load. Voltages near the higher 

limit (approximately 470 VDC) indicate that this node of the 

microgrid is loaded only with a small amount of the available 

power. Voltages near the lower limit (approximately 430 

VDC) indicate that the load is close to the maximum capacity 

of the node. Thus, the agents of the microgrid can decide how 

to act according to the voltage measured on its own output 

(terminal values). 

III. PROPOSED CONTROL TECHNIQUE

The voltage swing of the microgrid voltage is divided into 

different working areas, as shown in table I (microgrid 

nominal voltage: 450 VDC). Variations around its nominal 

voltage (+/-10 VDC) are considered normal operation mode, 

and the microgrid is operating at mid-power. In such 

scenario, there is enough power to feed the loads in the 

generators. If the voltage falls below the -10 VDC deviation, 

the microgrid generators are still powering the loads, but its 

power capacity is almost reached. If the loads demand more 

power, the microgrid generators could not be able to provide 

it. On the contrary, if the voltage is above the +10 VDC 

deviation there is light-load condition in the microgrid, and 

the generators have a great amount of available power. 

TABLE I 

MICROGRID VOLTAGE WORKING AREAS 

Microgrid voltage Description 

VN-20 V < VMICROGRID < VN-10 V 

(430 VDC < VMICROGRID < 440 VDC) 

The power demanded by 

loads is almost equal to those 
available in generators 

VN-10 V < VMICROGRID < VN+10 V 
(440 VDC < VMICROGRID < 460 VDC) 

Mid power operation 

VN+10 V < VMICROGRID < VN+20 V 
(460 VDC < VMICROGRID < 470 VDC) 

Great amount of available 
power in the generators. 

A. Conventional generators

The conventional generators, seen in the dc-microgrid as

DC sources, will operate as power sources dependent of the 

microgrid node voltage (terminal voltage value). The 

operation range is the full-voltage range (430-470 VDC) with 

a linear behaviour. For voltages above 470 VDC the power 

delivered is zero (0%), while for microgrid voltages below 

430 VDC the output power is maximum (100%). Fig 1 depicts 

the control law that represents this behaviour. 

Fig 1: DBS control law for conventional generators 

Thus, the converter behaves as a power source (current 

source controlled by a power control loop) controlled by the 

DBS method using a lineal control law. There is no voltage 

loop. Hence, the microgrid voltage is not directly controlled, 

but it will be stablished in the point where the power injected 

into the microgrid equals the consumption of the loads. The 

addition of more converters in the microgrid does not change 

the control law, but an extra power injection (new converter) 

increases the microgrid voltage and, thus, a reduction in the 

power delivered by the rest of the converters, leading to a new 

operating point. Fig 2 depicts the inner control loop of the 

conventional generators; the control law generates the power 

reference, then, the current reference for the duty-cycle 

control loop is calculated. A saturation is also included in the 

current reference calculation for security issues. 

Fig 2: Power control loop based on DBS 

Due to the resistive characteristic of the wires in a DC-

microgrid, the nodes with a higher load will exhibit a lower 

voltage. Since the DBS stablishes a direct relation between 

voltage and power, the power sharing among generators 

won’t be accurate but those placed near to the higher loads 

will deliver a greater amount of power, thus reducing the 

power losses in the wiring. The problem may arise if the full 

load of a microgrid is concentrated in a point so far from the 

most powerful converters; but this is not a realistic scenario, 

since the loads in a microgrid tends to be distributed. 

B. Plug-in Electrical vehicle (PEV) and other energy

storage systems (ESS)

Microgrid can suffer from lack of peak-power capacity

under certain circumstances due to its limited number of 

generators, for instance during motor start-up or heavy 

transients in general. 

The high storage capacity of the Plug-in electrical vehicle 

(PEV) must be considered in the microgrid planning as an 

Energy Storage System (ESS), which can provide support 

during heavy power transients. But the massive integration of 

the electrical vehicle in the microgrids is a major challenge 

due to its high-power demand. Thus, the correct scheduling 

of its charge/discharge performance is a key-factor in 

microgrid’s robustness 

The vehicle-to-grid (V2G) concept states that the charge of 

the PEV battery must be scheduled, according to the 

microgrid capacity at any moment. Also, a fully charged 

battery can be partially discharged to provide support to the 

microgrid, performing as an energy buffer to serve the 

microgrid. This is the main concept behind V2G and Vehicle-

to-Building (V2B) terms [13,14]. 

The key point is to charge the battery of the PEV when the 

microgrid is under low-load (high microgrid voltage, >460 

VDC), thus the PEV does not affect the microgrid maximum 

peak-power capacity. The PEV must, then, be ready to return 
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a certain charge to the microgrid if the load is reaching the 

full capacity of the node of the microgrid (low microgrid 

voltage, <440 VDC). In the mid power operation, the PEV 

battery is not charged/discharged, reserving the available 

power for the normal microgrid operation. 

The ESS will work under the control law shown in Fig 3. 

A node voltage around the nominal value sets a zero-power 

reference for the ESS. A high voltage value sets a charging 

current, higher as the microgrid available power increases, for 

instance, when there is a huge amount of photovoltaic energy 

injected in the microgrid. A low voltage value sets a 

discharging current, higher as the microgrid available power 

decreases. Steady-state high-power scenarios must be 

planned in the generation capacity, but transient scenarios 

must be overcome with the support of ESS. The State-of-

Charge (SoC) of the ESS stablishes limits for the maximum 

current to be supplied/drawn from the battery. Hence, the 

maximum charge (Pch-MAX) or discharge (PDIS-MAX) power of 

the PEV battery will be adjusted, even dynamically, 

according to the ESS SoC.  

Fig 3: DBS control law for PEV and energy storage devices 

In case of full-battery the PCH-MAX value is set to zero, then 

the converter won’t charge the battery. On the contrary, 

below a certain value of SoC, the PDIS_MAX value is set to zero, 

then the converter won’t deliver any energy to support the 

microgrid. 

C. Loads

Along with generators and ESS management, the loads can

be managed to provide the microgrid robustness against 

power peaks. 

Loads can be classified into critical and non-critical ones. 

Critical loads must be powered all the time, while non-critical 

loads can be disconnected when there is not enough power 

available in the node of the microgrid. By using the DBS 

technique in each load controller, the status of the microgrid 

node is estimated and the load can decide itself to 

connect/disconnect. 

The critical loads must be connected or disconnected from 

the microgrid only according to its needs. A correct design of 

the microgrid must guarantee enough power to feed these 

loads. This is usually done by means of diesel power 

generators, running only during critical scenarios. Examples 

of critical loads are lighting or computers. 

The non-critical loads can be disconnected from the 

microgrid if the voltage is too low, since the microgrid is near 

to collapse. As soon as the microgrid power capacity is 

increased (for instance, because of a critical-load 

disconnection) the non-critical loads can be connected again. 

Examples of non-critical loads are water heaters or air 

conditioners. 

Moreover, various priorities for loads can be defined. The 

authors propose a division of two levels for critical loads 

(levels 0 and 1), and two levels for non-critical loads (levels 

2 and 3). Table II shows the trip voltage for the different type 

of loads. For stable operation a hysteresis of ±1V in a VDC 

filtered measurement is proposed for loads 

connection/disconnection. 

TABLE II 

PRIORITY LEVEL FOR LOADS 

Microgrid trip voltage Description 

Level 3: non-critical loads 
(V > 445 VDC) 

Non-critical loads that can be connected 

when there is a great amount of power 

available in the microgrid. 

Level 2: non-critical loads 

(V > 440 VDC) 

Non-critical loads that generate only a 

small inconvenience if disconnected for 
some time. 

Level 1: critical loads 

(V > 435 VDC) 

Critical loads that can be disconnected, if 

necessary, with a limited inconvenience 

Level 0: critical loads 
(V > 430 VDC) 

Critical loads that cannot be disconnected 

from the microgrid. Disconnected only if 

the microgrid is about to collapse. 

IV. EXPERIMENTAL RESULTS

A. Microgrid structure and equipment

The proposed DC-microgrid to validate the DBS technique

has 2 nodes, with 3 power converters (overall power of 10 

kW) connected as shown in Fig 4. Different loads are 

connected in the nodes. Both, converters and loads, work 

according to its terminal’s voltage, using the voltage of the 

microgrid nodes as a microgrid status indicator (DBS). The 

dc-bus is defined as a 450 VDC +/- 20 V.

Fig 4: Physical structure of the tested microgrid. 

The transmission line between nodes 1 and 2 has a nominal 

power of 7 kW (15,5 A/450 VDC) and a total length a 200 m. 

Hence, the required section in the wiring is 2,5 mm2 (material: 

aluminium). The inductance of an electrical low-voltage 

transmission line can be estimated as 318 µH/km [15], so it 

can be neglected in low-voltage microgrids, since its length 

is limited, and the inductive part of the impedance is much 

lower than the resistive one. 

The power converters used for the experimental validation 

are three AC/DC switching converters with an output power 
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of 3 kW and 4 kW respectively. An electronic load (Chroma 

63205A-1200-200) and fixed value resistors are connected in 

the nodes to emulate different load transients. The line 

impedance is simulated by means of a planar 2,7  resistor. 

The physical test setup is shown in Fig 5. All the equipment 

is connected by means of the experimental microgrid of the 

Industrial Electronic Systems Group (GSEI) of the 

Polytechnic University of Valencia (UPV) [16]. 

Fig 5: Experimental setup 

B. Conventional generators (DC power sources)

In the first test the three DC power converters are 

programmed as conventional DC power sources with the 

DBS control law shown in Fig 1. 

The load profile used in this test is shown in Fig 6. An 

initial load of 2.7 kW@450 VDC at node 2 is used (draining 

the 30% of the full microgrid power). Then, a load of 4 kW at 

node 1 causes a severe power-up step. After a while, the load 

at node 1 is disconnected, causing a power-down step.  

Fig 6: Load profile for testing DBS DC power sources. 

Fig 7 depicts the stable behaviour of the output currents 

and voltage at the microgrid nodes of the power converters, 

when only the 2.7 kW load is connected. Converter 3, 

connected to the same node as converter 2, delivers a slightly 

higher current because its higher power rating. Converter 1, 

connected to the node 1, is far away of the load, so its current 

delivered is lower than those connected near the load (its node 

voltage is, also, higher). The power losses in the transmission 

line (2,7 ) are 4,6 W. If converters 1 and 2 were fully 

balanced and deliver the same current, such power losses 

would be 10,8 W, doubling the inefficiency of the power 

transmission system. 

Fig 7: Performance of the microgrid under 30% of the full power 

(73,3@node2). 

The tests of the power transitions (Fig 8 and Fig 9) show 

how stable and fast behaves the DBS technique (the voltage 

transition lasts only 20 ms in both experiments). Note that the 

current waveforms depicted are the output of the DC power 

converters, not the inductor current. Hence, the current ripple 

is due to the output capacitor. 

Fig 8: Positive power step (30% to 70% of the full power). 

Fig 9: Negative power step (70% to 30% of the full power). 
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C. Plug-in Electrical vehicle (PEV) and other energy

storage systems (ESS)

In the second test the DC power converters 1 and 2 behave

as conventional DC power sources (of 3 kW each one) with 

the DBS control law from Fig 1. The converter 3 (4 kW) 

works as an ESS of a PEV, with the DBS control law shown 

in Fig 3. The load profile used is shown in Fig 6 and it’s the 

same of the previous test. 

The performance of the converters is shown in Fig 10. The 

voltage at node 2 is 441.6 VDC, therefore, according to the 

DBS law depicted in Fig 3, the ESS (converter 3) is in idle 

state and does not deliver any power. When the power 

consumption is incremented the ESS delivers power to 

provide support to the microgrid. During the power-up step 

transient (Fig 11) the ESS reaches a steady state operation in 

less than 40 ms. 

Fig 10: Performance of the microgrid under 30% of the full power 

(73,3@node2). 

Fig 11: Positive power step (30% to 70% of the full power). 

At the end of the power-down step transient (Fig 12) the 

ESS returns to idle state. The voltage and current transients 

are smooth and stable. 

Fig 12: Negative power step (70% to 30% of the full power). 

D. Plug-in Electrical vehicle (PEV) and other energy

storage systems (ESS) discharge behaviour

Since the batteries are not infinite energy reservoirs, the 

power delivered by the ESS must be reduced as the time 

passes and the battery is discharged. The ESS are only a 

transient power support for the microgrid, not a permanent 

one. The configuration of the converters is the same as in the 

previous test, but the ESS converter (converter 3) emulates a 

full discharge from 100% to 0% in 30 seconds (Fig 13).  

This test begins with a 3.7 kW load in node 2 and the 

support of the battery is not required, then the 4 kW resistive 

load is connected to node 1 and the ESS begins to deliver 

power to the microgrid. The power delivered by the ESS 

decreases with the SoC of its battery. Once the ESS is fully 

discharged, converters 1 and 2 must assume the full-load 

power. The dynamic variation of the maximum power of the 

ESS shows a stable behaviour. The integration of this control 

technique with the DBS DC power sources results in a 

smooth operation. 

Fig 13: Battery discharge emulation. 

E. Load priority levels

The last test (Fig 14) will probe the system with a pair of

DBS DC power sources (converters 1 and 2) and an ESS 
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(converter 3). The ESS converter emulates a full battery 

discharge in 30 s time. As in the previous test, the initial load 

is 3.7 kW@450 VDC in node 2 and the ESS is in idle state. At 

certain time a 2.4 kW load is connected in node 1 and the ESS 

delivers power to the microgrid. The load of node 1 is 

supposed to be a level 1 load, that must be disconnected at 

voltages lower than 435 VDC. 

As the battery discharges, the ESS reduces its power 

delivery. Hence, the power delivered by converters 1 and 2 

increase as the voltage decreases. When the voltage at node 1 

falls below 435 VDC, the 2.4 kW load self-disconnets and 

avoids the collapse of the microgrid. 

Fig 14: Load priority levels emulation. 

V. CONCLUSION

This paper presents a control technique based on DBS for 

agents of a DC microgrid. The control law proposed for the 

different agents in a microgrid (generators, ESS and loads 

suits the requirements of the different agents and improve the 

robustness of the microgrid. 

Tests has been carried on an experimental microgrid showing 

satisfactory results, with smooth transient response for the 

microgrid voltage and good stability. The power sharing 

depends on the distance to the load (i.e. the wiring resistance). 

The power converters near to the load delivers more power 

than those farther, thus reducing the power losses in the 

transmission lines. 
The DBS technique proposed has been proven a suitable 

alternative to coordinate, with no communication link, 
different agents in a microgrid. 
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Abstract—This paper presents a novel, highly compact direct-
injection modular universal power flow and quality control topol-
ogy exclusively using lower power components. In addition to con-
ventional high-voltage applications, it is particularly attractive for 
the distribution grid down to low voltage as it can exploit the latest 
developments in low-voltage high-current semiconductors. The 
distribution grid is under immense pressure due to rapid growth of 
high-power loads and sources, such as vehicle chargers and photo-
voltaic installations, which can locally overload lines and generate 
both over- and under-voltage conditions in the same grid section so 
that conventional voltage adjustment through transformer tap 
changers fails. In contrast to conventional universal power flow 
and/or quality controllers (UPFC, UPQC) or soft-open point (SOP) 
circuits, the concept both eliminates any injection transformer, 
which is large, costly, and limited in dynamics and the need to con-
vert the full grid power. The presented direct-injection circuit ex-
ploits the recent developments in high-current low-voltage transis-
tors. The centre piece is a low-voltage module connected in series 
with each phase, which is floating with the grid voltage so that it 
only needs to deal with a small voltage difference between its out-
puts and can maintain that condition also under fault currents of 
several kiloampères. Due to the low-impedance of the distribution 
grid, only a few volts are sufficient to control several hundred am-
pères in active and reactive current in a loop. In contrast to com-
mercially available transformer-injection-based SOP solutions with 
often considerable additional loss, the injection modules have al-
most negligible additional impedance (< 4 mΩ). 

Keywords—Mesh current control, power flow control, power 
quality, distribution grid, unified power flow controller (UPFC), 
unified power quality conditioner (UPQC), soft open point (SOP), 
direct-injection universal power and quality controller (DI-
UPF/QC). 

I. INTRODUCTION

As a previously mostly mechanical and simple electromag-
netic system with a well-defined mostly unidirectional power 
flow from the higher-voltage generation and transmission to 
lower-voltage distribution and consumption, our electrical en-
ergy grid is undergoing an immense transformation. In addition 
to the formerly clear power-flow conditions, conventional toler-
ant and inert loads (grid-connected motors and pumps, light, 
heating, etc.) as well as energy sources (large generators) are in-
creasingly replaced by rapidly-responding feed-back-controlled 
electronics [1, 2]. This transformation also needs the grid to re-
spond to the changes with appropriate elements. In the high-volt-
age grid, electronification for higher controllability and in-
creased capacity has been initiated as such a response already 
decades ago and even standardised and codified in the flexible 
ac transmission system (FACTS) catalogue [3-9]. 

The distribution system, however, is still widely uncontrolled 
and in many places also just marginally monitored compared to 
the high-voltage grid. Sometimes more than even the medium-
voltage grid, the low-voltage grid is under particular pressure. 

Rapidly increasing distributed photovoltaic generation with 
growing power levels even in residential set-ups introduce gen-
eration into the distribution grid, which  can bypass the monitor-
ing of utility companies, have rapid control response, and typi-
cally cannot contribute to the short-circuit capacitance, while 
also (electronic) loads increase in power, with more and more 
powerful public and personal vehicle chargers or the increasing 
electrification of heating systems with heat pumps [10-15]. 

The widely uncontrolled installation and operation of such sys-
tems can lead to undesired power flows that locally overload 
lines, e.g., when one or several powerful photovoltaic installa-
tions feed vehicle chargers in the vicinity, bypassing any substa-
tion and monitoring. In addition to local overload and conges-
tion, unintended power flows can concurrently cause over- and 
under-voltage conditions in the same grid segment. Such voltage 
violation can be strong enough to locally leave the typical ±5% 
or even ±10% bands [16]. With both conditions in the same 
branch and even at the same time, transformers with tap chang-
ers or electronic equivalents are no solution [16, 17]. Increas-
ingly meshing the low-voltage grid and installing switches that 
are normally open (normally open points) can improve the situ-
ation to some degree, but still require notably more information 
about the present flows than are available at the moment and the 
resulting flow is still passive [18-20]. Furthermore, such rela-
tively static and binary connections can export the problem to 
the next grid level, unnecessarily increasing loss. 

In high-voltage grids, universal power flow controllers (UP-
FCs) are a well-established part of FACTS and allow, in addition 
to power quality improvement, also the accurate control of 
power flows in rings [6, 21]. Soft-open points (SOPs), either im-
plemented as ac-to-dc-back-to-ac converter for the full power 
flowing along the line or UPFC, are intensively studied and 
tested to solve the issue [22-24]. Furthermore, these circuits may 
serve for mitigating power quality problems under the label 
unified power quality conditioner (UPQC) [25, 26]. 

If UPFC, UPQC, and soft open point circuits do not convert 
the entire power, i.e., full grid voltage and entire current, from ac 
to dc and back to ac to more or less re-establish the grid on the 
other side, they traditionally consists of a common dc link, a 
shunt voltage source converter, and a series voltage-source con-
verter, coupling to the transmission line through transformers on 
both sides [27]. The converters can, use any known converter 
technology, such as simple two-level or neutral-point-clamped 
inverters for lower voltages or modular multilevel converters for 
higher voltages [28-33]. However, the bulky series-injection 
transformer is an essential element of most known solutions and 
often dominates the electronics with respect to size. The series-
injection transformer needs sufficient thermal and magnetic rat-
ing for the full line current and additional losses, which leads to 
large installations. Furthermore, these transformers have very 
limited dynamical response so that the compensation of higher-
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order harmonics is lossy or impossible [34, 35]. Due to these 
massive disadvantages, recent research aims at eliminating 
transformers [36-41]. However, the suggested solutions then 
typically need to deal with the full line voltages and currents. 

This paper proposes a novel circuit for UPFCs, UPQCs, and 
soft open points. The circuit principle allows active/reactive 
power compensation, harmonics reduction, voltage vector ad-
justments, and active as well as reactive power flow ampli-
tude/direction control. It is applicable to both high-voltage and 
low-voltage applications. The use of latest high-current low-
voltage semiconductors is particularly attractive for meshed low-
voltage grids, where it can control the flow at nodes or in loops. 
The proposed topology does not use any grid-connected low-fre-
quency transformers, neither in the shunt part nor in the series 
injection. Due to the omission of any grid-frequency transform-
ers, the circuit can achieve unparalleled power density and re-
sponse dynamics.  

II. CIRCUIT TOPOLOGY AND PRINCIPLE OF OPERATION

The system configuration is shown in Fig. 1. It uses a full-
grid-voltage but low-current shunt grid front end feeding a 
shared dc link from which three bidirectional dc/dc converters, 
one per phase, acting as power supplies for the core element of 
the circuit, specifically three floating high-current low-voltage 
series modules. The series modules can inject a vectorial voltage 
into the line voltage to adjust the phase voltages or control the 
current flowing across that point. 

The design leverages on our previous work on modular float-
ing, high-voltage low-current, and low-voltage high-current cir-
cuits [42-49]. The proposed concept uses a grid-voltage low-cur-
rent supply and low-voltage high-current modules floating with 
the line potential. The reduction of the problem to these two volt-
age–current ranges exploits the development of power semicon-
ductors of recent years driven by consumer electronics, appli-
ances, and the automotive industry to achieve enormous power 
density and dynamics [50, 51]. 

The circuit design further combines several concepts to 
avoid both shortcomings of the prior art, specifically (1) bulky 
low-frequency transformers and (2) electronic components that 

need to have both high current and high voltage ratings at the 
same time. Due to the relatively low impedance of the grid, al-
ready a rather small voltage difference in a loop can already drive 
rather large currents and powers with a series injection. For low-
voltage distribution grids, sufficient driving voltages can be as 
low as 5–10 V [13, 37, 52]. Furthermore, the voltage is nowhere 
allowed to leave a ±10% window anyways, limiting the neces-
sary amplitude even under severest conditions. 

Still, the entire grid current has to be lifted or reduced by the 
injected voltage. These currents can reach hundreds of amperes 
under normal conditions and kiloampères during faults for the 
example of a low-voltage grid. The fault currents are typically 
primarily limited by the short-circuit impedance of the feeding 
transformer, potentially reduced further by line impedances. 
Without any ground connection, the floating modules only need 
to generate and control the small voltage difference and the cur-
rent (Fig. 1). The power actively injected or extracted, on the 
other hand, is low to moderate for power-flow control, while 
power-factor correction and harmonics compensation do practi-
cally not involve any active power beyond compensating losses 
and are compensated by either the module or the shared dc link. 
Thus, the power of the supply and shunt circuit will need to con-
nect to the grid voltage like any simple conventional power sup-
ply, but the current is low to moderate. 

As outlined above, the circuit contains two parts, specifically 
an isolated power supply with parallel grid interface and a float-
ing series injection module. For four-quadrant operation and 
control power flow from a higher-voltage to a lower-voltage 
feeder, a bidirectional power supply is required. We suggest a 
shared active front end (AFE) and a shared dc link in combina-
tion with one bidirectional resonant dc/dc converter per module 
for isolation and to reduce the voltage of the shared dc link to the 
module supply voltage level. The AFE can serve as a highly dy-
namic shunt converter following known concepts [53]. Moreo-
ver, it absorbs or supplies active and reactive power to the dc link 
of the floating module. The shared dc link behind the AFE allows 
different asymmetric load conditions on the AFE and the module 
side while power can be exchanged between the phases.  

The isolated dc/dc converters do not need tight voltage con-
trol so that LLCs can transfer the voltage of the shared dc link 

Fig. 1. Circuit configuration of the transformerless direct-injection UPFF/QC, e.g., for soft open points. 
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with a fixed voltage ratio from the grid-level higher voltage to 
the module-level lower voltage. The isolation allows each mod-
ule to float with its corresponding line potential. Although prac-
tically any isolating bidirectional dc/dc topology suffices, an 
LLC provides high efficiency in resonance, low electromagnetic 
interference, and a relatively constant voltage ratio also under 
open-loop operation [54-56].  

As the centre piece, one floating module supplied through a 
dedicated dc/dc converter is in series with each grid phase. Each 
module contains a dc capacitance, a transistor H bridge, and at 
least one grid inductor. As the floating modules follow the elec-
trical potential of their dedicated phase and do not have any elec-
trical connection to ground or the other phases, the local voltages 
are small, e.g., below 48 V for low-voltage grids. In the case of 
low-voltage grids, the modules accordingly are exclusively low-
voltage units and can use low-voltage capacitors and transistors. 
Driven by automotive and consumer electronics, latest field-ef-
fect transistors (FET) offer exceptional high-current capabilities 
below 100 V [50, 51, 57]. For the medium-voltage distribution 
grid, the necessary module voltages fall well within the semicon-
ductor ranges for electric vehicle drive trains and industrial 
drives. Each floating module can inject a series voltage into the 
corresponding phase, notwithstanding the notably higher voltage 
to ground.  

The floating design allows the modules to control large 
power flows with only a fraction of that power, injecting or ex-
tracting only the necessary difference voltage and associated 
power. Furthermore, the direct electronic interface without any 
transformer enables current and/or voltage control with a wide 
bandwidth into the kilohertz range. Overall, the modules handle 
the full grid current but with only a fraction of the grid voltage, 
which is sufficient to control the power flow, shift the phase, or 
inject/absorb harmonics. The dc/dc converters are already ex-
posed to less power and only need to provide the power injected 
into the grid (from pushing current from a lower-voltage to a 
higher-voltage feeder) and losses (from phase-shifting or har-
monics injection) or remove the power extracted from the grid 
(from slowing down the current flow from a higher-voltage grid 
segment to a lower-voltage one) with the output side at the mod-
ule dc voltage, e.g., 48 V here, and the input on the grid level, 
e.g.., 650 V. The AFE component it not new and can follow 
known topologies as well as control principles from the prior art. 
It only converts the net real power left after the shared dc link 
capacitor and moderate current levels.  

III. OPERATION RANGE

If different feeders or branches of a grid loop is connected to 
the two sides of the floating modules, the grid on each side can 
have different amplitude and phase. According to the phasor di-
agram in Fig. 2, the floating module can bridge the difference 
between two grids to stop current flowing or run a very con-
trolled flow between the two grid connections. 

For a compensation of the voltage difference, the floating 
modules at each time instance generate exactly the difference be-
tween the two grid voltages. In consequence, no current is flow-
ing. If the floating modules undercompensate the voltage differ-
ence (and/or shifts it in phase), a residual current is flowing from 
the slightly higher voltage side to the lower voltage one. Under 
voltage control, the resulting current depends on the grid imped-
ances, whereas current control can regulate them directly. Fur-
thermore, the floating modules absorb the power of voltage dif-
ference times the currents flowing across them in their low-volt-
age dc links. This energy is transferred back to the shared high-
voltage dc link by the LLCs. By injecting energy from their dc 
links, the floating modules can even reverse the direction of 
power flow by figuratively pumping active (and/or reactive) cur-
rent against the voltage potential through setting a larger (and/or 
phase-shifted) voltage between both than the nominal voltage 
difference between left and right side.  

Consequently, the floating modules’ dc-link voltage con-
strains how large the amplitude and phase difference between 
two grids or grid segments can be so that the system can still 
bridge the gap in between. Fig. 3 illustrates the operation range. 
The actual grid voltage Vg is defined as the average of the left 
and the right grid voltage (i.e., Vg = ½(V(left) + V(right))) to avoid 
defining a nominal side so that the system and the plot are sym-
metric. With over-modulation, the range can be extended beyond 
the outer limit [58]. However, over-modulation would neces-
sarily inject harmonics and therefore may rather serve as a fall-
back option if in exceptional cases larger voltage amplitude 
and/or phase differences need to be bridged. 

For our experimental setup of 230 V nominal effective grid 
and 48 V floating-module voltage, the specific limits would be 
34 V and 8.49° (48 V and 12° with over-modulation), which well 
exceed the grid voltage tolerance of ±10% per IEC 60038. 
Fig. 10 illustrates the case of the maximum in-phase voltage dif-
ference, where the floating modules operate at the maximum 
modulation index without over-modulation. The limits are 

Fig. 2 Phasor diagram of two grids and the floating module. 

Fig. 3. Coverage of the floating module connecting two grids or feeders 
without over-modulation. With over-modulation, the voltage reserve can in-

crease by 25% or even 40% in exceptional situations. 



|V(left)−V(right)| ≤ Vdc/√2 ( |V(left)−V(right)| ≤ Vdc with over-modula-
tion). In case of voltage parity, the system can manage a maxi-
mum phase difference β according to 

dc
g sin

2 2 2
V

V . 

IV. SIMULATION AND EXPERIMENTAL RESULTS

A. Simulation results
We modelled the circuit and associated control in Matlab/

Simulink to analyse the performance. The line rating sets the 
necessary power-flow reserve. The grid or load and floating-
module voltage rating determine the minimum dc-link voltage 
as derived analytically above. We analyse several situations with 
mixed active–reactive load (RL) with only active power passing 
through, mixed active–reactive load with only reactive power 
passing through, two grid feeders with different amplitude, two 
feeders with different phases, and mixed active–reactive load 
with harmonics. 

As discussed above, the floating module can compensate all 
the reactive power for loads within the limits of Eq. (1). In Fig. 4, 
the controller switches from bypass to active flow control at t = 
0.38 s. At that point, the grid and the load voltages get phase-
shifted relative to each other. Therefore, the line current shifts 
left compared to that without modulation (dark lines for the first 
phase, faint lines for second and third phase). From that time on-
wards, the floating modules shield off the reactive power from 
the source grid so that its contribution drops from 1.2 kVar to 
approximately 0. The reactive power is maintained and delivered 
by the floating modules, where the dc-link capacitor absorbs the 
fluctuation before it enters the grid. 

From the line end, we can see the reactive components are 
filtered out. Therefore, a phase difference between the line cur-
rent in the modulation mode (red line) and its otherwise un-
changed current (blue line) occurs. The lighter lines are the other 
two phases. The electrical system is now corrected to unity 
power factor, as seen from the source end, and the grid voltage 
will be perfectly in phase with the line current. The active power 
remains constant as the control in this mode does not target the 
active power. 

In Fig. 5, the floating modules connect two grids or feeders 
with different voltage amplitude. Without flow regulation, a 
large current would rush into the lower-voltage grid segment, 
risking damage of the distribution cable. Therefore, the power-
flow controller suppresses any current flow through generating 
the series voltage in the beginning. From 0.36 s on, the series 
modules control the current to 20 A from the higher-voltage to 
the lower-voltage grid segment with unity power factor. The 
floating modules consume the excess power. For the subsequent 
interval, the system shifts the line current by 90°, resulting in a 
purely reactive power flow. 

To demonstrate the fully bidirectional capability, the last in-
terval shifts the current by another 90°, leading to an active 
power flow from the lower-voltage to the higher-voltage grid 
segment against the voltage gradient. The necessary power to 
push the current against the voltage is provided by the dc link. 

If grid segments with identical voltage but different phase are 
connected through the power-flow controller, the bypass mode 
would likewise lead to unacceptably large currents only limited 
by the grid impedance. Therefore, the controller regulates the 
current to zero in the first interval of Fig. 6, generating the nec-
essary voltage difference. The figure further demonstrates bidi-
rectional active and reactive power flow equivalent to the case 
of grids with different voltage amplitudes. 

Fig. 5. Current, active power, and reactive power for the two grids case 
(same phase and different amplitude) 

Fig. 4. Current, active power, and reactive power for the RL load case 
(only active power passing through). 



B. Experimental results
We implemented an experimental system to further sub-

stantiate the simulations. The floating modules implemented 
low-voltage high-current silicon transistors (Infineon 
IPT015N10) supplied through LLCs. With a dc link voltage of 
approximately 48 V, the modules cover the above-derived dif-
ferences of 34 V and 8.49° (48 V and 12° with over-modula-
tion) between the series-injection terminals. With only 126 mm 
× 75 mm, the modules can continuously run at least 500 A and 
more than 2,500 A for a short time in case of a grid fault. A 
digital signal processor (Texas Instruments TMS320f28379) 
controlled the setup through standard signal isolators on the 
modules. 

Fig. 7 demonstrates the ability of the floating module to ad-
just the voltage between its terminals for one feeder and load 
connected to the other side. Initially, the series-injection module 
is operated in the bypass state so that the current passes through 
unchanged. In the top trace, the circuit switches to active voltage 
control some 30 ms into the recording and increases the voltage, 
injecting power from the grid through the series modules. In the 
bottom trace, the modules reduce the voltage. As voltage de-
crease and current are in opposite direction, the modules effec-
tively extract power, which is fed back to the shared dc link. 

V. CONCLUSION

We presented a fully electronic direct-injection modular 
power-flow controller that avoids any bulky grid-frequency 
transformers. Due to the need of only  managing a fraction of the 
grid voltage in the floating modules in combination with recent 
power semiconductor developments around a kilovolt and below 
100 V, the concept is particularly attractive in the distribution 
grid (e.g., 120 V/240 V/480 V, 230 V/400 V, and 10 kV – 

30 kV). In contrast to other fully electronic power-flow topolo-
gies, the concept neither needs to convert the entire power flow-
ing through a line not use bulky and problematic transformers. 
Instead, the floating direct-injection modules only inject or ex-
tract a small voltage phasor on top. The topology includes low-
voltage high-current modules that float with the phase potential 
and a full-voltage low-current shunt converter. The floating 
modules can exploit latest automotive- and consumer-electron-
ics-driven developments of silicon transistors for 48 V units and 
electric drive trains with high current densities reaching several 
hundred to thousand amperes. Despite the limited voltage re-
serve in the floating modules, even 48 V are sufficient to cover 
voltage differences of ±15% in 230 V grids and ±31% in 110 V 
grids, while further over-modulation can expand the operating 
range in case of exceptional events. For medium voltage distri-
bution grids, 1,500 V floating module voltage can, for example 
cover ±10% in a 10 kV line without and up to ±15%, with over-
modulation. The active front-end can operate as a passive power 
supply or a shunt compensator as long established in the prior art. 
The compact circuit allows bidirectional active and reactive 
power-flow control as well as harmonics injection or blocking 
with only minor adjustment of control methods known from 
conventional UPFC, UPQC, and soft open point circuits. 
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Abstract—Nowadays, power systems are vulnerable to stealthy
false data injection attacks (FDIAs). These meticulously crafted
attacks can bypass the bad data detection (BDD) module and
mislead operators. Load redistribution (LR) is a type of FDIA,
which maliciously manipulates load measurements such that a
falsified power flow is perceived by the operator. The most
severe stealthy LR attacks are often determined by solving a
bi-level optimization problem. In these problems, however, the
effects of the contingency analysis (CA) module and the physical
constraints of generators are usually ignored. On this basis, this
paper proposes improved modeling of power systems in bi-level
optimization problems to investigate the economic vulnerabilities
of power systems to LR attacks. Simulation results obtained from
the IEEE 30-bus test system demonstrate that if the CA module
and generator physical constraints are not accurately modeled,
the imposed costs by LR attacks are underestimated, especially
when power systems are congested.

Index Terms—False data injection attack, contingency analysis,
state estimation, security constraint economic dispatch, bi-level
optimization

NOMENCLATURE

Indices

d Load index.

g Generator index.

l Transmission line index.

j Generator feasible zone index.

Constants

Ng Number of generators.

Nd Number of loads.

Nl Number of transmission lines.

R Number of manipulated measurements.

Pmax
g , Pmin

g Maximum and minimum generation outputs

(in MW) of generator g.

Pmax
g,j , Pmin

g,j Maximum and minimum generation outputs

(in MW) of generator g in feasible zone j.

Pmin
g Minimum generation outputs (in MW) of

generator g.

PLmax
l Long-term capacity (in MW) of transmission

line l.

PL
(st)max

l Short-term capacity (in MW) of transmission

line l.
fg Number of feasible zones of generator g.

BL Bus-load incidence matrix. BLd is the dth

column of matrix BL.

BG Bus-generator incidence matrix. BGg is the

gth column of matrix BG.

SF Shifting factor matrix.

σ Upper bound of deviation for each load d.

cg Coefficient (in $/MW) for the generator g
production costs.

csd Coefficient (in $/MW) for load shedding cost

of load d
LODF k

l Line outage distribution factors of line l under

contingency k.

Dd Actual value of load d (in MW).

Variables

∆Dd Attack on measurement (in MW) of load d.

Pg Generation output (in MW) of generator g.

Sd Load shedding (in MW) of load d.

δd Auxiliary binary variable. δd = 1, If the

measurement of load d is changed,

νl Auxiliary binary variable. If power flow mea-

surement of line l is manipulated, νl = 1.

Note that a variable in bold without index represents the

vector form of that variable.

I. INTRODUCTION

Integrating information and communication technology

(ICT) in power systems for enhancing the reliability and effi-

ciency of power delivery has made power grids vulnerable to

cyber-attacks [1], [2]. Among various types of cyber-intrusions

in power systems, false data injection attacks (FDIAs) against

state estimation (SE) are particularly critical, since this family

of attacks can mislead all other modules of the energy man-

agement system (EMS) that are reliant on the output of the

SE (Fig. 1). It is proven in [3] that attackers can manipulate

the outcome of the SE module as desired without being

detected by the existing bad data detection (BDD) module.

As a result, an attacker can mislead other modules by feeding
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Figure 1. A schematic diagram of the energy management system.

them with falsified states, resulting in economic losses or

insecure operations. Therefore, there is a great deal of interest

in investigating the vulnerabilities of power systems to FDIAs.

Among various types of FDIAs, load redistribution (LR)

attacks are of paramount importance, since this family of

cyber-threats are more difficult to detect. In an LR attack, only

load bus power injection and line power flow measurements

are manipulated [4] to portray a desired power flow without

violating the physical equations and relations of the grid.

LR attacks are often designed through a bi-level optimization

problem, in which the impacts of the attacks are maximized

[4]. The general form of such bi-level optimization problems

is depicted in Fig. 2. In this model, the attacker’s limitations

(e.g., the number of measurements that can be manipulated)

and objective are modeled in the upper level. The attackers’

objective can be maximizing operation cost [4], overloading

transmission lines [5], changing locational marginal prices

(LMP) [6], and initiating cascading outages [7]. The output

of this level is the attack vector that must be injected into

the actual measurements such that the attackers’ objective is

realized stealthily. The LR attack determined by the upper

level might be accompanied by physical assaults to intensify its

impact [8], [9]. The lower level, on the other hand, utilizes the

security-constrained optimal power flow (SCOPF) to model

the response of the system to the attack vector determined in

the upper level.

To the best of the authors’ knowledge, the lower level in

all existing studies in the literature ignore the contingency

analysis (CA) module, which is already employed in the EMS

of real-world power grids, and the physical constraints of

generators. The CA module adds the security constraints to the

SCOPF to protect the system against contingencies. Ignoring

this module could potentially lead to underestimating the

vulnerabilities of power systems to FDIAs, since this module

limits the operator’s flexibility in countering the attack. This

problem is more pronounced when transmission capacities and

system congestion are ignored [4]. It should be mentioned

that although attacks against the CA module are previously

studied in the literature, e.g., in [10], [11], the impacts of this

module on the economic vulnerability of power systems and

the importance of considering it are overlooked.

On the other hand, ignoring the physical limitations with

which the operator is faced while committing generation units

Objective: Maximize operation cost, line over 

flow, sequential outage, change LMP,..  

Cyber/physical attack vector.Determine:

Upper

 Level

Objective: Minimize operation cost.  

Determine: Output power of each generator. 

Lower

 Level

Figure 2. Bi-level optimization model

may underestimate the impacts of cyber-threats in general, and

LR attacks in particular. In practice, due to existence of some

prohibited zones (PZ), generators may not be able to produce

active power within the entire range of their operation. The

input-output performance curve of a typical thermal unit has

several valve points, resulting in prohibited zones [12]. If a

unit operates within a PZ, some undesirable phenomena, such

as shaft bearing vibration, may be amplified [13]. Considering

these PZs in the vulnerability analysis of power grids may sig-

nificantly impacts the results, since such physical constraints

decrease the ability of operators in responding optimally to

LR attacks.

Motivated by these research gaps, this paper first develops

a bi-level optimization model—which considers both the CA

module and the physical constraints of generators—to maxi-

mize the impacts of LR attacks on power grids. Afterwards, it

analyzes the economic vulnerabilities of power systems to LR

attacks and evaluates the importance of considering the CA

module and the limitations of generators when the system is

congested or operates normally.

The rest of this paper is organized as follows: Section II

describes the stealthy FDIAS against SE in power systems, and

elaborates on the CA module and its associated constraints for

the SCOPF; Section III presents a bi-level optimization model

to determine the economic vulnerability of power systems

to LR attacks; Section IV evaluates the performance of the

proposed model on the IEEE 30-bus system, and compares the

model with the existing ones in the literature; finally, Section

V concludes the paper and suggests future works for further

improving the results.

II. SYSTEM AND ATTACK MODEL

A. State Estimation

The SE module in EMS provides estimated state variables

(i.e., voltage and phase angle on each bus) based on received

measurements. In this paper, we consider the state estimation

based on dc power flow, where the state vector, i.e., the

bus voltage angle θ̂, is estimated from active power flow

measurements. The state variables are determined by solving

a least square problem as follows [14]

min ∥ z −Hθ̂ ∥2 (1)



where z is the vector of measurements and H is the Jacobian

matrix of the power grid.

B. Bad Data Detection

Faulty measurements can lead to significant errors in de-

termining the state of a system. These faulty measurements

throughout the system are detected, identified, and eliminated

using the BBD module. The BDD module in current power

system is based on residual

r = z −Hθ̂ (2)

which corresponds to the error vector between the real mea-

surements and the value for this measurement as a function of

the estimated state [15]. If the largest normalized of residual

is greater than a given threshold value τ , i.e.,

∥ z −Hθ̂ ∥≥ τ (3)

bad data is thought to be existing.

C. Attack model

According to (3), the injected measurements ∆z is stealthy

if

∥ z +∆z −H(θ̂ +∆θ) ∥≤ τ (4)

Therefore, the stealthy injected measurements can be obtained

as follow

∆z = H∆θ (5)

The designed injected measurments based (5) dose not in-

crease residual, so it can bypass the BDD module [15].

As mentioned earlier, LR is a special class of FDIAs where

the power measurements of load and line flow can be attacked.

The mathematical model of LR attacks can be formulated as

1T∆D = 0 (6)

σDd ≤ ∆Dd ≤ σDd ∀d (7)

∆PL = −SF · BL ·∆D (8)

Since generator readings cannot be changed, constraint (6)

ensures that the summation of injection powers at load buses

equals zero. Constraint (7) indicates that the injecting amount

can only be within a certain range of actual value. This is be-

cause the operators may identify a large deviation in estimated

load from normal operational values as an anomalous event.

The attacking vector of line measurements is constructed

according to constraint (8).

D. Contingency Analysis

Contingency analysis is a module in modern EMS that

allows system to be operated correctly in case of unplanned

and/or unscheduled failure events such as transmission line

outage and generator failure [16]. Under each contingency

k, CA module simulates one power flow. In a warning, the

power flow of a branch is above a threshold but below the

limit, whereas a violation is when the flow of power exceeds

the limit. It should be mentioned that a branch limit in base

case corresponds to a long-term rating, whereas a branch limit

in contingency case corresponds to a short-term rating. The

CA module creates security constraints for each warning and

violation and fed it to the SCOPF module [17].

Based on DC power flow, if line k trips, the post fault power

flow through line l which represent as PLl,k can be calculated

as follow

PLl,k = PLl + Pk × LODF k
l (9)

where LODF k
i is the line outage distribution faction (LODF)

and [16] explains its calculation. Therefore, the constraints

created by CA module for transmission line flows can be

modeled in SCOPF as follow

−PL
st(max)

l ≤ PLl,k ≤ PL
st(max)

l (10)

where PL
st(max)

l is the short-term capacity of transmission

line l.

III. BI-LEVEL OPTIMIZATION MODEL

In this section, a bi-level optimization problem is proposed

to model the economic vulnerability of a power system to

LR attacks. In the upper level represented by (11)-(14), the

attacker’s objective C is assumed to maximize the operation

cost of the power system. Constraints (6)-(8) model a LR

attack and ensure its stealthiness. The number of manipu-

lated measurements is limited for attackers and so constraints

(12)–(14) guarantee that the attack satisfies attack resource

limitation. Assume the system has been fully measured, i.e.,

the power injections at all buses and the power flows of all

lines in both directions have been measured. Thus, in order

to compromise the power flow measurement of a line, as

shown in (14), the attacker must manipulate two meters. In the

lower level (15)-(23), a simplified SCOPF is used to model the

response of system operators to the attack vector determined

in the upper level. The system operator’s objective (15) is

minimizing the operation cost of power system. Equation

(16) represents the power balance for each bus. Moreover,

Constraints (18) and (19) denote power through lines, and load

shedding, respectively. The lower and upper bounds on the

output active power of each generator and physical constraints

are modeled in (20) and (21). The CA module constraints are

incorporated into the optimization by (22) and (23).

C = Max
∆D

Ng∑

g=1

cgP
∗

g +

Nd∑

d=1

csdS
∗

d (11)

Subject to (6),(7),(8)

∆Dd = 0 ⇔ δd = 0 ∀d (12)

∆PLL = 0 ⇔ νl = 0 ∀l (13)

Nd∑

d=1

δd + 2

Nl∑

l=1

νl ≤ R (14)

(P ∗

g , S
∗

d) = arg
{

Min
Pg,Sd

∑Ng

g=1
cgPg +

∑Nd

d=1
csdSd

}

(15)

Ng∑

g=1

Pg =

Nd∑

d=1

(Dd − Sd) (16)
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Figure 3. IEEE 30-bus test system.

PL = SF · BG · P − SF · BL · (D +∆D − S) (17)

−PLmin
l ≤ PLl ≤ PLmax

l ∀l (18)

0 ≤ Sd ≤ Dd +∆D ∀d (19)

Pmin
g,1 ≤ Pg ≤ Pmax

g,1 or, ..., or

Pmin
g,j ≤ Pg ≤ Pmax

g,j or, ..., or

Pmin
g,fg

≤ Pg ≤ Pmax
g,fg

∀g (20)

Pmin
g = Pmin

g,1 ≤ Pmax
g,1 ≤ · · ·

≤ · · · ≤ Pmin
g,fg

≤ Pmax
g,fg

= Pmax
g ∀g (21)

PLl,k = PLl + PLk × LODF k
l ∀k (22)

−PL
st(max)

l ≤ PLl,k ≤ PL
st(max)

l ∀l, ∀k (23)

The most common method for solving a bi-level optimization

problem is using Karush-Kuhn-Tucker (KKT) based approach.

In [4]–[9], a single-level mixed integer linear program is

derived from the original bi-level problem by using the KKT

base approach. The constraints added by CA module are

suitable for KKT approach [17]. Moreover, each generator in

lower level has fg disjoint feasible zones (FZs). Therefore,

the main bi-level problem can be converted into Nr, where

Nr =
∏Ng

g=1
fg , sub-problems. Then the best solution of these

sub-problems could be used as the solution to the original

problem. This method increases the computation burden, but

it is an accurate and suitable method for obtaining results when

Nr is small. Now, the proposed bi-level problem is suitable

for solving by the KKT base approach.

Table I
GENERATOR PARAMETERS IN THE IEEE-30 BUS SYSTEM.

Bus Pmin

G
Pmax

G
c ($/(MW ) Prohibited Zone (MW)

1 0 200 20 [120,140]

2 0 120 30 [60,80]

5 0 100 40 [20,40]

8 0 100 25 [40,60]

11 0 100 30 [75,85]

13 0 100 40 [35,55]

Table II
LONG-TERM CAPACITY OF TRANSMISSION LINE IN IEEE-30 BUS SYSTEM

Line
#

From
To

Cap
(MW)

Line
#

From
To

Cap
(MW)

Line
#

From
To

Cap
(MW)

1 1-2 130 15 4-12 65 29 21-22 32

2 1-3 130 16 12-13 65 30 15-23 16

3 2-4 65 17 12-14 32 31 22-24 16

4 3-4 130 18 12-15 32 32 23-24 16

5 2-5 80 19 12-16 32 33 24-25 16

6 2-6 65 20 14-15 16 34 25-26 16

7 4-6 90 21 16-17 16 35 25-27 16

8 5-7 80 22 15-18 16 36 28-27 65

9 6-7 130 23 18-19 16 37 27-29 16

10 6-8 32 24 19-20 32 38 27-30 16

11 6-9 65 25 10-20 32 39 29-30 16

12 6-10 32 26 10-17 32 40 8-28 32

13 9-11 65 27 20-21 32 41 6-28 32

14 9-10 65 28 10-22 32

IV. SIMULATION RESULTS AND CASE STUDIES

In this section, the IEEE 30-bus test system presented in

Fig. 3 is used for simulations. The parameters of generators

in this system are demonstrated in Table I. The long-term

capacity limits for all transmission lines in this system are

provided in Table II. Additionally, the short-term transmission

capacity limits are assumed to be 30% more than the long-term

limits. Other configuration data is obtained from MATPOWER

package [18]. In this system, it is assumed that the cost of not-

supplied demand is cs = 200 $/MWh. It is also assumed that

the system is fully measured with m = 102 measurements,

including 30 bus power injections and 82 power flow meters

(both “from” and “to”). To make the attacks less suspicious

and more difficult to detect, the attack magnitude for a load

measurement is limited to σ = 50% of its actual value.

To quantify the economic impacts of LR attacks, the fol-

lowing operation cost increase (OCI) index is used:

OCI =
C(R)− C(R = 0)

C(R = 0)
× 100% (24)

where C(R) is the operation cost obtained from the bi-level

optimization when the attacker manipulates R measurements.

Based on this definition, C(R = 0) denotes the normal oper-

ation cost, when there is no LR attack against measurements.

In the remaining of this section, the following three scenar-

ios are used for investigating the economic vulnerabilities of

the test system during cyber-attacks:

1) Scenario I, which considers neither the CA module nor

the physical constraints of generators;

2) Scenario II, which takes into account only the CA

module;
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3) Scenario III, which incorporates both the CA module

and the physical constraints of generators in the bi-level

optimization;

For all scenarios, simulations are performed for (i) a normal

case, in which no modification is made to the test system, and

(ii) a congested case, in which transmission capacities of all

lines are decreased by 40%.

• Scenario I: In this scenario, which is also called the base

Scenario, the physical constraints of generators and the CA

module (20)-(23) are both ignored. This scenario is commonly

used in the literature for analyzing the economic vulnerabilities

of power systems. The bi-level optimization problem is solved

with CPLEX solver of GAMS software on a PC with Intel

Core i7 CPU and 16GB of RAM. The optimality gap for

the optimization is set at 0.1%. Fig. 4 illustrates the OCI

index versus the number of measurement manipulations in

this scenario for normal and congested cases. The imposed

extra cost in this figure has two components: (i) extra cost

due to utilizing expensive units instead of economic ones,

which happens when the attacker portrays a fake congestion

by manipulating measurements, and (ii) extra costs due to

unnecessary load shedding, which happens by manipulating

the measurements such that the operator is misled into assum-

ing that supplying certain loads are impossible due to fake

congestions that are portrayed by the attacker. The second

component is in fact more influential, since the cost of not-

supplied demand is often much higher than the difference

in the generation costs of various generating units. As Fig.

4 shows, in the normal case, the attacker cannot impact the

operation cost of the grid significantly, even if a large number

of measurements are manipulated. For instance, increasing the

number of measurement manipulations from 0 to 102 changes

the OCI index from 0 to 1.4%. The reason is that when a

power system is not congested, operators can respond to LR

attacks without needing to shed a part of the load. In addition,

in a non-congested system, it would be either difficult or

even impossible to mislead the operator into using high-cost

generators, since the extent to which the measurements can be

manipulated is limited. For the congested scenario, however,

augmenting the number of measurement manipulations from 0

to 102 grows the OCI index from 0 to 9.3%, with a lower slope

at the beginning and and higher afterwards. The reason for

imposing a higher extra cost in this case is that when a system
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is already congested, a smaller manipulation of measurements

can persuade the operator to either use high-cost generators

in less-congested areas or to initiate load shedding. Thus,

the economic vulnerabilities of a congested power system is

higher.

• Scenario II: In this scenario, the constraints of the CA

module, i.e., (22) and (23), are added to the base Scenario

to investigate the effects of this module on the economic

vulnerability of the system. Fig. 5 shows the OCI index for

both normal and congested cases. Similar to the normal case

of base Scenario, the attacker cannot increase the operation

cost of the grid remarkably, even if a large number of

measurements are manipulated. For example, by manipulating

of 102 measurements, the OCI index increase only 2.8%. As

previously mentioned, this happens since when the system is

not congested, LR attacks can be countered without shedding

any load or employing high-cost generators. In the congested

case, however, manipulating more measurements results in a

higher OCI. For instance, in the extreme case of manipulating

all measurements, the OCI index increases to 26.5%, which

is significantly higher than 9.3% of the previous scenario.

The reason for this higher cost is that not only is the system

congested in this scenario, but the operator should consider

extra constraints to protect the system against failures as well.

Therefore, in this scenario the operators faces with more

constraints in responding to LR attacks. Taking advantage of

these extra constraints, the attacker can initiate a load shedding

for a larger portion of the load or portray a fake need for higher

power from high-cost generators.

• Scenario III: This scenario—which represents the pro-

posed model for economic vulnerability analysis of power

grids—not only includes the CA module, but incorporates the

generators’ physical constraints, i.e, (20) and (21), as well. Fig.

6 demonstrates the OCI index of both normal and congested

cases for this scenario. For instance, the OCI index for normal

and congested cases in Scenario III is 27.4% and 3.1%,

respectively, when the number of manipulated measurements is

102. These numbers are slightly higher than the ones obtained

for Scenario II (i.e., 26.5% and 2.9% for the same number

of manipulated measurements), since considering the physical

constraints of generators can result in increased costs due

to utilizing expensive units instead of economic ones. For

instance, if a high-cost generator should produce a power
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which is in its PZ, its output must be set at the smallest value

in the next FZ; Thus, a low-cost generator must produce a

smaller amount to maintain the demand-generation balance.

As a result, this limitation of generators can impose extra

operation costs for power systems, such that the larger the

gap of the PZ, the higher the imposed cost would be. This

cost, however, is not significant compared to the extra cost

imposed by load shedding.

Fig. 7 compares the OCI index of Scenarios I (i.e., the

base model) and III (i.e., the proposed model). Compared

to the base model the proposed model demonstrates a higher

vulnerability to LR attacks. For example, the proposed model

in Scenario III shows that an attacker can impose 12.5%

extra cost by manipulating 50 measurements. The base model,

however, under estimates this extra cost, since it does not

consider the CA module, which is employed in real-world

EMSs, and the physical constraints of generators, which limit

practical generators.

V. CONCLUSION

This paper illustrated that the existing models for investi-

gating the economic vulnerabilities of power systems to LR

attacks are not accurate, since they do not consider the CA

module of EMS and the physical constraints of generating

units. To address this shortcoming, this paper included the

constraints associated with the CA module and generators in

the proposed bi-level optimization that maximizes the potential

consequences of LR attacks. It showed that the available mod-

els in the literature do not accurately measure the impacts of

attacks, since the above constraints, which exist in practice, are

ignored in the models. It was also shown that the inaccuracy

between the models is much worst when the power system is

congested.

The developed model in this paper may be further improved

by replacing the DC simplified equations with more-accurate

AC equations. By doing so, the voltage constraints of the

normal operation and the ones of the CA module can be

considered in the model as well. Additionally, other physical

constraints of generators, e.g., their ramp rate limits, can be

considered in modeling as well.
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Abstract—The increasing penetration of inverter-based gener-
ation such as solar, wind and battery energy storage systems
(BESS) has an impact on the fault currents in a microgrid.
Also, if the microgrid is grid-connected or islanded affects
the fault current. As such, it is important to conduct fault
analysis of microgrids in grid-connected and islanded modes with
different penetration levels of inverter-based generation sources
to understand the impact of increasing levels of renewable energy
on the fault currents. Different types of faults in a microgrid
with inverter-based resources are simulated and the results are
discussed and analyzed in this paper.

Index Terms—microgrid protection, fault analysis, inverter-
based resources, distributed energy resources

I. INTRODUCTION

Due to the recent COP26 agreement, it is expected that the
global renewable energy capacity will increase by 60% [1].
However, the shift from conventional synchronous generators
to inverter interfaced generation (IIG) such as solar and wind
have led to reduced fault currents in the existing power system.
This effect challenges the existing protection systems in terms
of fault detection and protection schemes. Also, the impact
of IIG on the fault currents vary according to the control
strategies and whether the microgrid is grid connected or
islanded. Therefore, it is important to analyze the impact of
IIG on the fault currents in a microgrid.

A detailed mathematical analysis of the fault currents con-
tributed by IIG and doubly fed induction generators (DFIG)
in three stages (subtransient, transient and steady state) is
presented in [2]. In [3], the fault current contribution from
PV farm was studied. Moreover, an analysis of the transient
fault current (TFC) taking into account PI controller saturation
of the inverter is presented in [4].

Every microgrid has a variable short circuit ratio. The short
circuit ratio is defined as the ratio of the short circuit MVA

from 3 phase line-ground (3-ϕ) fault at point of common
coupling (PCC) (without any contribution from inverter) to the
rating of inverter [5]. This short circuit ratio is the measure of
the strength of the network. The definition given in [5] only
considers a microgrid operating in grid-connected mode with
a single inverter based resource. However, with multiple IIG
in the microgrid, this definition needs to be modified. There
is no empirical formula to define the short circuit ratio of
a microgrid which operates in islanded mode and has 100%
IIG. Thus, the short circuit measurements have become more
difficult as the fault current is dependent on the control strategy
adopted by inverter [6]. This varied control strategy lead to
difficulty in identifying the short circuit strength of a microgrid
and further fault current estimation.

The goal of this paper is to analyze the behaviour of
the different inverter control strategies (grid-forming and grid
following modes) in the microgrid under several types of fault
conditions in grid-connected and islanded modes of operation.
Section II describes the fault behaviour of inverter based
resources, Section III describes the grid forming inverter,
Section IV describes the simulation and discusses the results
obtained and finally Section V concludes the paper.

II. FAULT RESPONSE OF INVERTER BASED RESOURCES

Based on the controlling function of inverters, the inverters
are classified as grid forming (GFM) and grid following
inverters [7]. Since different topologies and control strategies
are used for GFM and grid following inverters, understanding
their behavior when a fault occurs is important. Accordingly,
the topologies and control methods used in both are presented
in this section.
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A. Grid Forming Inverter

Generally, GFM inverters are hard to integrate into the
utility grid system. The high penetration of renewable energy
sources can directly impact the performance of the GFM
inverters. However, the power system stability can be a critical
point in these developments. The power system stability can be
evaluated with system performances considering the frequency
control, voltage control and fault protection [8].

The GFM inverter faces overcurrent problems in large signal
interruptions such as 3-phase faults. Therefore, necessary
current limiting techniques are essential for continuing the
operation safely. Latched limiter and instantaneous saturation
limiter [9] are the two main fault-mitigating techniques found
in the control systems of GFM inverters. Generally, the
operation mode on the GFM inverter can be switched from
the voltage source mode to the current source mode in case
of large signal interruptions. Various approaches have been
suggested to resolve these stability problems, such as a shifting
control method [10], the virtual impedance-based voltage-
limiting method [11] and the power angle curve modified
method [12].

There are many techniques and topologies that can be found
for GFM inverters. Properties like the independent voltage and
frequency control, the ability to function as an infinite bus,
black start capability, suitability for weak AC grids due to low
output impedance, etc. [13] make them suitable for inverter-
based grids. The main topologies used in these inverters are
as follows:

• Virtual Synchronous Machines (VSM): The virtual syn-
chronous machine (VSM) is functioning by following the
general swing equation (equation 1), where Tm is the
mechanical torque, Te is the electrical torque induced by
current and Td represents the droop torque.

Jω̇ = Tm + Td − Te (1)

• Matching Control: The matching control topology uses
the similarities of the structure in synchronous generators
(SG) and inverter models. The DC link is controlled in
the same manner as the rotor in a SG. Therefore, this
topology is able to operate without processing delays as
it only uses signals from the DC side [14].

• Virtual Oscillator Control (VOC): Dynamics of emulation
of the non-linear oscillators are used in VOC for the in-
verter control. The dynamics of the non-linear oscillation
are used to match the control of the inverter in this topol-
ogy. Furthermore, this topology uses time domain signals
for voltage regulation instead of the phasor domain [15].

• Direct Voltage V-f Control: As the output voltage and
frequency are maintained by a closed loop control in the
Direct Voltage V-f Control topology, V-F control method
is most suitable for passive grid applications like islanded
grids. However, this technique has limitations like a lack
of power-sharing ability in GFM applications.

B. Grid Following Inverter

Grid Following (GFL) inverters are a key point in future
power grids with regards to IIG. Imbalances and non symmet-
ric temporary short-circuit faults on the grid could lead to a
decrease in the performance of the inverters [16] - [18]. In
these occasions, the DC-link holds a component of twice the
line frequency to draw power from the inverter. Hence these
components will cause oscillations in the DC-link voltage [19].
A DC-link with high capacitance has the ability to mitigate
the ripples. Otherwise changing the inverter topology can
be done as an alternative solution [20]. Furthermore, using
a synchronous buck converter and H-bridge with a power
decoupling circuit could also be useful in these situations.

When considering the inverter control strategies, five active
power controlling techniques can be found in Grid Follow-
ing (GFL) inverters in order to handle unbalanced condi-
tions [21], [22]. The Instantaneous Active Reactive Control
method is used for the inverter control by handling the
Positive-Sequence, and Positive–Negative-Sequence Compen-
sation. Also, this controlling method tries to inject harmonics
into the grid. Positive– Negative Sequence Compensation
technique can inject both positive and negative currents into
the grid and provide instantaneous constant active power [21].
Generally, control of positive and negative sequence currents
is applied to inverter control in unbalanced conditions (the dq
frame is used [23]).

III. SIMULATION AND RESULTS

The microgrid shown in Fig. 1 is a stable microgrid in the
islanded mode of operation. It consists of a PV inverter of
0.25 MW, a wind turbine generator (WTG) of 2.5 MW and
a BESS of 0.25 MW. The connected load in the microgrid is
2.9 MVA. All the connected IIG are required to perform min-
imum control requirements as defined in [24]. Fault analysis
is performed in two operating modes: grid-connected mode
and in islanded mode. Grid-connected inverter PV and WTG
are represented as PQ source and GFM inverter BESS is
represented as a V/f-P source.

A. Grid Connected Mode

A line - ground fault (1-ϕ) is applied at 1.0 s on the farthest
section of the microgrid feeder (F1). Bus voltages Vs1, Vs2,
Vs3, Vs4, Vs5 and Vs6 are plotted in Fig. 2. It is observed
from Fig. 2 that the voltage of bus-4 faulted phase has dropped
to zero and voltages of healthy phases have increased. There is
a slight change in the magnitude of instantaneous bus voltages
of bus-2, bus-3, bus-5 and bus-6. However, the voltage of bus-
1 which is connected to the grid through the PCC remains
unchanged. This is due to the fact the grid provides a strong
source of fault MVA. The current supplied by the connected
IIG for fault F1 is recorded in Fig. 3. There is no change
in the current contributed by the PV inverter, but the current
contributed by the WTG increased to 2 pu and the current
delivered by BESS also increased.

Now a symmetrical 3-phase to ground fault (3-ϕ) is simu-
lated at the same location. It has been found that voltage at



Fig . 1. Typical medium voltage microgrid single line diagram.  Fig. 1. SLD for the power System

 Fig . 2 Voltage waveforms at different buses for fault at F1 (L-G) when microgrid is operating in grid 

connected mode. Fig. 2. Voltage waveforms at different buses for 1-ϕ fault at F1 when
microgrid is operating in grid-connected mode

Fig.3. Current contributions from different DER’s for fault F1 (L-G) when microgrid is operating in grid

connected mode. Fig. 3. Current contributions from different IIG for 1-ϕ fault F1 when the
microgrid is operating in grid-connected mode

bus-4 is zero till the fault is cleared and the voltages at other
buses remained almost unchanged. This is due to the fact that
the grid act as a strong source. The result can be observed in
Fig. 4. The current contributed by IIG is recorded in Fig. 5
and it is observed that the fault current contribution from the
WTG has risen to 4 times its pre-fault current, while current
from PV and BESS remains almost insignificant.

B. Islanded Mode

In this section, the behaviour of the microgrid when a
fault occurs under islanded mode of operation is analysed.
Asymmetrical 1-ϕ and symmetrical fault 3-ϕ was simulated
at fault point F1. The current contribution by inverters for 1-ϕ
fault at F1 is recorded in Fig. 6 and voltage waveforms are
recorded in Fig. 7 respectively. It has been found that when the
microgrid is operating in islanded mode that the short circuit
capacity is very low as compared to the grid-connected mode,
therefore the voltage at all buses dropped and became highly
unbalanced. In the case of the 3-ϕ fault, the current contributed
by PV and BESS changes slightly around 1.2 p.u. and the
current contribution from the WTG rises to 3 pu as can be
shown from Fig. 8. Also, the voltage dropped network-wide
causing an under-voltage situation in the microgrid shown in
Fig. 9.

From Fig. 1 to Fig. 9, we see that the contribution from PV
inverter to the fault current is not as large as the contribution
from WTG and BESS. The highest contribution to the fault
currents is from the WTG. Also, with IIG, the DC component
in the fault current gets eliminated in islanded mode. This
means that the protection schemes that have been developed
so far need to be redesigned to account for the behavior of the
IIG.

C. Effect of IIG Capacity on the Fault Currents

Since IIG contributes largely to the fault currents, it is
important to analyze the impact of the installed capacity of



Fig . 3. Voltage waveforms at different buses for fault at F1 (3L-G) when microgrid is operating in grid

connected mode 

Fig. 4. Voltage waveforms at different buses for 3-ϕ fault at F1 when the
microgrid is operating in grid-connected mode

Fig. 4. Current contributions from different DER’s for fault F1 (3L-G) when microgrid is operating in grid 

connected mode. 
Fig. 5. Current contributions from different IIG for 3-ϕ fault F1 when the
microgrid is operating in grid-connected mode

 

Fig. 5. Current contributions from different DER’s for fault F1 (L-G) when microgrid is operating in

islanded  mode.

Fig. 6. Current contributions from different IIG for 1-ϕ fault at F1 when
microgrid is operating in islanded mode

Fig. 6. Voltage waveforms at different buses for fault at F1 (L-G) when microgrid is operating in Islanded 

mode. 

 

Fig. 7. Voltage waveforms at different buses for 1-ϕ fault at F1 when
microgrid is operating in islanded mode



Fig. 7. Current contributions from different DER’s for fault F1 (L-G) when microgrid is operating in

islanded mode. 

 

Fig. 8. Current contributions from different IIG for 3-ϕ fault at F1 when
microgrid is operating in islanded mode

Fig. 8. Voltage waveforms at different buses for fault at F1 (3L-G) when microgrid is operating in 

Islanded mode. Fig. 9. Voltage waveforms at different buses for 3-ϕ fault at F1 when
microgrid is operating in islanded mode

TABLE I
FAULT CURRENTS IN GRID CONNECTED MODE

Fault
Loc-
ation

Fault
Type

BESS
0.25 MW

BESS
0.5 MW

I
pre -
fault
BESS
(pu)

I
fault
BESS
(pu)

I
fault

/
I

pre -
fault

I
pre -
fault
BESS
(pu)

I
fault
BESS
(pu)

I
fault

/
I

pre -
fault

F1 1-ϕ 0.01 0.022 2.2 0.105 0.233 2.22
F1 3-ϕ 0.01 0.014 1.4 0.105 0.239 2.28
F2 1-ϕ 0.01 0.03 3 0.105 0.361 3.44
F2 3-ϕ 0.01 0.03 3 0.105 0.581 5.53

Fault
Loc-
ation

Fault
Type

PV
0.25 MW

PV
0.5 MW

I
pre -
fault
PV
(pu)

I fault
PV
(pu)

I
fault

/
I

pre -
fault

I
pre -
fault
PV
(pu)

I fault
PV
(pu)

I
fault

/
I

pre -
fault

F1 1-ϕ 0.035 0.04 1.14 0.18 0.227 1.26
F1 3-ϕ 0.035 0.045 1.29 0.18 0.232 1.29
F2 1-ϕ 0.035 0.053 1.51 0.18 0.313 1.74
F2 3-ϕ 0.035 0.05 1.43 0.18 0.269 1.49

Fault
Loc-
ation

Fault
Type

WTG
2.5 MW

WTG
5 MW

I
pre -
fault
WTG
(pu)

I
fault
WTG
(pu)

I
fault

/
I

pre -
fault

I
pre -
fault
WTG
(pu)

I
fault
WTG
(pu)

I
fault

/
I

pre -
fault

F1 1-ϕ 0.85 2.231 2.62 0.9 2.586 2.87
F1 3-ϕ 0.85 4.156 4.89 0.9 6.224 6.92
F2 1-ϕ 0.95 0.973 1.02 0.9 0.918 1.02
F2 3-ϕ 0.95 0.978 1.03 0.9 0.918 1.02

IIG on the fault current magnitudes. Therefore, 1-ϕ and 3-
ϕ faults at F1 and F2 in grid connected mode and islanded
mode were simulated and the fault currents for different IIG
capacities were measured. The results for grid-connected and
islanded modes are shown in Table I and Table II respectively.

From Table I and II, we can see that overall as the
capacities increase, the fault currents increase overall. Further-
more, the voltage stability during a fault when the microgrid
is operating in islanded mode depends on the type of fault and
the location of the fault. Even though the magnitude of fault
current is less in islanded mode, the voltage drop is significant
over a wide area of the network.

IV. CONCLUSION AND FUTURE WORK

In this paper, the effects of different types of faults on
the bus voltages and the current contributions to fault cur-
rents from the different IIG were analyzed. Both symmetrical
and asymmetrical faults were simulated at different locations
throughout the microgrid in PSCAD and the results discussed.
All IIG (PV and BESS) limit the fault current, but DFIG of
wind generation system supplies most of fault current. Fault
contribution is large when the fault occurs near to source.

Any microgrid which has only IIG will have lesser fault
current than microgrid with rotating type of generators. Hence



TABLE II
FAULT CURRENTS IN ISLANDED MODE

Fault
Loc-
ation

Fault
Type

BESS
0.25 MW

BESS
0.5 MW

I
pre -
fault
BESS
(pu)

I
fault
BESS
(pu)

I
fault

/
I

pre -
fault

I
pre -
fault
BESS
(pu)

I
fault
BESS
(pu)

I
fault

/
I

pre -
fault

F1 1-ϕ 0.01 0.023 2.3 0.1 0.128 1.28
F1 3-ϕ 0.01 0.026 2.6 0.1 0.128 1.28
F2 1-ϕ 0.01 0.075 7.5 0.12 0.329 2.74
F2 3-ϕ 0.01 0.021 2.1 0.12 0.413 3.44

Fault
Loc-
ation

Fault
Type

PV
0.25 MW

PV
0.5 MW

I
pre -
fault
PV
(pu)

I fault
PV
(pu)

I
fault

/
I

pre -
fault

I
pre -
fault
PV
(pu)

I fault
PV
(pu)

I
fault

/
I

pre -
fault

F1 1-ϕ 0.03 0.038 1.27 0.15 0.156 1.04
F1 3-ϕ 0.03 0.05 1.67 0.15 0.156 1.04
F2 1-ϕ 0.03 0.158 5.27 0.15 0.154 1.03
F2 3-ϕ 0.03 0.168 5.60 0.15 0.294 1.96

Fault
Loc-
ation

Fault
Type

WTG
2.5 MW

WTG
5 MW

I
pre -
fault
WTG
(pu)

I
fault
WTG
(pu)

I
fault

/
I

pre -
fault

I
pre -
fault
WTG
(pu)

I
fault
WTG
(pu)

I
fault

/
I

pre -
fault

F1 1-ϕ 0.85 1.801 2.12 0.9 1.703 1.89
F1 3-ϕ 0.85 3 3.53 0.9 3.268 3.63
F2 1-ϕ 0.85 0.58 0.68 0.9 1.1 1.22
F2 3-ϕ 0.85 0.544 0.64 0.9 1.1 1.22

fault characteristics depends on the type of source, architecture
of microgrid and fault location. Therefore a universal protec-
tion scheme shall be designed which is is independent of the
type of inverter, control strategy and microgrid architecture.
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Abstract— This paper presents a 1-D convolutional and 

graph convolutional networks  for fault detection in 

microgrids. The combination of 1-D convolutional neural 

networks (1D-CNN) and graph convolutional networks 

(GCN) helps extract both spatial-temporal correlations from 

the voltage measurements in microgrids. The fault detection 

scheme includes fault event detection, fault type and phase 

classification, and fault location. There are five neural 

network model training to handle these tasks. Transfer 

learning and fine-tuning are applied to reduce training 

efforts. The combined 1-D convolutional and graph 

convolutional networks (1D-CGCN) is compared with the 

traditional ANN structure on the Potsdam 13-bus microgrid 

dataset. The accuracy of 99.5%, 98.4%, 99.2%, and 95.5% 

are achieved in fault event detection, fault type classification, 

fault phase identification, and fault location respectively. The 

detailed confusion matrices of fault type and fault phase 

classification are provided for validation. 

Keywords— Fault detection, fault location, microgrid 

protection, deep neural network, graph learning. 

I. INTRODUCTION

Fault diagnostic plays a key role to determine the 

strategy of how to isolate and restore power systems, 

especially under the growing integration of distributed 

energy resources. The protection and restoration strategy 

ensures the system's resiliency and reliability [1], [2]. In 

inverter-based distributed energy resources, the traditional 

relay protection may become ineffective due to the small 

fault current [3], [4], [5]. Moreover, to effectively and 

accurately isolate faults and restore normal operation, one 

requires the information of fault event, fault type, fault 

phase, and fault location [6], [7]. The correct information 

about faults significantly enhances the protection and 

restoration and also saves time and cost of utilities [8], [9], 

[10].  

The fault diagnostic schemes existing in literature [11]–

[24] can be loosely divided into model-based and data-

driven methods. The measurements are voltage and

current with different sampling rates from digital relays,

phasor measurement units (PMU), or advance metering

infrastructure (AMI) [25]. Model-based techniques try to

compute quantitative metrics that distinguish fault data

from normal measurements. A comparison between pre-

fault data and fault data is usually evaluated for fault

detection [26], [27]. There are many analytical approaches 

are applied such as evaluating the negative and positive 

sequences of current [26], assessing the sequential voltage 

and current components [28],  monitoring the transient of 

current [27], computing the Teager-Kaiser energy [29], 

analyzing the principal components and fault signatures 

[30], and state estimation using mathematical morphology 

and recursive least square [31]. 

Data-driven and machine learning-based approaches try 

to derive a fault detection model using statistical 

information from the measurement data. There are many 

popular machine learning classifiers have been applied to 

detect faults such as decision tree (DT) [4], random forest 

(RF) [32], k-nearest neighbor (k-NN), support vector 

machine (SVM), and Naïve Bayes [33]. Model-based and 

machine learning can be combined in the way that model-

based techniques do the feature extraction and machine 

learning do the classification. In [10], discrete wavelet 

transform is applied before the classification process. The 

maximal overlap discrete wavelet transform and extreme 

gradient boost algorithm are employed in [34]. Pure neural 

network structures are employed frequently such as 

Taguchi-based artificial neural networks [35], and gated-

recurrent-unit deep neural networks [36]. 

Most existing works analyze the current measurements 

on the line the fault occurs. There is some fault detection 

scheme using PMU and pseudo-measurements [37], [38], 

[39]. Similarly, the machine learning techniques of SVM, 

k-NN, DT algorithms [39], convolutional neural networks

(CNN) [40], [41], semi-supervised [42], and GCN [43] are

implemented to detect faults.  However, in these works,

there is a research gap in fault type, fault phase

classification, and fault location on mesh-topology power

distribution systems.

This paper presents a combination of 1-D convolutional 

neural networks and graph neural networks on voltage 

measurement data to detect fault events, to classify fault 

type and phase, and to locate the nearest bus where the 

fault occurs. The paper provides a unique contribution 

owing to the following bullet points. 

• The data input includes voltage measurements in

time series from PMU, AMI, or smart meters. The
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time synchronization for phasors is not necessary. 

• The combination of 1-D CNN and GCN can extract

both spatial and temporal correlation in the

measurement data.

• The fault event detection, fault type, phase

classification, and fault location are all resolved.

The remaining parts are organized as follows. Section 

II presents the Potsdam microgrids and the graph data 

collection procedure. In Section III, the combination of 1-

D CNN and GCN is described. The training, transfer 

learning, and fine-tuning processes are also expressed. The 

results are discussed in Section IV. Section V concludes 

the paper. 

II. GRAPH DATASET OF POTSDAM MICROGRID

The power distribution networks can be defined as an 

undirected graph � � ��, ℰ, ��, where � denotes the set

of vertices, |�| � �, each vertex in the graph represents a

node (bus) in the distribution network, � � ��, ��, … ���
is the tuple of node features, ℰ denotes the set of edges, |ℰ| � �, each edge represents a branch connecting two

buses, � � ��, ��, … ��� is the tuple of edge feature, and� ∈ ℝ���  denotes the adjacency matrix of the

distribution network. The input data for graph learning are 

the node features ����…�, and the edge features ����…�.

Some papers also consider the edge features and the 

attributes for each graph data (�� [44]; however, in this

paper, we only consider the node features on a graph.  

The temporal graph dataset is constructed by the 

ordered set of graph, node feature matrix, and label vector 

tuples [45] � ����, ��, �� �, ���, ��, ���, … ��� , �� , ���� , where the

vertex sets is unchanged �� � �, ∀ ∈ 1, … , "�,   is the graph data index. The node feature matrices �� ∈ℝ��/�0  have 3 dimensions as follows: the number of

nodes |�| � �, the number of features in each node 1, and

the time interval 2. The label vector includes 3 labels of

the distribution network graph over the time interval 2,�� � 3�4567 , �689:7 , �;<=> , where �;<=  is the node index

where the fault occurs. 

The node feature matrix �� � ��, ��, … ��� contains

the bus voltages of all measured buses. In the bus without 

voltage measured, the node features are filled with zeros. 

The node feature in node   is shown in the form of 

�� � ?@9,� @9,� ⋯ @9,0@B,� @B,� ⋯ @B,0@=,� @=,� ⋯ @=,0
C

D
, (1)

where 2 is the length of the evaluation period.

Specifically, considering the Potsdam microgrid shown 

in Fig. 1, we have a graph of 13 nodes and 13 edges. There 

are 5 inverter-based generators (IBG) with a primary r  

1 12 11 10 9 8

65432

13

7

~ ~ ~ ~

~

DGU 1 DGU 2 DGU 3 DGU 4

DGU 5 : Fault locations : Voltage measurements

Fig. 1.  13-bus Potsdam microgrid system diagram with fault locations 
and voltage measurements on buses 1, 5, 8, 9, 10, and 13. 

TABLE I.  POTSDAM MICROGRID DATASET 

Parameters Configuration Count 

Fault type 
AG, BG, CG, AB, 

BC, CA, ABG, BCG, 
CAG, ABC, ABCG 

11 

Fault 
resistance 

0.1, 1, 10 (Ω� 3 

Fault location 
Buses: 1, 2, 3, 4, 5, 6, 

7, 8, 9, 10, 11, 12, 13. 
13 

Load scenario randomly 150 

Total fault cases: 64,350 | Train: 55,770 | Test: 8,580 

Total load change cases: 10, 000 | Train: 8,580 | Test: 1,420 

Train-set: 64,350 samples | Test-set: 10,000 samples 

Fig. 2. Voltage waveform in phases A, B, C at bus 1 with ABC and AB 

faults and fault resistance 1 and 0.1 Ω occurs at bus 1, respectively, in the 
Potsdam microgrid. 

droop control strategy [46] and a secondary PI controllefor 

frequency and average voltage regulation [47] in the 

islanded mode. The voltage level is 13.2 kV line-line at 60 

Hz. The loads and IBGS have parameters following those 

of [48]. The voltage measurements are placed in the buses 

marked with a blue square; the data sampling frequency is 

1 kHz. The data is collected via real-time simulation using 

Opal-RT.  

Load changes are set randomly between 30-130% of the 

nominal load profile. Faults are set at each bus in turn with 

the fault type of AG, BG, CG, AB, BC, CA, ABG, BCG, 

CAG, ABC, and ABCG and fault resistance of 0.1, 1, and 

10 Ω. The raw data are collected as one second windows

and then are trimmed into 20 ms of 20 samples which 

cover about 1.2 cycles of 60 Hz as shown in Fig. 2. 

Thereafter, 55,770 graph data of 20-ms windows for the  
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Fig. 3.  Proposed temporal 1D-CGCN structure for fault detection. 

fault cases and 8,580 graph data of non-fault cases with 

random load changes are gathered as the train set. We also 

select 8,580 fault and 1,420 non-fault cases for the test set. 

Table I summarizes these configurations for fault cases 

and load changes data generation. 

III. 1-D CONVOLUTIONAL GRAPH CONVOLUTIONAL 

NETWORKS MODELS FOR FAULT DETECTION.

The proposed temporal 1D-CGCN structure for fault 

detection is depicted in Fig. 3. We utilize the 1-D CNN to 

extract the temporal correlation in time series data of 

voltage measurement in each bus. Thereafter, the GCN 

layers are used to generalize the spatial correlation on 

graph of the Potsdam microgrid.  This combination 

considers the spatial-temporal correlation in the 

measurement data. The global pooling operation 

concentrates all hidden features from nodes and finally, the 

dense layers are trained to classify the fault type and fault 

phase. The fault location is performed based on all hidden 

features from all the nodes without using the pooling 

operation. The formulation of 1-D CNN and GCN layers 

is presented as follows. 

1-D Convolutional Neural Network:

The 1D CNN layer [49] is expressed as

GH; � IJ∑ LGMN1OPQ�H;R�, G�;R�S�TUV��� + XH; Y, (2)

where G�;R� is the input of 1-D CNN layer Z, G�[ � �� is the

input feature, G�;  is the output of 1-D CNN layer Z, Q�H;R�
are the trainable weights at layer Z, XH;  is the biases of 1-D

CNN layer Z , LGMN1O  is the valid cross-correlation

operator, I�∙� is the activation function.

Graph Convolutional Network: 

The node feature at each time index is processed by the 

GCN layers [50], which can be expressed as  

]�;^��� � I _ÒRVabcÒRVa]�;�� d�;�e, (3)

where bc � b + "�  is the adjacent matrix with self-

connection, "� is the identity matrix, Ò is the agree matrix

from bc with Ò�� � ∑ bc�f�  and Ò�f � 0, ]�;^���  is the output

of GCN layer Z, ]�;��  is the input of GCN layer Z, ]�[�� �

TABLE II. COMPARISONS OF NEURAL NETWORK STRUCTURES 

ANN 1D-CGCN 

Shared feature extraction layers 

Input [780] Input [13×3×20] 

Dense [512] 1D-CNN [13×3×5] 

Dense [128] GCN [13×8] 

Fault event binary classification – Dense layers 

Dense [32] Dense [16] 

Dense [1] Dense [1] 

Fault location – Dense layers 

Dense [64] Dense [13×8] 

Dense [13] Dense [13] 

Fault type classification– Dense layers 

Dense [64] Dense [32] 

Dense [6] Dense [6] 

Fault phase classification– Dense layers 

Dense [64] Dense [32] 

Dense [3] Dense [3] 

Fig. 4.  The training accuracy curves with ANN and 1D-CGCN structures 
under the change of learning rate from 0.01 to 0.001 at epoch 120. 

h�, d�;� is the weight matrix of layer Z, I�∙� is a nonlinear

activation function. This graph propagation formula can be 
derived as a first-order approximation of localized spectral 
filers [44].  

The detail structures of ANN and 1D-CGCN are 

compared in Table II, where we have shared layers for 

feature extraction and dense layers for classification 

models (classifiers). Reshaping and flattening operations 

are applied appropriately to condition the dimension 

compatibility between layers. There are 4 classifiers for 

fault event detection, fault location, fault type 

classification, and fault phase identification.  

The outputs of fault event detection are fault and no-

fault. The fault types are classified into six types included 

1) no-fault (NF), 2) single-phase-to-ground (LG), 3) two-

phase (LL), 4) two-phase-to-ground (LLG), 5) three-

phase (3L), and 6) three-phase-to-ground (3LG).

Therefore, �4567 ∈ i��j  with the  -th element of �4567 :�4567k l � 1 indicates the  -th fault category occurred
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Fig. 5.  Fault detection accuracy of Potsdam Microgrid system using 
proposed 1D-CGCN in comparison with ANN structure. 

Fig. 6.  Confusion matrix for fault type classification using 1D-CGCN of 
Potsdam microgrid test set. 

while all other �4567k l � 0 . The fault phases are

determined by �689:7 ∈ i��m , where �689:7k l � 1
indicating the fault occurs in phase b, n, L, or bn, nL, Lb
when the fault types are asymmetrical i.e. LG, LL, and 

LLG, respectively. The fault location is indicated by  �� �1, where  � 1, 2, 3, … � if the fault occurs in the  -th bus,

otherwise  �� � 0 . The fault location detection is
performed at node-level classification, where the faulty 
bus is labeled as 1 and the non-fault bus is labeled as 0. 

 The graph dataset is trained with Adam optimizer and 

cross-entropy losses. The random dropout of 10% is added 

in dense layers to reduce overfitting. The learning rate is 

started at 0.01 and then is reduced to 0.001 at epoch 120 

as shown in Fig. 4. The training accuracies become 

saturated with the learning rate of 0.01 after 120 epochs. 

As can be seen, the training accuracies of ANN and 1D-

CGCN achieve 98.35% and 99.48%, respectively after 

reducing the learning rate to 0.001.  

After training the fault event classification 120 epochs, 

the shared feature extraction layers are transferred into 3 

other models: fault type classifer, fault phase classifier and 

fault location. Specific dense layers are added to train 

again for fault type, fault phase classification, and phase 

location. However, the fault phase classification is only 

trained with unbalanced faults data. Firstly, transfer 

learning is performed since we freeze the transferred 

layers and only do training for the additional dense layers. 

After 120 epochs, we unfroze those transferred layers and  

Fig. 7.  Confusion matrix for fault phase A, B, and C classification using 
1D-CGCN of Potsdam microgrid test set. 

Fig. 8.  Confusion matrix for fault phase AB, BC, and CA classification 
using 1D-CGCN of Potsdam microgrid test set. 

train again the entire models with 0.001 learning rate for 
the fine-tuning process. 

IV. RESULTS AND DISCUSSION

The training and test results are collected on a personal 

computer with Intel Core i7-8700, 32 GHz, 32 GB RAM, 

and NVIDIA GTX 1080 GPU. The machine learning 

framework is Pytorch with Pytorch-geometric library for 

graph learning [51].  

The fault detection accuracies of ANN and the proposed 

1D-CGCN are compared in Fig. 5. As can be seen, for the 

fault event detection, ANN achieves 98.71% while 1D-

CGCN can achieve 99.5%. For the fault type 

classification, 1D-CGCN have 1% higher than ANN since 

the two structures achieve 97.4% and 98.4% respectively. 

The 1D-CGCN is outperformed in fault phase 

identification with 99.2% compared to 97.6% of the ANN. 

Similarly, the 95.5% accuracy with 1D-CGCN in fault 

location compared to only 88.4% of ANN. 

The detailed confusion matrix of fault type 

classification is shown in Fig. 6. There are 780 samples for 

each 3L and 3LG faults, 2340 samples for each LG, LL 

and LLG faults, and 1420 samples for non-fault in the total 

of 10,000 samples of the test set. As can be seen, the 3L 

and 3LG faults have less accuracy compared to other fault 

types.  

The detailed confusion matrices of fault phase 

identification are shown in Figs. 7 and 8. There are 780 

graph data for each phase (AG, BG, CG) in the total 2340 
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line-ground (LG) fault.  There are 1560 graph data for each 

cases of AB/ABG, BC/BCG, and CA/CAG in the total of 

2340 line-line (LL) fault and 2340 double line-ground 

(LLG) fault. The values in those confusion matrices are 

consistent with the testing accuracy in Fig. 5. Those results 

prove the high performance of the proposed fault detection 

models using 1D-CGCN. 

V. CONCLUSION

In this paper, we propose a combination of 1D-CNN 
and GCN named 1D-CGCN for fault detection in 
distributed energy systems. The voltage measurements are 
inputs of the fault detection models. The detection models 
handle fault event detection, fault type and phase 
classification, and fault location. The real-time simulation 
graph data from the Potsdam microgrid using Opal-RT are 
collected and trained for the models. Transfer learning and 
fine-tuning techniques are applied to reduce training 
efforts. The performance of 1D-CGCN is compared with 
the traditional ANN to prove its superiority. The detailed 
confusion matrices of the classification tasks are shown for 
validation.The high accuracies are achieved with proposed 
1D-CGCN classification models. 

Although the proposed 1D-CGCN can achieve high 
accuracies, however, the effects of measurement noises 
and the lack of measurement data are not considered. 
Those issues would be tackled in future work. 
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Abstract - This paper proposes an improved performance of 

droop control of Distributed Generator (DG) in frequency deviation, 

power sharing and voltage regulation at Point Common Coupling 

(PCC) during ON/OFF operations mode or during substantial 

change in load. A cascade control of speed droop and voltage droop 

is proposed which allows the voltage control to be 

increased/decreased during load variation known as a Load 

Acceptance Module (LAM). Therefore, the first speed droop control 

estimates the transient amount of reactive power induced during load 

variation or ON/OFF mode of operation. Whereas, the second 

voltage droop control injects the voltage at PCC to reduce the 

frequency deviation. A power droop control applied to the diesel 

generator is used to ensure active and reactive power sharing within 

the micro-grid whether in stand-alone mode or in grid-connected 

mode. The combination of the two droop controls applied to the 

diesel power plant optimizes the operating performance of the 

micro-grid and contributes to its stability.  

Index Terms—Power quality, current harmonics, diesel 

generator, frequency deviation, power sharing, droop control, Load 

Acceptance Module (LAM), batteries, photovoltaic panel, micro-

grid. 

I. INTRODUCTION

To cope with environmental pollution and high energy 

demand, many distributed generators (DGs), for example 

solar power, wind power, microturbines, fuel cells and 

combined diesel generators, are widely used. These DGs are 

connected to the electrical grid through converters, 

commonly referred to as microgrids. The transition from grid-

connected to islanded mode and vice versa can be done in a 

flexible manner. Different methods are presented in the 

literature to enhance reactive power sharing. In recent 

distribution networks, the presence of a multitude of 

distributed generators results in an instability of the voltage at 

the PCC because of all-out power transfers. In order to ensure 

good voltage regulation and compliance with international 

standards, voltage reactive power droop controllers are 

widely used [1]. With regard to improving the precision of 

reactive power sharing, the authors in [2], propose the use of 

a visually driven nonlinear droop curve, while also ensuring 

limit voltage fluctuations at the terminals of distributed 

generators. The same applies to frequency, which fluctuates 

during power sharing. In order to limit this variation, in [3] it 

is proposed a secondary frequency control method based on 

the injection of a small additional ac signal (SACS-SFC), at 

the output voltage of each DG. The traditional reverse droop 

control method is introduced in [4], by proposing the insertion 

of a virtual resistor in the reverse droop control loop, to 

improve the power sharing between the different DGs. 

Moreover, the stochastic nature of renewable energy sources, 

in particular photovoltaic panels, thus causing fluctuations at 

the level of the micro-grid to which they are connected, was 

treated in [5] where the authors claimed the use of 'a battery 

as an energy storage unit, as a buffer to improve system 

stability. However, in the case of island microgrids with the 

presence of a multitude of unstable sources, the droop control 

reaches its limits about the sharing of reactive power, because 

of the discrepancy in the impedances of the lines connecting 

the inverters of these, the effects of which are analyzed in [6], 

where the authors propose the adoption of a secondary 

control. Also, in the case of island networks, in [7] droop 

control is proposed, which uses the principle of inertia of the 

first order, with the aim, on the one hand of simultaneously 

guaranteeing the regulation of the active power, as well as the 

automatic sharing of the load by the DG, in a very short time, 

while obeying an execution command on a larger time scale. 

In [8], the authors addressed the case of neural networks 

where they note that the droop control mode is well suited in 

the case of decentralized production units, without 

communication, but not very effective for distribution units 

in current control mode, such as the different sources of 

renewable energy, where the reverse droop would prove more 

efficient. For low-voltage networks, an improved power 

sharing strategy is proposed in [9], using the reverse droop 

technique by adding a synchronous regulation process. With 

regard to voltage regulation in microgrids, in [10], it is 

proposed to improve voltage regulation and stability at VSG 

terminals, based on the strategy of inertia coefficients and 

droop control.  Also, in the case of low-voltage microgrids, in 

[11], the authors propose a reliable intelligent control strategy 

based on an adaptive neuro-fuzzy system., by combining 

reverse droop control, virtual impedance control as well as 

current control. This would allow better regulation of voltage 

and frequency with smooth operation during different 

switches. For their part, the authors in their article [12], 

looked at the case of regulating the voltage and frequency of 

diesel generators, which operate without intercommunication 

in extreme conditions.  They propose to introduce a secondary 
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non-communication control based on the PI regulator of the 

traditional droop command.   

II. PROPOSED MICRO-GRID

The configuration of Fig.1, consists of a power system to 

supply the station for battery electrical vehicle charger. A 

renewable clean energy PV solar is integrated in the station 

to reduce the electricity bill, to support during peak demand 

and during grid OFF operation. The two diesel generators 

units are also added to support the additional power supply 

needed by the electrical vehicle and the load. The three-phase 

dc-ac converter used as an inverter to transfer the power from

the PV solar to the load, to compensate the current harmonics

and the reactive power. The control of the diesel generator

regulates first the rotational speed to set the voltage frequency

of the diesel generator at 60 Hz which must be equal to the

frequency of the grid. Secondly, through its excitation, it

regulates the voltage magnitude to the magnitude of the grid.

Fig.1. Micro-grid configuration under study 

III. MODELING AND CONTROL OF THE INVERTER

The system configuration shown in Fig.2 of three-phase 

inverter is dedicated to supply the load from the PV solar and 

the energy in the battery to be activated when the grid is OFF. 

The nonlinear control ensures to control the power delivered 

by the PV solar and the battery and to compensate the current 

harmonics, the reactive power, and the unbalance load. The 

battery power is fully controlled, it intervenes in standalone 

system or in necessity case. The control scheme [13]-[15], is 

shown below in Fig. 4. 

Fig. 2.   PV solar and battery connected to the grid. 

In ‘abc’ frame, the equations of the inverter are given by: 

𝑣𝑘 = LF

diFk

dt
+ L1

digk

dt
+ RFiFk + dnkVdc

𝑖𝑔𝑘  = 𝑖𝐹𝑘 − 𝑖𝑐𝑘  

𝑖𝑐𝑘 =  𝐶𝑓

𝑑𝑣𝑐𝑘

𝑑𝑡
Replacing in equation (1), one find 

𝑣𝑘 = LT

diFk

dt
+ L1𝐶𝑓

𝑑2𝑣ck

𝑑𝑡2 + RFiFk + dnkVdc

LT represents the sum of the two inductor values LF and L1. 

Since L1 and Cf are very small and, therefore. 

𝐿1𝐶𝑓
𝑑2𝑣𝑐𝑘

𝑑𝑡
 ≈ 0. From Fig. 3, it is also proved that at the

2000/60 =33 harmonic order, the LCL filter behaves like an 

inductor filter, hence which justify the simplification of the 

second order differential equation. 

Bode plot of the transfer function 

Fig. 3.  Bode plot of the transfer function Ig/Vi 

And one will rewrite the dynamic equation of the inverter in 

dq frame as: 

𝐿𝑇

𝑑𝑖𝐹𝑑

𝑑𝑡
+ 𝑅𝐹𝑖𝐹𝑑 = −𝑑𝑛𝑑𝑉𝑑𝑐 + 𝑉𝑑 + 𝐿𝐹𝜔𝑖𝐹𝑞

𝐿𝑇

𝑑𝑖𝐹𝑞

𝑑𝑡
+ 𝑅𝐹𝑖𝐹𝑞 = −𝑑𝑛𝑞𝑉𝑑𝑐 + 𝑉𝑞 + 𝐿𝐹𝜔𝑖𝐹𝑑

Control laws are given by 

dnd =  
−𝑢𝑑 + 𝑉𝑑 + 𝐿𝐹𝜔𝑖𝐹𝑞

𝑉𝑑𝑐

dnq =  
−𝑢𝑞 + 𝑉𝑞 − 𝐿𝐹𝜔𝑖𝐹𝑑

𝑉𝑑𝑐

Current references 

idref = iLdh + idcbat + idcpv

iqref = −iLq

Where  

𝑖𝑑𝑝𝑣 =
2

3𝑉𝑑
 𝑃𝑝𝑣 and 𝑖𝑑𝑐𝑏𝑎𝑡 =

2

3𝑉𝑑
 𝑃𝑏𝑎𝑡

Where Idcpv represents the dc current of the 

PV solar and Idcbat represents the dc current of the battery. 

Fig. 4.  Control scheme of three-phase inverter. 
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Fig.5.  Simulation results of PV solar and battery power control 

IV. DIESEL GENERATOR MODELING AND CONTROL

The diesel power unit model is composed of five sub-

models [16]: the heat engine, a synchronous alternator, the 

mechanical coupling, and the corresponding controllers: the 

voltage and speed regulators. A block diagram of this model 

is shown in Fig. 6. 

Fig. 6.  Speed regulator block diagram. 

IV.1    SPEED CONTROL OF DIESEL GENERATOR

The proportional derivative (PD) speed controller in Fig. 6, shows the 

block diagram of the speed control loop where the variables are 

ωref the speed reference, the throttle and the actuator, the combustion 

and the coupling shaft. 

The electromechanical model of the generator developed is given by 

the equation: 

2𝐻
𝑑𝜔

𝑑𝑡
+ 𝐷𝜔 =  𝐶𝑚 − 𝐶𝑒

𝑑𝛿

𝑑𝑡
=  𝜔0𝜔

Where Cm is the motor mechanical torque; Ce is the electrical torque; 

H is the inertia, 2H = M; M is mechanically starting time for motor 

and generator. 
The speed closed loop regulation is given by:  

▪ Transfer function of the speed controller

 

▪ Transfer function of throttle and actuator

𝐻𝑎(𝑠) =
( 1+𝑇4𝑠)

𝑠(1+𝑇5𝑠)(1+𝑇6𝑠)

▪ Transfer function of the coupling shaft

Gω(s) =
𝜔

𝑇𝑚
=  

1

2𝐻𝑠+𝐷

▪ Engine (combustion):

𝐻𝐸(𝑠) = 𝑒−𝑠𝑇𝐷;

Where the time delay 

𝑇𝐷 =
60𝐻

2𝑛𝑐𝛺𝑑
 + 

60

𝛺𝑑
= 0.024 𝑠 

H=2 (for a 2-stroke); H=4 (for a 4-stroke); 

𝑛𝑐 : Numbre of cylinders.

𝛺𝑑:  Engine rotation speed (r.p.m).

𝑇𝐷:represents the delay that takes place in combustion, to an

engine response to a disturbance. It is due to the different  

positions of the pistons in the cylinders, which cannot all 

instantly receive an additional quantity of fuel, in the event 

of an increase in load. 

D: The self-regulation of the load (Damping).  

D=1. If a load decrease of 1%, the frequency drop is 1Hz. 

TABLE I  

SYSTEM PARAMETERS 

Speed controller K=29; T1=0.01s; T2=0.02s; T3=4s 

Throttle and 

actuator 

T4= 0.25s; T5= 0.009s; T6= 

0.0384S 

Delay (Combustion) Td = 0,024s 

Inertia(H) and 

damping (D) 

H = 3.7;  M = 2H = 7.4; 

D= 1; 

Friction coefficient 1.6 

Pairs of pôles 2 

Power 2 MW 

Line voltage 600V 

LCL filter Cf=50𝜇𝐹, 𝐿𝐹 = 0.15 𝑚𝐻, 𝐿1 =
0.5 𝑚𝐻 

IV.2. Automatic voltage regulator

IV.2.1. Conventional control of voltage control of diesel

generator

The automatic voltage regulator (AVR) type is based on the 

model available on Matlab and is shown in Fig.7.

Fig. 7. Schematic of Automatic voltage regulator 

▪ Transfer function for automatic voltage regulation

is given by:

Gv(s) =
𝑣𝑡

𝑣𝑓
=  

𝐴

𝑠

IV.2.2. PROPOSED CONTROL OF VOLTAGE CONTROL OF 

DIESEL GENERATOR TO IMPROVE FREQUENCY DEVIATION

This technique is known as "LAM" shown in Fig.8, when the 

frequency goes below the pre-set frequency threshold, the 

drops of the voltage of about 15% and therefore the active 

load power step applied is reduced by approximately 25% if 

the speed is not rising to its nominal value [17]. The "LAM" 

therefore it is possible to reduce the speed variation 

(frequency) and its duration for a given applied load, to 

increase the possible applied load for a same speed variation 

(turbocharged engines). To avoid voltage oscillations, the 

tripping threshold of the "LAM" function must be fixed to 

approximately 2 Hz in below the lowest steady state 

frequency. In this paper, an adaptive frequency compensation 

is proposed. The voltage regulation during dynamic variation 

can improve the frequency deviation to the recommended 

rated working state by collecting local information to make 

voltage and frequency more stable. When a load is 

increased/decreased in standalone mode operation or during 

ON/OFF mode operation, the frequency decrease/increase at 

the Point Common coupling (PCC). This frequency drop is 

(14) 

𝐻𝐶(𝑠) =
𝐾 ( 1+𝑇3𝑠)

(1+𝑇1𝑠+𝑇1𝑇2𝑠2)

 

(9) 
 

(8) 

(10) 

(11) 

)
(12) 

(13) 

(7)



automatically measured, and the appropriate drop voltage is 

applied to reduce a frequency deviation. Therefore, the 

control of the reactive power, the 𝜔-Q inverse-droop control 

and V-Q droop control are adopted. 

Fig.8.  Frequency deviation technique used in industry. 

Relationship between voltage and active and reactive powers: 

Fig. 9.  Line impedance representation and voltage 

diagram. 

∆𝑉̅̅ ̅̅  =�̅�𝐼 ̅= ∆𝑉 + j𝛿𝑉
∆𝑉 = R𝐼𝑎+X𝐼𝑟; the longitudinal component

of the voltage drops. 

𝛿𝑉 = 𝑋𝐼𝑎 -𝑅𝐼𝑟; the transversal component of the voltage

drops. 

∆𝑉= 
𝑅𝑃2+ 𝑋𝑄2

𝑉2
;     𝛿𝑉= 

𝑋𝑃2 −RQ2

𝑉2
 

Because generally R ≪ X = L𝜔 for transmission lines, it 

results: 

∆𝑉 ≈
𝐿𝜔∗𝑄2

𝑉2
;   𝛿𝑉 ≈ 

𝐿𝜔∗𝑃2

𝑉2

The ω-Q and V-Q characteristics can be 

expressed as: 

𝑄𝑔𝑒𝑛
∗ =  𝑄𝑔𝑒𝑛 − 𝑚𝜔(𝜔𝑟𝑒𝑓 − 𝜔𝑚)

𝑉𝑝𝑐𝑐
∗∗ =  𝑉𝑝𝑐𝑐

∗ − 𝑘𝑄(𝑄𝑔𝑒𝑛
∗∗ − 𝑄𝑔𝑒𝑛)

And one deduces the control to improve a 

frequency deviation given in Fig. 10: 

+

-

+

+ +-

- +

ωm

 mω kQ

Fig. 10.  Modified speed droop control scheme for 

frequency deviation improvement. 

Through the primary, the secondary and the tertiary control, accurate 

active power distribution can be achieved between DGs, and the 

system frequency and voltage  

V. DROOP CONTROL FOR ACTIVE POWER SHARING

In islanded mode, the power of the loads must be properly 

shared by the different DGs available (diesel generators, solar 

PV and BESS). Conventionally, droop control is used for 

frequency and voltage amplitude regulation for microgrid 

stability at the point of connection, which aims to achieve 

efficient power sharing in a decentralized manner, as shown 

in Fig. 11. 

Fig.11.  Closed loop active power control. 

The dynamic regime stability of the electrical network is its 

ability to avoid any divergent oscillatory regime and to return 

to an acceptable stable state. The equation that describs the 

motion of synchronous generators’rotor [18], is: 
𝑀𝑑2𝛿

𝑑𝑡2 +  
𝑑𝛿

𝑑𝑡
 =  𝑃𝑚 − 𝑃𝑒 

Where; 

𝛿 : Generator internal angle 

M: Inertia constant (M=2H) 

𝑃𝑚: Shaft input mechanical power

𝑃𝑒: Output electrical power

𝑃𝑚 − 𝑃𝑒: Acceleration Power.

▪ Static stability of synchronous generator:

Under steady state 𝑃𝑚 = 𝑃𝑒, rotor angle δ is a constant. Two 

internal angles are possible when the power delivered by the 

generator is equal to the mechanical power supplied to it. 

▪ Dynamic stability of synchronous generator:

If either 𝑃𝑚 or 𝑃𝑒 changes due either to disturbances or 

system operations, a net acceleration power will be applied to 

the rotor, because the electrical power cannot adapt 

instantaneously. δ then becomes a prime indicator of 

synchronous machine stability. 

Fig.12. Fresnel representation of synchronous generator. 

P = U*I*cos𝜑= 
𝑈𝐸 sin 𝛿

𝑋
= 𝑃𝑚𝑎𝑥sin𝛿                

Q = U*I*sin𝜑 = 
𝑈(𝑈−𝐸)

𝑋
= 

𝑈

𝑋
∆𝐸 

Electrical power consists of two components: 

∆𝑃𝑒 =  𝐾𝑠∆𝛿 +  𝐾𝑑∆𝜔(11)

Where: 

o 𝐾𝑠 =  
𝑈𝐸

𝑋
 𝑐𝑜𝑠𝛿; is the synchronizing power 

coefficient. 

(19) 

(17) 

(18) 

(20)

(22) 

(23) 

(21) 

(16) 

(15)



Aperiodic instability for torque may result of insufficient 

synchronizing.  

o 𝐾𝑑 = D ; is the damping power coefficient.

Oscillatory instability may result of insufficient damping 

torque. From the above equations, the active power and the 

reactive power generated by the DG depend proportionally on 

δ and ΔE respectively. Consequently, the control of the active 

and reactive power flows can be modulated by acting 

respectively on the speed of rotation of the DG and the 

amplitude of the voltage at its terminals.

Let’s choose sin(δ)=δ, and K =UE/X which is the 

synchronizing power factor, and the output active power Pe 

can be rewritten as: 

𝑃𝑒 =  
𝑈𝐸

𝑋
sin(𝛿) ≈

𝑈𝐸

𝑋
𝛿 =  𝐾 𝛿 

The speed droop control is used to control the active power 

of the diesel generator given by : 

𝜔𝑟𝑒𝑓 =  𝜔𝑚 − 𝑘𝜔(𝑃𝑔𝑒𝑛
∗ −  𝑃𝑔𝑒𝑛)

When the load varies locally, this undeniably causes a 

difference in frequency and voltage. To remedy this, the 

classic droop command often adopted, is based on finding the 

reference speed ωref, from the references of the active 𝑃gen* 

and reactive 𝑄gen* powers. 

Since the deviation of voltage, the active/reactive power 

sharing and frequency deviation always exists, the proposed 

control strategy can be classified as primary, secondary, and 

tertiary control which can regulate the frequency and the 

voltage at its nominal value at the PCC point. Also, as seen in 

the simulation results, the active/reactive power sharing is 

accomplished to their respective references. 

VI. SIMULATION RESULTS 

TABLE II 

SYSTEM PARAMETERS 

Line voltage, and 

frequency 

VsL(rms)=600 V (ph-ph), 

fs= 60 Hz 

PV solar 100 kW 

Battery voltage 1200 V 

Diesel generator power 1 MW 

Dynamic load 300 kW to 500 kW 

Static load 500 kW 

In Fig. 13, the ON mode from t=0 s to t=10 s, the grid, the PV 

solar and the ESS are supplying the load demand. 

From t = 10 s, the OFF mode, the diesel power replaces the 

power grid and adapts its power to satisfy the load demand.  

At t= 20 s, the load is decreased from 1 MW to 800 kW, one 

can see the increase of the voltage helps to improve frequency 

deviation.  

At t=30s, the load is increased from 800 kW to 1MW, one can 

also see the voltage is decreased. For both variations, the 

deviation of the frequency is controlled by the transient 

voltage at the PCC. 

Fig.13.  Frequency deviation improvement during ON/OFF 

grid and load variation. 

 Fig. 14.  Active Power Sharing between two generators. 

In Fig.14, the ON mode test for active power sharing.  

From t=0 s to t=10 s, the two diesel generators are sending 

the same amount of active power to the grid (Pdiesel1(blue line) 

= Pdiesel2(red line) = 300 kW). 

From t=10 s to t = 20 s, Pdisel1 = 300 kW and Pdiesel2 = 200 kW. 

From t=20 s to t = 25 s, Pdisel1 = 200 kW and Pdiesel2 = 300 kW. 

From t=25 s to t = 35 s, Pdisel1 = 100 kW and Pdiesel2 = 400 kW.   

(25) 

(24)



Fig.15.   Performance of reactive power control during the 

ON mode  operation. 

In Fig. 15, the ON mode test for reactive power sharing. From 

t=0 s to t=10 s, Pgrid (red line)= 0, Pdiesel1 (black line) = 200 

kW, Qdiesel1(red line) = 0 kVAR. From t=10 s to t = 15 s, Qdisel1 

= 100 kVAR. From t=15 s to t = 20 s, Qdisel1 = -100 kVAR. 

And finally, From t=20 s to t = 25 s, Qdisel1 = 50 kVAR. 

Fig. 16.  Frequency behavior with load variation and 

ON/OFF mode. 

The simulation results in Fig.16 16 shows that from ON to 

OFF mode and a load variation, the frequency deviation can 

be greatly improved when varying the parameter of the speed 

controller, it can be reduced less than 1%. 

VII. CONCLUSION

In this paper, the simulation results obtained confirm that the 

proposed strategy based on a modified droop control, makes 

it possible to reduce and limit the possible frequency 

deviations. In addition, the proposed technique improves the 

active and reactive power sharing. The proposed controls 

allow smooth transfers with fast dynamic responses during 

the ON mode to the islanding OFF mode and vice versa. 

According to different situations that may happen, this 

strategy effectively manages the ON/OFF/ON as needed. The 

stability of the electrical network as well as the proper 

management of power exchanges between different energy 

sources. The control strategy applied to the micro-grid behave 

like, primary, secondary, and tertiary control by regulating 

the frequency, the voltage, and the active power at the point 

of common coupling to their references respectively. The 

control of active and reactive power sharing is completely 

decoupled. 
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D-Q Impedance Modeling of Grid-forming
Converters Viewing from DC Side

Abstract—Grid-forming converters are becoming increasingly
popular as more renewable energy sources are being in- 
corporated into power systems. Due to the higher penetration of 
non-conventional energy sources, there is an increasing demand 
for stability assessment. Additionally, the equivalent impedance 
of the DC network (i.e. DCNI) may vary and cause oscillations 
in the voltage of the DC link. In order to assess the stability of 
the overall system, this paper proposes small signal impedance 
models for both open-loop and closed-loop control of grid-
forming converters.  It is verified through Bode analysis that 
variations in outer loop control parameters and DCNI can result 
in unstable operation of the system. Also, it is observed from 
impedance models that grid-forming converters behave in a 
similar way to grid-following inverters when heavy loads are 
applied to them. Validation of the developed models is 
performed by using the Simulink software environment.

Keywords—Grid-forming converter, small signal DC 
impedance models, DCNI, stability analysis.  

I. INTRODUCTION

Presently, the grid is mostly composed of 
synchronous generators that have high rotational inertia and 
very few renewable energy systems that interface with 
inverters.  With increasing integration of renewable energy 
sources into the grid, still significant amount of advancement 
is needed in power electronics and controls to realize a 100% 
renewable grid [1]. Grid-forming converters are becoming 
increasingly important in order to achieve a 100% renewable 
energy-based power grid [1]-[2]. However, these grid-
forming converters are more prone to become unstable due to 
complete dependence on renewable energy sources. 
Therefore, it is crucial to study the stability of power 
electronic converters with a high penetration of renewable 
energy sources [3]. In the last two decades, several methods 
have been studied in the literature for assessing the stability 
of grid-following converters using impedance methods, state 
space methods, and so on [4]-[7].  

In [8], state space models are developed for both 
grid-following converters as well as grid-forming converters, 
and an analysis of PCC voltage stability is performed. A 
comparative study of the large-signal stability of grid-
forming and grid-following controls in voltage source 
converters is presented in [9].  In [10], the energy function 
model for the grid-following and grid-forming controlled 
converters has been established and compared in detail. 
However, impedance-based methods have gained more 
importance over state-space methods because of the 
availability of impedance measurement systems. 

In [11], the use of a sequence impedance-based 
small signal model with three different inner control setups 
for a synchro converter controller is developed. A grid-
forming inverter is modeled in [12] using its sequence 
impedance to evaluate its small-signal stability properties in 

Fig. 1. Block diagram of (a) Three-phase DC-AC converter 
operating under islanded mode (b) Equivalent representation of 
overall converter viewing from DC side. 

terms of variations in droop coefficient and DC link voltage 
controller gains. Authors in [13] successfully analyzed the 
stability of three-phase voltage source converters by 
measuring the admittance model from time-domain data. 
Research reported in [11]-[13] is based on sequence 
impedance modeling. Furthermore, the stability analysis is 
carried out by developing the impedance models looking 
from AC terminals.  

The stability analysis of a grid-forming inverter in 
the DQ frequency domain is presented in [14]. Authors in 
[15] model the grid-forming inverter circuit as an impedance
circuit. However, stability analysis and developed impedance
models are from an AC point of view.  A new grid-forming
control strategy is developed in [16], which maintains the DC
link stability under transient and overload conditions
considering PV source dynamics and limitations. Due to this,
it is necessary to study the dynamics of the DC link voltage
of a grid-forming converter when it is integrated with a large
number of renewable energy sources. Moreover, the effect of
variations in the DCNI on the DC link voltage stability of
grid-forming converters remains unexplored in the literature.
This paper presents a DC link voltage stability analysis of
grid-forming converters using DC side impedance modeling
considering the effect of DCNI.

The main contributions of this paper are: 
• Small signal impedance block diagrams and impedance

models (i.e. viewing from the DC side) are proposed for
both open-loop and closed-loop load voltage control of
grid-forming converter.

• This paper also examines the effect of variations in the
outer loop controller on the stability of the system using
the proposed DC impedance models.

• The impact of DCNI variations on the impedance model
and the stability of the system is also being investigated.

Ravi Kumar Gaddala, Mriganka Ghosh Majumder, Kaushik Rajashekara, Souradeep Pal 
Department of ECE, University of Houston, Houston, Texas, USA  

∗E-mail: rgaddala@cougarnet.uh.edu 

Paper ID - 000153



The rest of the paper is organized as follows: 
In section II, the configuration of the system is 

described. Small signal impedance block diagrams and 
impedance models (i.e. viewing from DC side) are proposed 
in Section III for both open-loop and closed-loop load voltage 
control of the grid-forming converter. Section IV discusses 
system stability using proposed models. Finally, conclusions 
are presented in Section V. 

II. SYSTEM CONFIGURATION

Fig. 1(a) shows the block diagram representation of 
an islanded DC-AC converter. Here, the Vin is the DC input 
voltage which can be derived from the input sources such as 
the battery, solar photovoltaic cells, etc. Zin is the DC network 
impedance or input impedance. Cdc is the DC bus capacitance 
and Vdc is the DC link voltage. The inductance and 
capacitance of the filter are Lf and Cf respectively. This study 
considers balanced three-phase loads. Zdc is the equivalent 
DC impedance of the total system looking across the DC link 
as marked in Fig. 1(a) (Zdc also includes the impedance of DC 
capacitor Cdc). Further, the small-signal circuit model of the 
grid-forming inverter in a d-q frame is shown in Fig. 2. 

Fig. 2. Small-signal circuit model of grid-forming inverter in the d-
q frame.

III. DC SIDE IMPEDANCE MODELS 

Fig. 1(a) shows a three-phase grid-forming 
converter with a DC network impedance. The equivalent 
representation of Fig. 1(a) is shown in Fig. 1(b). For 
analyzing DC link voltage stability of the grid forming 
converter, from Fig. 1(b), the voltage across the DC link 
capacitor (Cdc) is given by 

     𝑉𝑉𝑑𝑑𝑑𝑑 = 1

1+
𝑍𝑍𝑖𝑖𝑖𝑖
𝑍𝑍𝑑𝑑𝑑𝑑

𝑉𝑉𝑖𝑖𝑖𝑖     (1) 

A. DC impedance Model of Grid-Forming Converter in An
open- loop system:

By using KCL in Fig. 1(a), the equations (2), (3), and (4) are 
obtained in the abc frame. 
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Using the park transformation, abc frame quantities are 
converted to dq frame quantities, which are aligned 90 
degrees behind the phase a-axis. (5), (6), and (7) are 
representations of (2), (3), and (4) in dq frame. 
Here, (𝑥𝑥𝑑𝑑𝑑𝑑)𝑇𝑇=[𝑥𝑥𝑑𝑑  𝑥𝑥𝑑𝑑 ],  𝑥𝑥  =𝐷𝐷 ,  𝐼𝐼𝑓𝑓  and   (𝑥𝑥�𝑑𝑑𝑑𝑑)𝑇𝑇 = [𝑥𝑥� 𝑑𝑑  𝑥𝑥�𝑑𝑑 ], 
𝑥𝑥� = 𝑣𝑣�𝑙𝑙, 𝚤𝚤�̂�𝑓, 𝚤𝚤�̂�𝑙, �̂�𝑑, 𝑞𝑞� and where, 𝑣𝑣�𝑑𝑑𝑑𝑑 , 𝚤𝚤�̂�𝑖𝑖𝑖,  𝚤𝚤̂𝑠𝑠  are state variables. 
The superscript ^ refers to the small-signal variables. Small-
signal impedance model of the grid-forming inverter in an 
open-loop system is shown in Fig. 3.  

Where 𝐷𝐷𝑑𝑑𝑑𝑑 = �𝐷𝐷
𝑑𝑑

𝐷𝐷𝑑𝑑�  are the steady-state duty ratios. 𝑉𝑉𝑑𝑑𝑑𝑑  is 

steady state DC link voltage. 𝑣𝑣�𝑑𝑑𝑑𝑑 , �̂�𝑑𝑑𝑑𝑑𝑑 , 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑 , 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑 , 𝚤𝚤�̂�𝑙𝑑𝑑𝑑𝑑 are 
small signal representations of DC link voltage, duty ratio to 
the converter, grid current, load voltage, load current 
respectively. 

1
2
𝐷𝐷𝑑𝑑𝑑𝑑𝑣𝑣�𝑑𝑑𝑑𝑑 + 1

2
�̂�𝑑𝑑𝑑𝑑𝑑 𝑉𝑉𝑑𝑑𝑑𝑑 = 𝑀𝑀1 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑 + 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑      (5)

 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑=𝚤𝚤̂𝑙𝑙𝑑𝑑𝑑𝑑+𝑀𝑀2 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑  (6) 

 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑=𝑀𝑀3 𝚤𝚤�̂�𝑙𝑑𝑑𝑑𝑑     (7) 

The expressions for the coefficients M1, M2, and M3 are given 
in (8)-(10). 

 𝑀𝑀1 = �
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Fig. 3. Small-signal impedance model of grid-forming inverter in an 
open-loop system.

By using (2)-(10), 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑  is written in terms of 𝑣𝑣�𝑑𝑑𝑑𝑑 which is 
given in (11). The expression for M4 is given in (12). 

1
2
𝐷𝐷𝑑𝑑𝑑𝑑𝑣𝑣�𝑑𝑑𝑑𝑑 + 1

2
�̂�𝑑𝑑𝑑𝑑𝑑 𝑉𝑉𝑑𝑑𝑑𝑑 = 𝑀𝑀4 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑    (11)



 𝑀𝑀4=𝑀𝑀1+[(𝑀𝑀3)−1+𝑀𝑀2]−1  (12) 

 The inverter input current is represented in terms of duty ratio 
and the inverter output current and it is given in (13). By 
applying KCL on DC capacitance node point, (14) is 
obtained. 

𝚤𝚤ŝ = 3
4
�(𝐼𝐼𝑓𝑓

𝑑𝑑𝑑𝑑)𝑇𝑇�̂�𝑑𝑑𝑑𝑑𝑑 + (𝐷𝐷𝑑𝑑𝑑𝑑)𝑇𝑇𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑�   (13) 

 𝐶𝐶𝑑𝑑𝑑𝑑𝑠𝑠𝑣𝑣�𝑑𝑑𝑑𝑑 = 𝚤𝚤̂𝑖𝑖𝑖𝑖 − 𝚤𝚤̂𝑠𝑠  (14) 

Finally, by using (2)-(14), DC impedance model in an open-
loop system is given in (15). 

𝒁𝒁𝒅𝒅𝒅𝒅_𝒐𝒐𝒐𝒐 = 𝒗𝒗�𝒅𝒅𝒅𝒅
�̂�𝒊𝒊𝒊𝒊𝒊

= 𝟏𝟏

𝑪𝑪𝒅𝒅𝒅𝒅𝒔𝒔+[𝟑𝟑𝟖𝟖(𝑫𝑫𝒅𝒅𝒅𝒅)𝑻𝑻(𝑀𝑀4)−𝟏𝟏𝑫𝑫𝒅𝒅𝒅𝒅]
 (15) 

B. DC impedance Model of Grid-Forming Converter
operating under closed loop voltage contol:

The main objective of the closed loop voltage 
controller in grid-forming converters is to maintain the load 
voltage and frequency regardless of variations in the load or 
inputs. Fig. 4 shows the closed-loop control scheme for grid-
forming inverters. Small-signal impedance model of grid-
forming inverter operating in closed loop load voltage control 
is shown in Fig. 5. Based on the block diagram shown in Fig. 
4, the small signal equation for the current loop in the dq 
frame can be derived and is given in (16).  

𝑉𝑉𝑑𝑑𝑑𝑑
2
�̂�𝑑𝑑𝑑𝑑𝑑 = 𝐺𝐺1 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑓𝑓 + 𝐺𝐺2𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑 + 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑  (16) 

The expressions for the coefficients G1, G2, and Gci are given 
in (17)-(19). 
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�  (18) 

 𝐺𝐺𝑑𝑑𝑖𝑖 = 𝑘𝑘𝑝𝑝𝑖𝑖 + 𝐾𝐾𝑖𝑖𝑖𝑖
𝑠𝑠

  (19) 

The outer loop voltage controller is responsible for generating 
the reference filter currents for the inner loop. Thus, the small 
signal equation for the outer loop is written in terms of 
𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑓𝑓, 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑓𝑓, 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑 and it is given by 20.  

𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐺𝐺3 𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑓𝑓 + 𝐺𝐺4𝑣𝑣�𝑙𝑙𝑑𝑑𝑑𝑑  (20) 

The outer loop voltage controller-related coefficients (G3, G4, 
and Gvi ) are given in (21)-(23). 
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𝐺𝐺𝑣𝑣𝑖𝑖 = 𝑘𝑘𝑝𝑝𝑣𝑣 + 𝐾𝐾𝑖𝑖𝑖𝑖
𝑠𝑠

   (23) 

 By using (16)-(23), 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑 is written in terms of 𝑣𝑣�𝑑𝑑𝑑𝑑 which is 
given in (26). Also, �̂�𝑑𝑑𝑑𝑑𝑑 is written in terms of 𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑 and it is 
given in (24). The expression for M5 is given in (25).  

 𝑀𝑀5𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑= 𝑉𝑉𝑑𝑑𝑑𝑑
2
�̂�𝑑𝑑𝑑𝑑𝑑  (24) 

𝑀𝑀5=((𝐺𝐺1𝐺𝐺4+I)[(𝑀𝑀3)−1+𝑀𝑀2]−1)+ 𝐺𝐺2 (25) 

(𝑀𝑀4−𝑀𝑀5)−1 1
2
𝐷𝐷𝑑𝑑𝑑𝑑𝑣𝑣�𝑑𝑑𝑑𝑑=𝚤𝚤�̂�𝑓𝑑𝑑𝑑𝑑  (26) 

Finally, by using (16)-(26), DC impedance model of grid 
forming converter operating under closed loop voltage 
control is given in (27).  

𝒁𝒁𝒅𝒅𝒅𝒅_𝒅𝒅𝒐𝒐 = 𝒗𝒗�𝒅𝒅𝒅𝒅
�̂�𝒊𝒊𝒊𝒊𝒊

= 1

𝐶𝐶𝑑𝑑𝑑𝑑𝑠𝑠+
3
4[(𝐷𝐷𝑑𝑑𝑞𝑞)𝑇𝑇+ (𝐼𝐼𝑓𝑓

𝑑𝑑𝑞𝑞)𝑇𝑇 2
𝑉𝑉𝑑𝑑𝑑𝑑

𝑀𝑀5] (𝑀𝑀4−𝑀𝑀5)−112𝐷𝐷
𝑑𝑑𝑞𝑞

 

(27) 

Fig. 4. Schematic diagram for closed-loop control of grid-forming 
inverters. 

Fig. 5. Small-signal impedance model of grid-forming inverter 
operating in closed loop load voltage control. 

IV. RESULTS AND DISCUSSIONS

In order to analyze the impedance models that have been 
derived, the Bode plot analysis is used. Table I shows the 
system parameters for this study. MATLAB/Simulink is used 
to validate the proposed impedance models. 

A. DC link voltage stability analysis in open-loop condition
based on DC impedance models:

The proposed DC impedance models are tested under various 
load conditions.  

a) Grid-forming converter operating under heavy
load: 

Using (15), a Bode plot of an open-loop system with 
different modulation indexes for DC impedance models and 
DCNI is shown in Fig. 6. The value of the load resistance is  



    TABLE I 

Parameter Parameter description Specification 

𝑓𝑓𝑓𝑓𝑓𝑓 Fundamental frequency 60 Hz 

𝑓𝑓𝑠𝑠𝑠𝑠 Switching frequency 10000 Hz 

𝑣𝑣𝑙𝑙𝑑𝑑 Load voltage 311 V 

𝐿𝐿𝑓𝑓 Filter inductance 4 mH 

𝐶𝐶𝑓𝑓 Filter capacitance 20 𝜇𝜇F 

𝐶𝐶𝑑𝑑𝑑𝑑 DC link capacitance 1500 𝜇𝜇F 

𝑉𝑉𝑖𝑖𝑖𝑖  DC Input voltage 700 V 

PIv 
Outer-loop controller 

bandwidth 
100 Hz 

PIi 
Inner-loop controller 

bandwidth 
1000 Hz 

1 Ω.  Zdc_ol1, Zdc_ol2 are the open-loop impedances where d is 
equal to 0.9, 0.1 respectively. Zdcni (DC network impedance) 
is 0.05Ω +40mH. The intersection frequency of the two 
impedances is 18.5 Hz, and 20.5 Hz, and their phase 
differences are 149.2o, and 178.8o when d=0.9, and 0.1 
respectively. As the phase difference is close to 180 degrees, 
DC link voltage response should have oscillations at d=0.1 
which is shown in Fig. 7. It is concluded from the analysis 
that, the oscillation frequency in the DC link voltage at d=0.1 
is due to LC resonance on the DC side. The DC side 
resonance frequency (Lin, Cdc) is 20.54 Hz. The results, in this 
case, are similar to those of a grid-following converter 
operating in an open-loop system due to heavy load in the 
system (which acts as a short circuit). 

Fig. 6. Bode plot of an open-loop system with different operating 
conditions for DC impedance models and DCNI. 

b) Grid-forming converter operating under normal
load: 

A Bode plot of an open-loop system with DCNI and DC 
impedance is shown in Fig. 8. The load resistance value is set 
to 20 Ω and all other parameters are the same as they were in 
the previous case. It is verified through Bode plots that under 
two different operating conditions (d=0.1, 0.9), the 
intersection frequency of both impedances is the same, which 
is the same as the LC resonance frequency.  

Fig. 7. DC link voltage response in open-loop system. 

B. DC link voltage stability of a closed loop control system
based on DC impedance models:
The bandwidths for current loop controllers and voltage

loop controllers are 1000Hz and 100Hz, respectively.  Using 
the proposed impedance equation (27), the proportional 
coefficient (Kpv) value of a voltage controller is varied from 
0.02 (Zdc_cl3), 0.002 (Zdc_cl2), and 0.0002 (Zdc_cl1), in order to 
observe the stability of DC link voltage. Bode plots of DCNI 
and closed loop converter DC impedance are shown in Fig. 9 
with variations in outer loop control parameters. It is noticed 
that the phase difference is greater than 180 degrees in both 
cases when Kpv is 0.002 (Zdc_cl2), and 0.0002 (Zdc_cl1). As a 
result, the closed-loop converter is operating in an unstable 
manner.  

In order to verify the impedance models, simulation 
studies are performed and they are shown in Fig. 10. Fig.10 
shows that the converter is operating in a stable manner 
before t=1 s. At t=1 s, the Kpv value is changed from 0.02 to 
0.002, causing the overall system to become unstable. 
Therefore, the proposed impedance models are accurate.  

Fig. 8. Bode plot of an open-loop system with DCNI and DC 
impedance model. 

Furthermore, the DC link voltage stability of closed loop 
converters is also tested under varying DCNI conditions in 
order to determine their stability. The Bode plot of closed 
loop control with different DCNI and DC impedance model 
is shown in Fig. 11. Fig. 11 shows that different DCNIs 
intersect at different frequencies on Zdc_cl. The values of Zdcni1, 
Zdcni2, Zdcni3, and Zdcni4 in this case are 0.05  Ω +0.1mH, 
0.05 Ω+1mH, 0.05 Ω+2.1mH, and 0.05 Ω+8mH respectively. 
Zdcni1 and Zdc_cl are intersecting at a frequency of 409 Hz with 



Fig. 9. Bode plot of closed loop converter DC impedance with 
variations in outer loop control parameters. 

Fig. 10. Responses of DC link voltage, load voltage, and load current 
in a closed loop system.

Fig. 11. Bode plot of closed loop control with different DCNI and 
DC impedance model. 

a phase difference of 169 degrees between them. This results 
in stable operation of a closed loop converter. In contrast, at 
the intersection of Zdcni4 and Zdc_cl, the phase difference is 
181.2 degrees resulting in unstable operation. 

V. CONCLUSION

In this paper, impedance based small signal block 
diagrams and impedance models (i.e. viewing from DC side) 
are proposed for both open-loop and closed-loop load voltage 
control of grid-forming converters. Using the proposed DC 
impedance models, DC link voltage stability analysis is 
assessed. Based on impedance stability analysis, it can be 
concluded that the variations in the outer loop controller are 
responsible for the unstable operation of the grid-forming 
converter. In addition, it is found that the changes in DCNI 

result in the instability of the overall system. During the 
application of heavy loads to grid-forming converters, it has 
been observed through proposed impedance models that they 
behave similarly to grid-following inverters. 
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Abstract—This article presents the formulation, 

implementation, and execution of the switching network loss 

optimal hybrid phase-duty control strategy for a triple-active-

bridge (TAB) converter. The work aims at providing an efficient 

and easy-to-implement solution for incorporating the 

dynamically varying optimal bridge voltage duty cycle 

parameters based on the operating load and output voltage gain 

condition that ensures the maximum efficiency operation of the 

TAB switching network. With this purpose, a detailed 

mathematical framework is formulated and presented in the 

paper that synthesizes the polynomial regression models for the 

optimal duty variables as a nonlinear function of the operating 

load and gain condition. These developed models are 

implemented inside the controller along with the decoupled PI 

controllers that control the phase-shifts. With the 

implementation of the proposed optimal hybrid phase-duty 

control, the experimental result shows an efficiency increment 

up to 2.9% compared to the conventional phase shift modulation 

alone. 

Keywords— Triple-active-bridge (TAB) converter, loss 

optimization, polynomial fitting, phase-duty control 

I. INTRODUCTION

In a world of growing environment friendly energy 

consumption and increasing efficiency needs, research 

pertaining to distributed versatile energy management 

systems is getting special attention from the research 

community. The cutting-edge applications such as electric-

vehicle power train, space station power supplies, microgrids, 

where multiple energy resources and/or loads are connected 

together to efficiently support the power system, a single 

stage multi-port power electronic converter with omni-

directional power flow capability is desirable to be engaged 

[1-5]. Thus, size, cost, volume, and control complexity of the 

power conversion system can be drastically reduced due to 

less component count and the simpler centralized control. 

One of such prominent circuit topologies is triple-active 

bridge (TAB), where three full bridges form three ports for 

the converter that are magnetically coupled together through 

a three-winding transformer.  

Conventionally the TAB dc-dc converter is controlled by 
the phase-difference between the active bridges to maintain a 
desired flow between them [3], which is defined by the dual-
phase-shift (DPS) control. However, as reported in the recent 
literatures, an increased system loss at light load and non-unity 
gain condition is observed in the TAB under DPS modulation 
scheme. This primarily occurs due to increased winding RMS 
currents [3], [5] and loss of soft-switching [4] operation. This 
existing drawback in TAB operation calls for an improved 
higher order control system implementation by incorporating 

the bridge voltage duty cycles as the secondary control 
parameters alongside the phase-shifts.  

There exist very few research works [3-5] on the optimal 
selection of the TAB bridge voltage duty cycles that ensures 
minimized loss operation of the converter for a wide load and 
gain range. The study presented in [5] focusses on achieving 
lower losses in a TAB by introducing hybrid phase-duty 
parameters in affiliation with the system equations obtained 
using fundamental harmonic approximation (FHA). While 
FHA has yielded satisfactory results in terms of system 
characterization and modelling of moderate-to-high power 
transfers, it proves to be inefficient for estimating system 
behavior at lighter loads [3-4]. The generalized harmonic 
approximation-based analysis and formulation of the TAB 
conduction losses is carried out in [3-4]. Also, the derivation 
of the optimal control parameters is showcased based on 
conduction and switching losses individually. However, most 
of the available literature fails to implement the optimal 
control parameter based closed loop control system of the 
converter. Moreover, the handful of the existing 
implementation efforts implements the optimized control 
system in two ways: (a) In [5], the optimized control variable 
values are determined offline by solving the FHA based TAB 
model while minimizing the circulating current and the 
derived values are stored in the controller in a form of a look-
up table (LUT). However, such approach is not scalable; and 
for a TAB, the size of the LUT will become extremely large, 
leading to memory allocation-based challenges on the DSP. 
(b) In [3], a gradient decent search algorithm-based approach
is taken to identify the optimal TAB operating point, which
results in increased control complexity and the search method
is time consuming than the LUT based approach.

To overcome these challenges, in this work, where a TAB 
converter is under study, the authors have mathematically 
obtained polynomial regression-based models for the loss 
optimal duty cycle control variables that can be easily 
implemented inside the DSP to achieve the desired control 
variables based on the online load and voltage gain conditions 
of the TAB ports. The key contributions of the work can be 
summarized as follows: (a) accurate quantification of the 
instantaneous as well as RMS currents of the TAB transformer 
windings and the power flow between the ports by employing 
the generalized harmonic approximation (GHA) model, which 
works as the building block of the proposed TAB loss 
optimization routine; (b) synthesis of a multi-constrained 
multi-variable single objective optimization problem that 
results out the optimal TAB control variable set for a 
particular voltage gain and load condition; (c) development of 
a complete mathematical framework in order to formulate the 
optimal TAB duty cycles as polynomial functions of the 
operating gain and load levels based on Moore-Penrose 
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pseudoinverse technique; (d) digital controller based 
implementation of the proposed closed loop TAB control 
system with optimal duty tracking feature. 

II. PRECISE SYNTHESIS OF INSTANTANEOUS AND RMS 

CURRENTS OF TAB TRANSFORMER WINDINGS

The circuit topology of a triple-active-bridge (TAB) 

converter, as shown in Fig. 1, consists of a three-winding 

transformer that is directly connected to three independent 

full-bridges, having distinct terminal dc link voltages ��� ,

where � ∈ �1, 2, 3�. The full-bridges are utilized to generate

quasi-square shaped voltage waveforms, �′�  , at the

transformer terminals with individual duty cycles (��) and

mutual phase shifts (��) in order to facilitate a desired power

flow among the three converter ports [3-5]. The range of 

these control parameters can be given as:  �� → �0, ��� and�� → �� �� , ���. Furthermore, the TAB transformer winding

currents �′�  inherently depend on the voltage differences

between the applied winding voltages �′� and the respective

leakage inductances �′�. This relation can be better deduced

from the simplified Δ-equivalent model of the TAB switching 

network [4], as presented in Fig. 3, where the circuit elements 

are referred to the primary side (port-1, k=1) of the 

transformer. The inter-port line inductances between port-i 

and j (�, � ∈ �1,2,3�) in the Δ-network, are related to the TAB

transformer’s individual winding leakage inductances as: ��� � � � ! " ∑ � $%�&�,� '(�
, where the kth winding leakage

inductance is �� � ��� �)*)$'�
, +�: +�: +% is the transformer’s

turns ratio, and  �-  is the magnetizing inductance of the

transformer.  

In order to estimate the instantaneous time varying TAB 

winding currents that are dependent on the variable phase-

duty control parameters, each quasi-square shaped bridge 

voltages are decomposed in Fourier series and expressed as a 

summation of sinusoidal voltage sources having switching 

frequency fundamental and odd higher order harmonics, as 

follows: ��./0 � 12$�  ∑ �3  cos.7��0 sin�7.:/ � ��0�;3<�,%,…  (1) 

Where, 7 represents the order of the harmonics, and : �2>?@A, ?@A is the switching frequency of the converter. Now,

the current flowing through the inter port inductor between 

port-I and j can be obtained clearly using (2). ���./0 � 1�B CD ∑ E� 2C3F  cos.7��0 cos.7:/0 ";3<�,%,… 2D3F  cos.7��0 cos�7G:/ � ��H�I  (2) 

Further, the instantaneous transformer winding current 

flowing out of port-1 active bridge can be written as,  ��./0 � ���./0 " ��%./0 � ∑ JKL,�sin.7:/0 ";3<�,%,…ML,�cos .7:/0N  (3) 

where the harmonic order ‘x’ dependent coefficients are KL,� � 12*�B3F E -FOPFQRS.3TF0 *F "  -UOPUQRS.3TU0 *U I  and ML,� �12*�B3F E -FOPFVWQ.3TF0(OP* *F "  -UOPUVWQ.3TU0 (XY* *U I ; Z3� �cos.7��0 , where � � 1, 2 [\ 3.  The output port dc link

voltage gains compared to port-1, are listed as ^� � 2F2* and ^% � 2U2* . Thus, based on the generalized harmonic 

approximation (GHA) method, the primary TAB winding 

current RMS can be easily determined from (4), which works 

as the basis of the equivalent conduction loss model of the 

converter [3].  ��,_-@� � �� ∑ �3` �KL� " M3��;3<�,%,… (4) 

Similar to ��,abc, utilizing the above-mentioned process,

the RMS currents flowing through the two output side 

transformer windings, �′� and �′%, can be also quantified.

Additionally, the total power transferred from port-i to 

port-j in a TAB converter can be formulated using (5) [4],     d�� � 1�Uefg h ∑ �3U i2C2D CD Z3�Z3� sin�7.�� � ��0�j;�<� (5) 

Which can dynamically vary depending on the duty control 

variables, the phase differences between the port voltages, 

Fig. 2.  Typical TAB port voltage �� and current �� waveforms and their 

relation to the TAB phase-duty control variables:  �� and ��.

Fig. 3.  ∆-equivalent circuit of TAB switching network; Generalized 

Harmonic Approximated model of the individual port voltages. 

Fig. 1.  Triple-Active-Bridge DC-DC Power Converter Topology and 

phase shifts of the individual half-bridge gating signals.  



when other converter parameters are kept constant. Hence, 

the total power sinked at the output ports port-2 and port-3 

can be deduced using (6) and (7). d� � d�� " d%�   (6); d% � d�% " d�%    (7)

The derived TAB transformer winding current profiles 

and the power flow equations based on the proposed GHA 

based modeling technique, work as the building block for the 

switching network loss optimization framework, discussed in 

the next section.    

III. MATHEMATICAL FRAMEWORK FOR IMPLEMENTATION OF 

OPTIMAL DUTY CYCLE BASED MINIMUM LOSS POINT 

TRACKING IN TAB CONVERTER 

As suggested by the recent research works [3-6], carried 

out targeting TAB converter loss optimization, the inclusion 

of the bridge voltage duty cycle (��) parameters as a higher

degree of freedom, opens up the scope of switching network 

conduction as well as switching loss minimization at the cost 

of higher control complexity. However, in this work, the 

authors have proposed an improved technique to implement 

the online optimal hybrid phase-duty control in a TAB 

converter while burdening the controller with limited 

computational tasks. The two stepped mathematical 

framework used to achieve the same is presented below.     

A. Optimization of TAB Duty Cycle Variables for Switching

Network Loss Minimization

Firstly, a multivariable multi-constrained single objective
function optimization problem is formulated, where the 
objective function for minimization is related to the total 
conduction and/or switching loss, incurred by the switching 
network that consists of the semiconductor devices present in 
all the three full bridge cells.  

The winding RMS currents that equivalently relate to the 
conduction loss in the system, are quantified from the 
previously derived GHA based TAB circuit model, and the 
equivalent conduction loss function can be expressed as,  lmn)X_pn@@.��, ��H � ∑ ��,abc� q�%�<�  (8) 

where,     q�=normalized qrc.st0 of the kth port switches.

On the other hand, the switching loss in the TAB network 
depends on the instantaneous peak winding currents during 
the hard switching transients. Thus, as suggested by the 
previous work done by authors in [4], an accurate objective 
function, l@Auvff , which precisely models the switching loss in

the three active bridges converter can be obtained as, l@A pn@@.�� , ��H �
w∑ J2��|��.��0|?@A/nee,� " 2��|��.��0|?@A/n),� ∙ .1 � z�{.�00N%�<�  ; ?[\ �� � 0

∑ ∑ } 2��~��,-G��,-H~?@A/nee,�,-"2��~��,-.��,-0~?@A/n),�,- ∙ .1 � z�{.�, ^00��-<�%�<�  ;  ?[\ �� > 0
(9) 

where /n),�,�  and /nee,�,�  denote device turn-on and off

time of mth (m ∈ 1,2) leg of kth (k ∈ 1,2,3) TAB port,
respectively. The z�{.�, ^0 can be 1 or 0, depending on if
the mth half-bridge of the kth port is attaining ZVS, or not; the 
turn-off current of mth half-bridge of the kth port is shown as ~��,-.��,-0~ that can be determined based on the switching

instant time ��,-  (��,� � ����� ; ��,� � ��"�� ), from the

instantaneous winding current expression, derived in (3). 
Furthermore, upon formulating the individual loss equivalent 
objective functions, the final objective function for 
optimization that relates to the total loss incurred by the 
switching network is obtained and is given in (10).  

l�n��p.��, ��H � l@A_pn@@.��, ��H " lmn)X_pn@@.��, ��H (10)

Moving forward, the final objective function is optimized 
to accurately derive the optimal set of five phase and duty 
control variables (��∗, ��∗ ) for a specific operating condition

defined by the output port dc voltage gain ( �̂ � 2D�2* , � � 2,3)

and load requirements (d� and d%0. The constraints for this
multi-variable optimization problem are set by the output port 
load demands as shown in (11) and (12) and can be derived 
from the power flow equations (6) and (7), derived earlier in 
the paper. d��.��, ��, �%, ��, �%, ^�, ^%, d�0 � d�� " d%� � d� � 0  (11)d��.��, ��, �%, ��, �%, ^�, ^%, d%0 � d�� " d%� � d% � 0  (12)

     Hence, the multidimensional optimization problem can 

be mathematically stated as, ^�+ l�n��p|-F,-U.��, ��, �%, ��, �%0  subject to.�0 d��|-F,-U,�F.��, ��, �%, ��, �%0 � 0 .�0 d��|-F,-U,�U.��, ��, �%, ��, �%0 � 0  for ��, ��, �% ∈E0, ��I and ��, �% ∈  E� �� , ��I.
Now, solving this problem for a specific design input 

(^�, ^%, d�, d%) set generates the optimal control variable set.��∗, ��∗, �%∗, ��∗ , �%∗0n��  that leads to the least switching

network loss. This optimization routine is also described in a 

form of a flowchart in the Fig. 4.  

B. Polynomial Fitted Model Development for Optimal Duty

Cycle Control for Wide Gain and Load Range

The optimization program, described earlier, can be solved
offline using any numerical optimization tool and the obtained 
control variable set can be stored in the TAB controller as a 
look-up table (LUT) referred to the unique gain (^�, ^%) and
load (d�, d% ) combinations. However, such approach is not
scalable; and the size of the 4-D LUT will become extremely 
huge, which in turn puts memory allocation-based challenges 
on the DSP. In this work, where a TAB converter is under 
study, the authors have mathematically obtained polynomial 
regression-based models for the loss optimal duty cycle 
control variables that can be easily implemented inside the 
DSP to achieve the desired control variables based on the 
running load and voltage gain conditions of the TAB ports. 

This polynomial fitted optimal duty model development is 
carried out in three stages.  

• Firstly, the TAB converter output ports’ complete
gain and load range are discretely divided into equidistant 
values. For example, the port-2 and port-3’s gain range is 
distributed in 7 points (�^�� � �0.7, 0.8, … ,1.3�) and the load
range in 12 separate values ( �d�� � �50, 100, … ,600� ) to
form four different arrays of ^�, ^%, d�, and d% . Following
this, the multi-variable multi-constrained TAB switching 
network loss optimization routine is run for each combination 
of the gain and load values to derive the optimal bridge voltage 
duty cycles for given converter parameters. Thus, a total of 
7056 (=7 × 7 × 12 × 12) data set of optimal duty cycles,�^�,� , ^%,�, d�,3, d%,� , ��∗, ��∗, �%∗�  is generated in the data

acquisition stage of the proposed mathematical framework, 
where �, � ∈ �1,2, … 7�  and 7, � ∈ �1,2, … 12� . This data
works as the input to the following two layered data fitting 
stage, which helps building the precise continuous model of 
the optimal TAB duty cycle variables as a function of the 
operating load and gain conditions.   



• During the first pass fitting of the data, the optimal��  is targeted to fit into a two-dimensional 2nd order
polynomial function of d�  and d%  for each constant ^� , ^%
pair, given in (13).  ��.d�, d%0 � �d��d%� " �d�d%� " �d%� "Zd��d% " �d�d% " ?d% " �d�� " ℎd� " �  (13) 

Where, �, �, … �  are constant coefficients of the fitted
polynomial function. Further, fitting the total 12 × 12 �144 data for each ^�, ^% pair (possible pairs = 7×7=49), into

(13) can be represented in a matrix format as presented in (14)
and (15).

⎣⎢⎢
⎢⎡ d�,��d%,�� d�,�d%,�� … 1d�,��d%,�� d�,�d%,�� … 1⋮ ⋮ ⋱  ⋮d�,���d%,��� d�,��d%,��� … 1⎦⎥⎥

⎥⎤
�11×�

∙ ���⋮�  
�×�

� ⎣⎢⎢
⎡ ��,���,�⋮��,�11⎦⎥⎥

⎤
�×�11

(14) 

or, K ∙ ¡¢⃗ � ?⃗  (15), where ¡¢⃗  represents the coefficient

vector J� � … �N¤
. In order to solve this problem by obtaining

the best fitted ¡¢⃗  vector, Moore-Penrose Pseudoinverse
algorithm is utilized. Using this algorithm, ¡¢⃗  can be obtained

as ¡¢⃗ � K¥ ∙ ?⃗, where K¥ is the Pseudoinverse of K. Further,K¥  can be written as, K¥ � .K∗K0(�K∗ , where K∗  is the
Hermitian transpose of K. Thus, using this method, the 9 best
fitted coefficient values of (13), are determined for each of the 
possible 49 (^�, ^%0 pairs. To showcase the results of the 1st

pass fitting stage, the originally obtained ��∗  values and the
fitted �� function plot is presented in Fig. 5 for a single ^�,^% pair (^� � 0.9, ^% � 1.1). The precise data fitting can be
observed from the figure. Moreover, the fitted results show a 
maximum variance of 2.1% with respect to the originally 
obtained optimal duty data.  

• During the 1st pass polynomial fitting process of ��
as a function of the load d� and d%, a specific set of coefficient
values, ¡¢⃗ � ��, �, … ��  are obtained for each ^� , ^%  pair.
However, ¡¢⃗  varies based on different ^� , ^% pair
combinations. Thus, a second pass fitting process is necessary 
to formulate each of coefficients as a function of TAB output 
port gain parameters, ^�, ^%. For this purpose, the collected
data (total 7 × 7 � 49  discrete datasets in the form of�^�,� , ^%,�,�, �, … ��) from the 1st pass fitting process, works

as the input to the second layered fitting algorithm. During this 
stage, each of the �� coefficients are targeted to fit into a 4th

order 2-D polynomial of ^� and ^%, as portrayed in (15).�.^�, ^%0 �  K�^�1 ∙ ^%1 " K�^�% ∙ ^%1 " ⋯ K�¨⋮�.^�, ^%0 � ©�^�1 ∙ ^%1 " ©�^�% ∙ ^%1 " ⋯ ©�¨  (15) 

Where, K�, K� … K�¨  and ©�, ©�, … ©�¨  are the polynomial
coefficients of the fitted �.^�, ^%0 and �.^�, ^%0 functions.
Furthermore, fitting the total 49 data for coefficient ‘�’ into 
(15) can be represented in a matrix equation format that is
highlighted in (16).

⎣⎢⎢
⎢⎡^�,�1 ^%,�1 ^�,�% ^%,�1 … 1^�,�1 ^%,�1 ^�,�% ^%,�1 … 1⋮ ⋮ ⋱  ⋮^�,ª1 ^%,ª1 ^�,ª% ^%,ª1 … 1⎦⎥⎥

⎥⎤
1�×�¨

∙ « K�K�⋮K�¨
¬

�×�¨
� ⎣⎢⎢

⎢⎡�G^�,�, ^%,�H�G^�,�, ^%,�H⋮�G^�,ª, ^%,ªH⎦⎥⎥
⎥⎤

�×1�
(16) 

This equation can also be written as M�⃗ � �⃗, where �⃗ �JK� K� … K�¨N¤
 and �⃗ ���.^2,1, ^3,10, �.^2,1, ^3,20, … �.^2,7, ^3,70�¤. Now, similar to the

1st pass fitting, �⃗ can be determined as, �⃗ � M¥ ∙ �⃗, where M¥
is the Pseudoinverse of M  and can be obtained as, M¥ �.M∗M0(�M∗; M∗ is the Hermitian transpose of M. In the similar
approach, ^�, ^%  dependent polynomial functions for the
other ��  coefficients are also synthesized. The fitted results
for coefficient ‘�.^�, ^%0’ and ‘�.^�, ^%0’ are presented in a
form of surface plots in Fig. 6. Therefore, upon completing 
this 2nd pass data fitting process, a complete polynomial fitted 
model of the optimal TAB duty cycle parameter ��  is

Fig. 4.  Complete mathematical framework to formulate the polynomial 

fitted optimal duty cycle expressions for implementation of the 

minimum loss tracking algorithm in a TAB dc-dc converter. 



generated in (17) that is a continuous function of the 
converter’s operating gain and load level.    ��.^�, ^%, d�, d%0 � �.^�, ^%0d�� ∙ d%� "�.^�, ^%0d� ∙ d%� " ⋯ ℎ.^�, ^%0d� " �.^�, ^%0  (17) 

    In order to verify the accuracy of the formulated final 
optimal duty cycle model compared to the original input data 
set, two set of results are presented in Fig. 7, where the derived 
model �� of is compared for (a) wide variation in ^� and ^%,
and (b) change in d%  and ^% . The fitting accuracy of the
highly nonlinear optimal ��  function is evident from the
results, which is bolstered by a calculated variance of only 

3.3%. Therefore, the obtained polynomial based regression 
models of the optimal duty variables ensure the minimized 
loss point tracked TAB converter operation for any voltage 
gain and load condition. Such optimal duty models can be 
easily implemented inside the TAB controller circumventing 
any memory allocation-based challenges. On another note, the 
number of best fitted coefficients used in the derived optimal 
duty function can be drastically reduced in case of a 
symmetrically fabricated TAB transformer, where the leakage 
inductances of the individual TAB windings are identical. In 

such scenario, the coefficients of the d�d%� and d%d��, d��andd%�, d�and d%  terms in (13) will be same, i.e, � � Z, � � �
and ℎ � ?. Therefore, for a TAB converter with symmetrical
normalized port parameters, formulation of the loss optimal 
duty cycle model will become more easier following the 
proposed method in the work.   

IV. CLOSED LOOP IMPLEMENTATION OF THE LOSS OPTIMAL 

TAB DUTY TRACKING ALGORITHM 

Upon completion of the synthesis of optimal duty model, 

its implementation is carried out in the closed loop TAB 

converter control system and is presented in this section. In 

the closed loop control system, shown in Fig. 8, standalone 

PI controllers are implemented to track the referenced output 

port dc link voltages or load currents by dynamically 

changing the phase shift control parameters (��, �%), whereas

the duty-cycle parameters are updated by the optimal duty 

regression models to ensure maximum efficiency operation. 

Here, PI controller outputs pass through a decoupler network 

in to order to avoid the undesired coupling effect between the 

individual TAB output ports. The architecture of this block is 

presented in [5] and is thus, kept outside the scope of this 

article. Moreover, based on the sensed TAB output voltages, 

and load currents the optimal duty cycle tracking control 

block updates the operating bridge voltage duty values online 

inside the controller. Further, the update rate of the optimal 

duty cycle block is kept substantially (more than 1000 times) 

slower than the inbuilt PI controller time constant that 

dynamically modulates the phase shifts (��, �%) so that the

effect on the output current or voltages by any change in the 

operating duty cycle can be neglected.   

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

To experimentally validate and benchmark the 
performance of the proposed online TAB duty optimization 
algorithm that tracks the minimum switching network loss 
operating point for a wide load and gain range, a proof-of-
concept laboratory prototype of a 1.2kW TAB converter is 
fabricated. The details of the major converter parameters are 
presented in Table I. While the input side active bridge, i.e, 
port-1, and the first output side active bridge, i.e, port-2, are 

Fig. 7. Final polynomial fitted function plot of optimal ��  and the 

originally obtained values of the ��∗ for wide variation in (a) ^� and ^%
and (b) d% and ^%.

Fig. 6. Final polynomial fitted function plot of optimal ��  and the 

originally obtained values of the ��∗ for wide variation in (a) ^� and ^%
and (b) d% and ^%.

Fig. 5. 1st pass fitted polynomial function plot of ��as a function of d�
and d%, and the originally obtained values of the ��∗ for specific paired 

gain condition, ^� � 0.9 �+Z ^% � 1.1. 

TABLE I: FABRICATED TAB CIRCUIT PARAMETERS  

Fig. 8. Block diagram showcasing the closed loop implementation of 

hybrid phase-duty oriented loss minimized TAB control incorporating 
the optimal duty tracking algorithm.   



realized using low RDS(on) SiC MOSFET switches 
C3M0025065D (650V, 25mΩ, 97A), the third active bridge is 
realized with GaN E-HEMTs GS61008P (100V, 8mΩ, 90A) 
to deliver high current at low voltage level (18-28V). Further, 
a controllable leakage integrated planar three winding TAB 
transformer is also designed and fabricated in the lab, having 
a turns ratio of 7:5:1 that corresponds to the nominal dc link 
voltage ratios between the three ports. The proposed 
multivariable optimized control scheme is implemented on a 
Texas Instruments TMS320F28379D DSP.  

Verifying the capability of the implemented control 
algorithm to track the optimized duty cycle operation under 
any output load or voltage variation, an experimental result is 
taken under 75% load change at the port-3, as presented in Fig. 
9. Before the load transient event, the converter was operating
in steady state employing triple-phase-shift (TPS) [3]
modulation (employing ��, �%, �%, and �� � �� � 0) scheme,
while supplying 200W power at both port-2 and port-3 loads 
at an output dc link voltage of 115V and 28V, respectively. 
Following the load step-down event at port-3 (P3=50W), the 
converter still operates with the same duty cycles variables, 
while the output voltages are tracked by the implemented 
decoupled PI loops by dynamically changing the phase-shifts �� and �%. After 4.5ms following the load transient event, the
optimal duty tracking control block inside the controller 
updates the operating duty cycles (by incorporating all the 
optimal duty variables ��, ��, �% , i.e., (penta-phase-shift
modulation, PPS [3]) while minimizing the losses in the TAB 
switching network. Comparing the zoomed-in results 
presented in (a.1-a.2) and (b.1-b.2), it can be observed that the 
port-3 RMS current, and all the switching current peaks have 
decreased considerably after the application of modified duty 
cycle parameters, which results in an overall efficiency benefit 
of 2.9%. Thus, it is validated from these results that the 
proposed control strategy facilitates the online dynamic 
tracking of the optimized control variables and hence 
minimized switching network losses in a TAB.     

VI. CONCLUSION

This work highlights the formulation and implementation 
of the hybrid loss optimal phase-duty control for a triple-active 
bridge converter. A detailed mathematical framework for 

obtaining the polynomial fitting-based regression model of the 
optimal duty cycle control parameters is proposed in this work 
that enables maximum efficiency tracking operation for a 
wide output voltage gain and load range. The developed best 
fitted model of the optimal control variables result in a 
maximum of 3.1% variance compared to the originally 
obtained discrete loss optimal duty data. Such precise models 
are easy to implement in the TAB controller while incurring 
no memory-based challenge and also, helps achieving robust 
online tracking of the loss optimal converter operating point. 
Finally, the closed loop experimental result suggests that with 
the application of the proposed control method, the TAB 
converter attains an efficiency advantage of 2.9% compared 
to the traditional phase-shift based control.    
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Comprehensive Mathematical Modelling and Design 
of DM EMI Filter for Totem-pole PFC Converter

Abstract—In this paper, the mathematical modeling of the 
Totem pole Power Factor Correction (PFC) converter is presented 
and compared with the simulation model and the hardware 
experiment. In the simulation model and the hardware experiment 
the control system consists of output voltage loop controller used 
to regulate the output voltage 400V and inner current loop 
controller helps in keeping the power factor closer to unity. The 
work shows the mathematical modeling of the input current FFT 
analysis. The input current generated through the mathematical 
model and the simulation model are also compared as a function 
of Total Harmonic Distortion (THD). This paper also illustrates 
the design method for EMI filter to suppress the Differential mode 
(DM) noise and to improve the power quality at the front end of 
the converter. The 500-W prototype of Totem-Pole PFC has been 
implemented with 110V ac on the input side to get 400V dc at the 
output end with 100kHz of switching frequency. The 
demonstration of the converter was made at the rated power of 
500W and achieved the power factor of 0.983.  The 
implementation of the DM EMI filter at the front end provides the 
required attenuation to meet the FCC class A EMI standard.  

Keywords—Power factor correction (PFC), electromagnetic 
Interference (EMI), differential mode (DM), Total Harmonic 
Distortion (THD), Continuous Conduction Mode (CCM), on-
board battery charger (OBC) 

I. INTRODUCTION

With the increasing development of electric transportation and 
the infrastructure for charging electric vehicles, a number of 
viable techniques and topologies have emerged [1]. In the 
application of Onboard Battery Charger for electric vehicle, it 
is crucial to keep the power factor closer to unity in order to 
ensure power quality. The onboard battery charger usually 
consists of two stages, an AC/DC converter and an isolated 
DC/DC converter. Fig. 1 shows the typical circuit of onboard 
battery charger. The Power Factor Correction (PFC) converters 
are ideally used for AC-DC conversion and plays an important 
role in OBC. Totem-Pole PFC stands out among existing 
single-phase PFC topologies because (i) it can operate at high 

switching frequency and (ii) it eliminates the front-end diode 
bridge. Fig. 2 shows the circuit diagram of Totem-Pole PFC. 
which comprises of four switches, S1 and S2 are operating at 
high switching frequency and S3 and S4 are operating at line 
frequency. 

Increasing the switching frequency can significantly reduce 
the volume of the PFC converter. But higher the switching 
frequency also leads to EMI to be increased. So, the totem-pole 
PFC also introduces the increased EMI. As the converter is 
directly connected to the grid-end, it is crucial to suppress EMI 
to comply with the FCC Class A/B standards ranging between 
150kHz and 30MHz. So, the EMI filter has to be connected at 
the front end of the PFC converter. The design of the EMI filter 
has considerable impact on the converter volume, efficiency, 
THD and system stability 

The DM EMI filter is designed and implemented between 
the grid-end and PFC converter front-end which effectively 
reduces the DM EMI noise emissions. There are three basic 
requirements should be taken into the consideration for 
designing EMI filters. (i) provide required attenuation (ii) 
maintain unity power factor and (iii) maintain the overall 
stability of the system [2]. The requirement and the design of 
DM EMI filter for PFC converter are documented in several 
well-established literatures [2]-[14]. This paper extensively 
describes the mathematical modeling of the input current 
harmonics and THD along with the DM EMI filter design to 
model the EMI spectrum analytically. Later, to verify the 
effectiveness of the developed EMI filter, it is demonstrated 
both analytically and experimentally to fulfill the requirements 
of the EMI standard limit.  

Fig. 1 A typical onboard battery charger. 
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Fig. 2 Single Phase Totem-pole PFC circuit diagram
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This paper is organized as follows. Section II discusses the 
Mathematical Modeling of the Fast Fourier Transform (FFT) 
analysis of the input current. Section III comprises of the Input 
Current THD at different power and voltage levels. The DM 
EMI filter design is covered in section IV. At the end, the 
experimental as well as the simulation results and the 
conclusion are provided in the sections V and VI respectively. 

II. MATHEMATICAL MODELING OF THE INPUT CURRRENT FFT
ANALYSIS OF TOTEM-POLE PFC CONVERTER

The input side current spectrum is required to be derived for
designing the EMI filter. This section presents the mathematical 
modeling of the input side current FFT analysis. 

For the totem-pole PFC converter, the input current is not a 
perfect sine wave, it also includes switching ripples over a 
fundamental sinusoidal wave. This switching frequency ripples 
consist of the current components of the switching frequency 
and its multiples. The equation for the input current can be 
written as, 

𝑖!" = 𝑖!",$%"&'()"*'+ + 𝑖!",,!--+) (1) 

𝑖$%"&'()"*'+ = 𝐼-. sin(𝑤𝑡), where, 𝑤 = 2𝜋60 (2) 

𝑖,!--+) = 0
/!" 012(4*)

6
∙ 𝐷 ∙ 𝑇7, 	0 < 𝑡 < 𝐷 ∙ 𝑇7

/#8/!" 012(4*)

6
∙ (1 − 𝐷) ∙ 𝑇7, 				𝐷 ∙ 𝑇7 < 𝑡 < 𝑇7

     (3) 

Where D is the duty cycle,	𝐼-.  is the peak value of the input ac 
current, 𝑉-. is the peak value of the input ac voltage, and 𝑉9 is 
the output voltage. 

 Based on the above shown equations the waveform of the 
actual input current is developed using MATLAB which is 
shown in Fig.3. In the zoomed in portion, the switching ripples 
are shown which are riding over the fundamental component of 
the input current.  

In the switching ripples, in peak component is be denoted by 𝑖-	 
and the valley component is be denoted by 𝑖:. Now, the 

relationship between average current,  𝑖- and 𝑖:  can be written 
as, 

𝑖:(𝑡) + 𝑖-(𝑡) = 2 ∙ 𝐼-. sin(𝑤𝑡) (4) 

𝑖:(𝑡) − 𝑖-(𝑡) =
/#8/!" 7!"(4*)

6
∙ (1 − 𝐷) ∙ 𝑇7 (5) 

Where, 𝐼-. =
;<
/!"

 and 𝑃 is the Power. 

From equations (4) and (5), the 𝑖- and 𝑖: can be expressed as 
follows, 

𝑖-(𝑡) =
;<
/!"

sin(𝑤𝑡) + =
;6
𝑉-. sin(𝑤𝑡) [1 −𝑚 ∙ sin(𝑤𝑡)] (6) 

𝑖:(𝑡) =
;<
/!"

sin(𝑤𝑡) − =
;6
𝑉-. sin(𝑤𝑡) [1 −𝑚 ∙ sin(𝑤𝑡)] (7) 

where 𝑚 = /!"
/#

 

Applying Fourier series over an actual input current equation, 

𝑖!"(𝑡) = ∑ (𝑎" sin(𝑛𝑤7𝑡) + 𝑏" cos(𝑛𝑤7𝑡))>"? 		 (8)	

The	values	of	the	𝑎"	and	𝑏"	can	be	determined	as,	

𝑎" =
;
= ∫ 𝑓(𝑡) ∙ 𝑐𝑜𝑠(𝑛𝑤9𝑡) 𝑑𝑡

$
%
8$%

(9)	

𝑏" =
;
= ∫ 𝑓(𝑡) ∙ 𝑠𝑖𝑛(𝑛𝑤9𝑡) 𝑑𝑡

$
%
8$%

	 (10)	

From this equation, the current harmonic components at 
different frequencies can be determined by,	
< 𝑖!" > 	 = 	Z(𝑎"; 	 + 𝑏";)	 (11)	
In the Fig. 4, the FFT analysis of the actual input current is 
presented which shows the presence of the harmonic 
components present in the input current. The harmonic 
components of the actual input current are only present at the 
switching frequency and at its odd multiples. Comparing the 
same analysis for the current waveform generated through the 

Fig. 4 FFT analysis of the actual input current  

Fig. 3 An actual input current for Totem-Pole PFC. 



simulations includes the outer loop voltage controller and 

controller and inner loop current controller, is shown in Fig. 5. 	
 The Fig. 6 shows the FFT analysis of the input current 

generated through simulation presenting the harmonic 
components present in the input current. The harmonic 
components are present at the switching frequency and not only 
at its odd multiples but also at its even multiples.   

The actual input current (green) and the simulated input 
current (red) are compared and showed how they overrides each 
other in the same time frame in Fig. 7.  The only difference 
between those two waveforms is the Zero Crossing Distortion 
(ZCD) present in the simulated input current. The operating 
switching frequency in both the cases is 100kHz which is proved 
showing the first larger component at the 100kHz in the FFT 
analysis of current in the both the cases. 

The ZCD is in only present in the simulated input current 
because the current loop controller is involved in the simulation. 
On the other hand, the mathematical model provides an ideal 
input current waveform without involving the current loop 

controller. Based on this analysis, it can be concluded that the 
main reason behind having the harmonic components present at 
the even multiples of the switching frequency is the Zero 
Crossing Distortion (ZCD).  

III. MATHEMATICAL MODELING OF THE INPUT CURRENT THD

Total Harmonic Distortion (THD) can be determined using
the fundamental component of the input current and the sum of 
other harmonics components at different frequencies.  

𝐼!","(𝑡) = 𝐼-. sin(𝑛 ∙ 2𝜋𝑓 ∙ 𝑡) (12) 

Increasing the value of n = 1, 2, 3, …., n, the harmonic 
components of the input current can be determined where n = 1 
gives the fundamental component of the input current.  

The values of these harmonic components can be taken 
performing the FFT analysis shown in fig. (4) and fig. (6) for 
an actual input current and for the simulation input current 

respectively. The generalized expression for the Totem-Pole 
PFC input current is, 

𝑇𝐻𝐷 = \∑ A&','%')%,*,+,….
A&',.%

(13) 

From (13), the THD of the input current can be determined 
at the different voltage and power level conditions. The 
comparison of the input current THD values for both the 
mathematical model and the simulation model are presented in 
Table I for different power and voltage level conditions. In this 
THD analysis, the harmonic components are considered for up 
to 600 kHz because, for the further frequencies the harmonic 
components become negligibly small. 

Fig. 7 Comparison of the actual input current and the input current through 
simulation 

Fig. 5 An input current through simulation 

Fig. 6 FFT Analysis of the input current through simulation 

Fig. 5 An input current through simulation



It is already described in section II, how the input current 
ripple affects the harmonic components at different frequencies. 
As the mathematical model of the converter does not include 
the controllers, the input current ripples reflect directly in the 
input current. On the other hand, in the simulation model where 
the controllers are involved, the input current ripples are 
suppressed but also includes even harmonics. This suppression 
of the input current ripple helps in reducing the harmonic 
components and the even harmonics increasing the overall 
harmonic components at different frequencies. As observed in 
the Table I, the THD values for simulation model is higher than 
those for the mathematical model. 

IV. DM EMI FILTER DESIGN METHODOLOGY

In this section, based on the specifications of the totem-pole 
PFC converter with an input voltage of 110 V and power rating 
at 500 W, the single stage DM EMI filter design is performed. 
The design approach requires the EMI noise to comply with the 
FCC Class A EMI standard requirements.  

The topology of a single stage EMI filter is illustrated in Fig. 8 
which consists of a DM inductor LDM and DM capacitor CDM. 
In order to meet the EMI standards, it is place between the AC 
source and the equipment under test (EUT) to attenuate the 
noise coming from the high switching frequency devices of the 
totem-pole PFC converter. The EMI noise is measured by the 
Line Impedance Stabilization Network (LISN) which is 
connected between the AC source and DM EMI filter and the 
output of the LISN is connected to an EMI test receiver for 
measurement purposes through a 50Ω resistor. The LISN 
provides a high pass filter function to flow the high frequency 
noise current through the RC network path. Moreover, it 
provides a blocking effect to the noise generated from the AC 
source to ensure the EMI noise measurement is done only from 
the converter side. The DM noise is contributed by input current 
ripple which are multiples of the switching frequency. From the 
input current spectrum analysis of section II, the EMI noise 
measured at the LISN can be found from the following relation, 

𝐸𝑀𝐼"9!7)(𝑑𝐵𝜇𝑉) = 20log	(𝐹𝐹𝑇(𝑖!"(𝑡). 50. 10B) (14) 

By performing Fourier analysis of the input current waveform, 
the DM EMI noise is calculated. Fig. 9 depicts the analytically 
modeled EMI noise of the totem-pole PFC converter. It can be 
observed that the current peaks appear at the switching 
frequency of 100kHz and its higher order harmonics. One of the 
crucial steps of designing the DM EMI filter is the selection of 
design frequency and the attenuation requirement. To meet the 
required FCC Class A standard, each harmonic necessitates a 
unique level of attenuation. In addition, the DM noise peaks and 
the attenuation requirement reduces as the switching frequency 
harmonics increases. For selecting the design frequency of the 
EMI filter, the switching frequency harmonic that comes first 
within the FCC Class A standard which is 150kHz is picked as 
the design frequency fD. Hence, if the switching frequency is 
above 150kHz, the design frequency is same as the switching 
frequency. But if it is lower than 150kHz, the design frequency 
fD can be expressed as, 

𝑓C = 𝑐𝑒𝑖𝑙 hDEFGHI
$/

i𝑓7 (15) 

where fs is the switching frequency. After determining the 
design frequency, the attenuation required is obtained by 
subtracting the EMI noise spectrum with the FCC class A EMI 
standard limit keeping a safety margin of about 12dB for 
reliable EMI performance of the totem-pole PFC converter.  
Based on the attenuation requirement and design frequency, the 
single stage DM EMI filter is to be designed which dampens 

the high frequency noise that surpasses the EMI standard limit. 

Fig. 8. Totem-pole PFC converter with DM filter and LISN box. 
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TABLE I. THE COMPARISON OF THE INPUT CURRENT THD FOR THE MATHEMATICAL MODEL AND THE SIMULATION MODEL 

Power Input Voltage 
(VRMS) 

Input Current 
(IRMS) 

Output Voltage 
(VDC) 

THD 
(Mathematical 

Model) % 

THD (Simulation 
Model) % 

500 W 110 V 4.5454 A 400 V 18.36 % 14.69% 
500 W 240 V 2.0833 A 400 V 8.23 % 10.56% 
1000 W 110 V 9.0909 A 400 V 4.11 % 8.18% 
1000 W 240 V 4.1667 A 400 V 9.18 % 12.68 % 
6.6 kW 240 V 27.5 A 400 V 1.39 % 5.89% 

Fig. 9 Analytical model of the DM noise spectrum without EMI filter. 



By keeping the attenuation requirement as a constraint, a 
volumetric optimized DM EMI filter modelling presented in 
[11] is used for finding the LC product given by,

𝐴𝑡𝑡,)J(𝑓C) = (2𝜋𝑓C);K0(𝐿CL𝐶CLD𝐿M997*𝐶CL;)K0 (16) 

where Nf is the number of filter stages, Lboost, LDM, CDM1, and 
CDM2 are the DM inductor and DM capacitor respectively. To 
verify the effectiveness of the DM EMI filter design 
methodology, the comprehensive step by step procedure 
explained above is performed to select the appropriate DM filter 
inductor and capacitor. From the DM noise spectrum without 
EMI filter developed from the analytical model, the first noise 
peak that violates the FCC Class A standard limit by 54dB is 
found to be at 300kHz. Consequently, the DM filter inductors 
Lboost=500𝜇H, LD=100𝜇H and DM capacitors 
CDM1=CDM2=0.235𝜇F is utilized as the DM filter which limits 
the DM EMI spectrum under the standard and depicted in Fig. 
10. 

V. STEADY STATE SIMULATION AND EXPERIMENTAL RESULTS

In this section, the experimental results and the simulation
results are presented and compared using the mentioned system 
parameters in Table II. 
TABLE II. DESIGN PARAMETERS FOR THE TOTEM-POLE PFC HARDWARE 
IMPLEMENTATION 

Parameters Specifications 

Input Voltage (Vin) 110 V RMS, 1- Phase, 60 Hz 

Rated Load (Pout) 500W 

Output Voltage (Vout) 400V 

Input side Inductor (L) 500µH 

Output Capacitor (C) 2mF 

Switching Frequency 100kHz 

MOSFET (Rds,on) C3M0120065D 

To evaluate the performance of the Totem-Pole PFC at the 
different power and voltage levels conditions, simulations are 
demonstrated at the MATLAB Simulink platform.  

 It can be seen in Fig. 11 the input current is precisely 
following the input voltage. The output voltage is also settled at 
400 V with the minimum output voltage fluctuations. The 
setpoint of the outer voltage loop controller is set at 400V. The 
output voltage reaches the setpoint value with the settling time 
less than 20 msec.  

 To verify the performance of the DM EMI filter designed for 
the converter, a prototype of the converter rated at 500W is 
developed. For implementing the control algorithm, Texas 
Instrument TMS320F28335 is used as the microcontroller. The 
converter is operating at the switching frequency of the 100kHz. 
The fig Y shows the experimental results at the at the rated 
power of 500W. 

 From the experimental results shown in the Fig. 12, it can be 
observed that the input current (Iin) follows the input voltage 
accurately with power factor of 0.983. The voltage of 400 V is 
also achieved at the output of the converter with the 120Hz of 
voltage ripple. 

 The EMI spectrum of the input current without 
implementing the EMI filter at the front end of the converter is 
shown in Fig. 13. As observed in fig. 13, where the generated 
EMI spectrum of the input current is compared with the FCC 
class A standards for EMI, the peaks of the input current 
components are higher than the standard values. To suppress the 

 EMI noise generation and to meet the standards an EMI filter is 
designed and implemented at the front end of the converter. The 
EMI filters are designed based on the required attenuation. 

 After implementation of the EMI filter, the EMI spectrum of 
the converter input current is presented in the Fig. 14. As seen 
from Fig. 14, where the comparison of the input current EMI 

Fig. 12 The experimental results at rated 500W load power:     (i) Output 
Voltage (Vo) (ii) Input Voltage (Vin) and (iii) Input current (Iin) 

Fig. 11 Simulation results at steady state: Waveforms of input voltage 
(Vin), input current (Iin), and output voltage (Vo) at rated load of 500W. 

Fig. 10 Analytical model of the DM noise spectrum with EMI filter. 



spectrum and the standards is shown. The input current EMI 
spectrum is attenuated and the peaks of the input current 
components at all the frequencies are lowered down below the 
standard values. 

VI. CONCLUSIONS

This paper presents an extensive analysis of the Totem-Pole 
PFC mathematical modeling and its comparison with the 
simulation and hardware model. The mathematical modeling of 
the PFC input current FFT analysis is discussed. The effects of 
the difference between the input current waveform generated 
through the mathematical model and the simulation is 
illustrated in terms of THD calculations. The EMI filter design 
method is also described in this paper to attenuate the EMI 
spectrum and to meet the FCC class A EMI standards. To 
ensure the EMI noise suppression through the EMI filter, the 
500W prototype of the converter is built. The simulation and 
the experimental results show the input current tracking the 
input voltage leads to power factor of 0.983 at the rated load of 
500W. The EMI filter is implemented to suppress the EMI 
noise generation through the converter at the input side of the 
converter and the attenuation in the EMI spectrum, can be 
observed from the EMI spectrum results.  
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Abstract – The employment of DC-Microgrids based on 

renewable power generation has shown to be a really good 

option for the decentralization of the conventional power grid 

and its modernization. However, the intermittent nature of 

renewable energy sources and the large variations of power 

demand caused by variable loads still represent a challenge from 

the control point of view, where the usual approach for the 

control strategy of DC-Microgrids still relies on linear PI-

controllers and their simplicity. Recent literature has shown 

that the employment of such controllers, usually employing a 

linearized model designed for a specific operating point, 

represent a major factor on the underperformance and 

inefficiency of DC-Microgrids. To deal with these limitations, 

nonlinear controllers capable of providing a much broader 

operating region have been used to assure robust and stable 

operation for DC-Microgrids. The drawback of such 

controllers, and the main reason to still prevent their use on a 

larger scale, is that they usually present more complex models 

and a heavy mathematical approach is necessary in order to 

determine the control law. This paper will present in detail the 

analysis, modelling, and control design of a multi-variable 

nonlinear controller based on input-output feedback 

linearization for a 5-switch bidirectional DC-DC converter. The 

performance of the nonlinear controller is verified by means of 

simulation results for a case study concerning the connection of 

a Supercapacitor (SC) to a controlled DC-Microgrid. 

Keywords—Input-Output Feedback Linearization, Multi-

variable controller, Bi-Directional DC-DC Converter, DC-

Microgrids. 

I. INTRODUCTION

The decentralization of power generation has become a 
trend for both the industry and researchers. Enviromental 
issues concerning the installation of new fossil-based power 
plants and the  high financial costs associated to the upgrade 
and maintenance of the current transmission/distribution 
system are driving the need for a more local and sustainable 
power generation model. In this scenario, DC-Microgrids 
have shown to be a really good option for the decentralization 
of power and consequently the modernization of the 
conventional grid. First, since most of the Renewable Energy 
Sources (RES) generate DC-levels, the integration of 
renewables is done with a reduced number of power 
conversions, where the energy efficiency of the system can be 
improved and it is much easier to deal with since aspects such 
as frequency regulation, power factor, reactive power and 
synchronization are eliminated [1]-[4]. However, one 
important aspect that should be considered when employing a 
DC-Microgrid based on renewable power generation is the
intermitency nature of RES. Since weather and nature
conditions can be rather unpredictable, the employment of
such systems must be supported by storage devices in order to
proper balance the power demand within the system [5]-[6].

Among these storage devices, Supercapacitors (SC) have 
seen a rise in their popularity for power quality improvement 
in DC-Microgrids. In such application, the power quality 
within the DC-Microgrid is directly related to the voltage 
regulation of the common DC-bus, where one should be able 
to fast and precisely regulate the DC-bus voltage if high power 
quality is to be achieved [6]-[8]. SC are devices with a high 
power density and high charge/discharge rates that can be used 
to provide sudden bursts of power by managing currents with 
high gradients, acting as dynamic devices to either supply the 
necessary power or demand extra power within the DC-
Microgrid, this way keeping the DC-bus voltage of the system 
strongly regulated. However, SC are devices commercially 
sold with high capacitances and low voltages, and interfacing 
them to the DC-Microgrid can be quite challenging, specially 
if the DC-bus voltage is of a high value [7] [8]. 

Another important factor for the implementation of DC-
Microgrids is the control strategy. Aspects such as system 
reliability, operational and set-up costs and 
performance/efficiency are direct related to the control law 
employed within the system [8]-[14]. It is a function of the 
controllers to provide proper power flow management and, as 
mentioned before, ensure high power quality through the 
voltage regulation of the DC-bus voltage. Usually, linear PI-
type controllers are employed, mainly due to their simplicity 
and for the fact that they are already well-established both for 
academia and industry applications [8]. To design such 
controllers, the system is modeled and linearized at a specific 
operating point. In this case, in order to obtain the desired 
linear model, some of the system dynamics are disregarded, 
and the constant changes of operating conditions within the 
DC-Microgrids are not taken into account either. Recent
studies have shown that this approach plays a major factor on
the underperformance and inneficiency of DC-Microgrids,
since DC-Microgrids are systems that can present very
volatile operating conditions resultant from the impact of RES
generation and variable loads [9]-[14].

For these reasons, a more robust control strategy must be 
employed. In this scenario, the use of nonlinear controllers is 
showing to be a good solution for the volatile nature of 
working conditions on DC-Microgrids, where they can 
provide a broader region of operation, eliminating stability 
issues and drops of performance as the conditions change [9]-
[14]. On the other hand, such approaches still face some 
resistance to be employed, mainly because usually they rely 
on more complex models, and a heavy mathmatical approach 
is necessary to determine the control strategy. Another 
problem of these controllers is related to limitations on the 
actual implementation of these control laws into real power 
converters, especially when bidirectional power flow is 
desired. In this case, the zero crossing of the inductor current 
represents a difficult feature to deal with [15] [16]. 
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Based on this, this paper will present the development of a 
nonlinear controller based on Input-Output Feedback 
Linearization (IOFL) for a bidirectional DC-DC converter 
with the goal of interfacing a SC to a controlled DC-
Microgrid, where the SC will be responsible for either 
absorbing or injecting power into the DC-Microgrid according 
to the system needs. By employing the mentioned technique, 
the nonlinear characteristics and dynamics of the whole 
system are maintained in its full extent, providing a more 
complete system description if compared to standard 
linearization techniques commonly used for linear controllers, 
and also providing high accuracy in steady-state and increased 
robustness under larger disturbances. To deal with the already 
mentioned limitations on the reversal of power flow for 
bidirectional DC-DC converters employing nonlinear 
controllers, the topology studied in this paper will be a 
converter with the feature of controlling the power flow with 
its switching logic, and not with the direction of the inductor 
current as usual, which will favor fast dynamic response 
during transients.  

This way, this paper is outlined as follows: In Section II, 
the bidirectional DC-DC converter studied in this paper is 
presented and briefly discussed, as well the system under 
consideration and the problem tackled by this work. Section 
III will present the modelling of the system for both power 
flow directions and how they are combined into a single model 
for the whole system. Section IV will present the 
mathematical approach employed for the development of the 
nonlinear controller, while Section V will present the 
considerations for system parameters as well the simulation 
results for the performance verification of the case study 
already mentioned for this paper, which is the employment of 
the 5-switch converter and proposed nonlinear controller for 
interfacing a SC to a controlled DC-Microgrid. Finally, 
Section VI provides the final conclusions of this research work 
and related future works. 

II. THE 5-SWITCH BIDIRECTIONAL DC-DC CONVERTER

The bidirectional DC-DC converter that is studied in this 
paper is presented next in Figure 1. It was first proposed by 
[17] and it consists of 5 switches interfacing two DC elements
through a Tapped Inductor (TI), which is modeled as an ideal
transformer with two windings (LT1 and LT2) and a
magnetizing inductance (LM) in parallel with the primary
winding. As mentioned before, this converter presents the
capability of power flow reversal without changing the
direction of the intermediate inductor (magnetizing
inductance) current (iLM), favoring fast dynamic response and
the employment of nonlinear controllers. For this to be true,
and for the proper operation of the power converter, switches
S1 to S4 should be unidirectional in terms of current, while ST

(the switch that taps the inductor) is a standard MOSFET with
anti-parallel body diode for bidirectional current path. The
elevated number of power switches makes it possible for this
converter to operate in a different number of ways, with Buck,
Boost and Buck-Boost characteristics. This converter also
presents high voltage gain capability, which can be achieved
by adjusting the turns ratio (n) of the tapped inductor to a
desired value based on the ratings of the two DC-elements to
be interfaced, where the converter will not present too
small/large values of duty cycle (D). Another interesting way
to explore the turns ratio of this converter can be find in [18],
where the turns ratio and the mode of operation are determined
based on a minimum power loss approach.
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Figure 1. The 5-Switch bidirectional DC-DC converter 

As already mentioned previously, this paper will focus on 
the interface of a SC to a controlled DC-Microgrid, where the 
SC will be responsible for either injecteing or absorbing power 
into the system. In this context, considering the equivalent 
circuit presented in Figure 1, it is assumed that the SC and the 
cabling of the converter are modeled by a voltage source in 
series with a resistor on the left side, V1 and R1 in this case, as 
well the DC-Microgrid on the right side, modeled by V2 and 
R2, where capacitors C1 and C2 are low pass input and output 
filters. This way, if the goal is to control the injected power, 
one needs to control the current that is injected into the DC-
Microgrid, in this case represented by i2 in Figure 1. To 
achieve this goal, one can control the voltage vC2 across the 
capacitor C2: if vC2 is higher than V2 (the rated value of the 
DC-bus voltage of the DC-Microgrid), currents i1 and i2 are
positive, the SC voltage V1 decreases and the SC will be
injecting power into the DC-Microgrid; on the other hand, if
vC2 is lower than V2, currents i1 and i2 will be negative, and the
SC voltage V1 increases by absorbing power from the DC-
Microgrid.

The way to control the system is through the control of the 
duty cycles (D) and the switching logic of the 5-switches. For 
this, the PWM modulator presented in Figure 2 is proposed,  
where one can see that 3 controllable modulating signals (u1, 
u2 and u3) are used, where they are compared to a carrier signal 
Vm in order to generate the gating signals for the switches. 
Once the gating signals are generated, it is of paramount 
importance to correctly send them to the right switches to set 
the desired power flow direction. For this, a new bynary 
variable based on the direction of the current i2, defined as “q”, 
is implemented: if i2 is positive, the power flows from the SC 
side to the DC-Microgrid, q=1 and the converter will operate 
in the Forward mode for further analysis in the paper; if i2 is 
negative, the power flows from the DC-Microgrid side to the 
SC, q=0 and the converter will operate in the Reverse mode. 
From Figure 2, one can see that this operation is done by 
means of 4 MUXs blocks, each associated with a particular 
unidirectional switch. The only switch that is not “q-
dependent” is ST, where its D is controlled exclusively through 
the controllable modulating signal u1, being the only switch 
that is used for both power flow directions regardless the mode 
the converter works. It is important to note that a different 
number of operating modes with different features can arise 
based on the sequence of operating states generated by the 
controllable signals u1, u2 and u3, and how to choose a specific 
mode will be a topic of discussion further in this paper. 
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Figure 2. PWM modulator for the 5-switch DC-DC converter 

III. MODELLING OF THE 5-SWITCH CONVERTER

In this section, the modelling of the converter is done 
based on the analysis of the operating states that are generated 
by the PWM modulator for both the Forward and Reverse 
modes. The objective is to find a model that describes the 
system behavior as a function of the control variables u1, u2 
and u3. It is based on the differential equations of the three 
state variables of the bidirectional power converter: current in 
the magnetizing inductance (iLM) and voltages across the 
capacitors (vC1 and vC2). 

A. Forward mode

The switching scheme for the Forward mode is presented
next in Figure 3. There, one can see from Figure 3(b) that, 
when the converter operates in the Forward Mode with q=1, 
the control variable u1 controls switches ST and S3, where ST 
is controlled by the main PWM signal while S3 receives its 
complementary signal. Also, for this mode, control variables 
u2 and u3 will control, respectively, switches S2 and S4. With 
this gating signal generation, the sequence of states that arises 
is presented in Figure 3(c), where the subscript represents the 
current path. For example, for the first operating state S2T, the 
current path is provided by switches S2 and ST 
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Figure 3. Switching-scheme for the Forward Mode: 

(a) PWM modulator (b) Gating signals (c) Sequence of states

With the analysis of the operating states and by applying 
KVL and KCL, one obtains averaged differential equations 
that reflect the impact of the SC and DC-Microgrid voltages, 
resistors R1 and R2, and the input and output filters C1 and C2 
on the state variables of the converter for the Forward mode. 
They are presented next from (1) to (3). 

𝑑𝑖𝐿𝑀(𝑓)

𝑑𝑡
=
𝑣𝐶1
𝐿𝑀

[𝑢1 + (
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1)]

−
𝑣𝐶2
𝐿𝑀

[(
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1) + 𝑛(𝑢3 − 𝑢2)]  (1) 

𝑑𝑣𝐶1(𝑓)

𝑑𝑡
=

𝑉1
𝑅1𝐶1

−
𝑣𝐶1
𝑅1𝐶1

−
𝑖𝐿𝑀
𝐶1
[𝑢1 + (

𝑛

𝑛 + 1
) (𝑢2 − 𝑢1)]  (2) 

𝑑𝑣𝐶2(𝑓)

𝑑𝑡
=

𝑉2
𝑅2𝐶2

−
𝑣𝐶2
𝑅2𝐶2

+
𝑖𝐿𝑀
𝐶2
[(

𝑛

𝑛 + 1
) (𝑢2 − 𝑢1) + 𝑛(𝑢3 − 𝑢2)]   (3) 

B. Reverse mode

Now, for the Reverse mode, the switching scheme is
presented in Figure 4. With q=0, one sees that there is a 
difference on the gating signal generation. Now, the control 
variable u1 still controls switch ST with the main PWM signal, 
but the complimentary one is sent to S1, instead of S3 as for 
the Forward Mode. Also, it is possible to see that there is an 
inversion on the control of switches S2 and S4, which is done 
now, respectively, by control signals u3 and u2. This way, a 
new set of operating states and corresponding sequence are 
presented by Figure 4(c). 
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Figure 4. Switching-scheme for the Reverse Mode: 

(a) PWM modulator (b) Gating signals (c) Sequence of states

Following the same procedure as for the Forward mode, 
(4) to (6) present the differential equations of the state
variables for the Reverse mode.

𝑑𝑖𝐿𝑀(𝑟)

𝑑𝑡
=
−𝑣𝐶1
𝐿𝑀

[(
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1) + 𝑛(𝑢3 − 𝑢2)]

+
𝑣𝐶2
𝐿𝑀

[𝑢1 + (
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1)]  (4) 

𝑑𝑣𝐶1(𝑟)

𝑑𝑡
=

𝑉1
𝑅1𝐶1

−
𝑣𝐶1
𝑅1𝐶1

+
𝑖𝐿𝑀
𝐶1
[(

𝑛

𝑛 + 1
) (𝑢2 − 𝑢1) + 𝑛(𝑢3 − 𝑢2)]      (5) 

𝑑𝑣𝐶2(𝑟)

𝑑𝑡
=

𝑉2
𝑅2𝐶2

−
𝑣𝐶2
𝑅2𝐶2

−
𝑖𝐿𝑀
𝐶2
[𝑢1 + (

𝑛

𝑛 + 1
) (𝑢2 − 𝑢1)] (6)



C. Model-mixing approach

In order to be able to control the converter, it is important
to have a unified model that defines the converter for both the 
Forward and the Reverse modes regardless of the power flow 
direction. Since the power converter will never operate in both 
modes at the same time, one can assume that the final model 
that describes the entire system regardless of the operating 
mode will be the actual model of each mode, for as long as the 
converter stays operating in that specific mode. This is better 
illustrated by (7) – (9), where the two models found in the 
previous sections are mixed into a single and final one that is 
also a function of the variable q. This is done by multiplying 
the Forward mode model by q and the Reverse model by �̅� 
and adding them. Note that, if the converter operates in the 
Forward mode, q=1 and �̅�=0, thus the final unified model of 
the converter will be the model developed for the Forward 
Mode. On the other hand, if the converter operates in the 
Reverse mode, q=0 and �̅�=1, and the final unified model of 
the converter will be the model developed for the Reverse 
Mode. It should be noted that this approach is important in 
order to have a single controller that works for both power 
flow directions. Otherwise, if the models were to be treaty 
individually, one would have to design specific controllers for 
each power flow direction, which would bring even more 
complexity to the system. 

𝑑𝑖𝐿𝑀
𝑑𝑡

=
𝑑𝑖𝐿𝑀(𝑓)

𝑑𝑡
(𝑞) +

𝑑𝑖𝐿𝑀(𝑟)

𝑑𝑡
(�̅�)    (7) 

𝑑𝑣𝐶1
𝑑𝑡

=
𝑑𝑣𝐶1(𝑓)

𝑑𝑡
(𝑞) +

𝑑𝑣𝐶1(𝑟)

𝑑𝑡
(�̅�)    (8) 

𝑑𝑣𝐶2
𝑑𝑡

=
𝑑𝑣𝐶2(𝑓)

𝑑𝑡
(𝑞) +

𝑑𝑣𝐶2(𝑟)

𝑑𝑡
(�̅�)    (9) 

Then, replacing (1) - (3) and (4) - (6) into (7) - (9), one 
finds the final model to be: 

𝑑𝑖𝐿𝑀
𝑑𝑡

=
𝑣𝐶1
𝐿𝑀

(𝑤2) −
𝑣𝐶2
𝐿𝑀

(𝑤1)    (10) 

𝑑𝑣𝐶1
𝑑𝑡

=
𝑉1
𝑅1𝐶1

−
𝑣𝐶1
𝑅1𝐶1

−
𝑖𝐿𝑀
𝐶1
(𝑤2)    (11) 

𝑑𝑣𝐶2
𝑑𝑡

=
𝑉2
𝑅2𝐶2

−
𝑣𝐶2
𝑅2𝐶2

+
𝑖𝐿𝑀
𝐶2
(𝑤1)    (12) 

Where the new nonlinear control variables w1 and w2 are: 

  𝑤1 = [(
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1) + 𝑛(𝑢3 − 𝑢2)] 𝑞

− [𝑢1 + (
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1)] �̅�   (13) 

  𝑤2 = [𝑢1 + (
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1)] 𝑞

− [(
𝑛

𝑛 + 1
) (𝑢2 − 𝑢1) + 𝑛(𝑢3 − 𝑢2)] �̅�   (14) 

IV. CONTROLLER DESIGN

The nonlinear characteristics of the studied system can be 
clearly seen on the model developed in the previous section, 
since it is composed by nonlinear equations due to the cross 
product between the state variables and the new control 
variables w1 and w2. This way, if one was to linearize the 
system in order to design conventional PI-controllers, 
information would be lost and the whole system would not be 
fully described by this approach.  

Since the main goal is to control the current i2 through the 
voltage control of vC2, a suitable control loop must be 
designed. Usually, this is done by employing a cascaded 
control law with an inner current control loop for the 

intermediate inductor current, where the inductor current 
reference is provided directly from the voltage control loop. 
However, since the developed model presents two control 
variables, w1 and w2, and in order to give more flexibility to 
the proposed nonlinear controller, this paper will implement a 
parallel control structure, where the inductor current reference 
can be chosen according to the system needs, with high values 
favoring a faster dynamic response and lower ones for 
improved efficiency. 

Since two states are to be controlled independently (iLM 
and vC2), and two are the control variables of the system 
defined by the model (w1 and w2), one can say that the system 
studied in this paper is a Multi-Input Multi-Output (MIMO) 
system. According to [19] and [20], such systems can be 
represented by the following equations: 

�̇� = 𝑓(𝑥) + 𝐺(𝑥)𝑈    (15)  

𝑦 = ℎ(𝑥)    (16) 

Where x relates to the states variables; U are the control 
inputs; f, g and h are differentiable vector fields; and y defines 
the otputs of the system to be controlled [19] [20]. This way, 
considering the model developed in the last section, one has 
(17) for the system discussed in this paper.

[

𝑥1
𝑥2
𝑥3
] = [

𝑖𝐿𝑀
𝑣𝐶1
𝑣𝐶2

]   𝑎𝑛𝑑 𝑈 = [
𝑤1
𝑤2
]  (17) 

Rewriting the model found in the last section, one has the 
following: 

{

𝑥1̇ =
𝑥2𝑤2 − 𝑥3𝑤1

𝐿𝑀

𝑥2̇ =
𝑉1 − 𝑥2
𝑅1𝐶1

−
𝑥1𝑤2
𝐶1

𝑥3̇ =
𝑉2 − 𝑥3
𝑅2𝐶2

+
𝑥1𝑤1
𝐶2

 (18) 

Then, as mentioned earlier, the goal is to control the output 
current i2 through the voltage across C2, and with a parallel 
loop for the inductor current. This way, the controllable 
outputs of the system can be defined as (19). 

𝑦 = [
𝑥1
𝑥3
]  (19) 

If one differentiates the controllable outputs once, one 
finds: 

{

𝑦1̇ = 𝑥1̇ =
𝑥2𝑤2 − 𝑥3𝑤1

𝐿𝑀

𝑦2̇ = 𝑥3̇ =
𝑉2 − 𝑥3
𝑅2𝐶2

+
𝑥1𝑤1
𝐶2

    (20) 

By rewriting (20) on matrices format: 

[
𝑦1̇
𝑦2̇
] = [

−
𝑥3
𝐿𝑀

𝑥2
𝐿𝑀

𝑥1
𝐶2

0
] [
𝑤1
𝑤2
] + [

0
𝑉2 − 𝑥3
𝑅2𝐶2

]  (21) 

By applying the theory of Input-Output Feedback 
Linearization, one can define (22) as the desired new linear 
dynamics of the system [21] [22].  

[
𝑦1̇
𝑦2̇
] = [

𝜉1
𝜉2
] = [

𝐾1(𝑦1
∗ − 𝑦1)

𝐾2(𝑦2
∗ − 𝑦2)

]  (22) 

This way, the block diagram of the linearized system can 
be represented by Figure 5, where K1 and K2 are proportional 
gains whereas y1

* and y2
* are, respectively, the reference 

values for iLM and vC2. 
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Figure 5. Block diagram for the linearized system after the IOFL 

Replacing (22) into (21) and isolating w1 and w2, one finds 
the control inputs of the system to be: 

[
𝑤1
𝑤2
] = 𝐸(𝑥)−1 {[

𝜉1
𝜉2
] + [

0
𝑥3 − 𝑉2
𝑅2𝐶2

]}  (23) 

Where: 

𝐸(𝑥)−1 = [

−
𝑥3
𝐿𝑀

𝑥2
𝐿𝑀

𝑥1
𝐶2

0
]

−1

=
𝐶2𝐿𝑀
𝑥1𝑥2

[

0
𝑥2
𝐿𝑀

𝑥1
𝐶2

𝑥3
𝐿𝑀

]  (24) 

Finally, w1 and w2 can defined in terms of iLM, vC1 and vC2, 
as follows: 

𝑤1 =
𝐶2
𝑖𝐿𝑀

[𝜉2 +
1

𝑅2𝐶2
(𝑣𝐶2 − 𝑉2)]  (25) 

𝑤2 =
𝐿𝑀𝜉1
𝑣𝐶1

+
𝐶2𝑣𝐶2
𝑖𝐿𝑀𝑣𝐶1

[𝜉2 +
1

𝑅2𝐶2
(𝑣𝐶2 − 𝑉2)]  (26) 

V. PERFORMANCE VERIFICATION

For the performance verification, the power electronics 
software PSIM is used. As mentioned before, in order to verify 
the robustness and the accuracy of the proposed controller and 
converter, this paper focus on the interface of a SC to a DC-
Microgrid.  

To achieve this goal, the definition of the values related to 
V1 and V2 is of high importance. For this paper, they are set to 
be 48 V and 380 V, respectively. These values are defined 
taking into account two main reasons. The first is related to 
the voltage levels usually used as standard for modern DC-
applications, where 48 V relates to DC-appliances and 
household applications whereas 380 V matches industrial 
standards and transportation levels [1]-[4]. The other one is to 
show the high gain capability of the 5-switch converter, 
confirming its suitability for applications where high voltage 
conversion is required. The other key converter parameters 

are: R1 = R2 = 62.5 m; C1 = C2 = 76.8 μF; LM = 38.8 μH; fsw 
= 250 kHz; -5 A ≤ i2 ≤ 5 A; n=2; the gains for the nonlinear 
controller, K1 and K2, are defined based on pole placement 
from linear control theory, and have values of 250k and 150k. 

Another aspect to be considered is the operating mode of 
the converter to be used. Since the control is designed in terms 
of the nonlinear variables w1 and w2, a suitable conversion to 
u1,2,3 must be employed. Taking into consideration the work 
developed by [8], [15], and [16], a tri-state Buck-Boost with 
free-wheeling state is considered in this paper. This way, 
considering the PWM modulator presented in Figure 2, if one 
wants to employ the mentioned operating mode, one has to set 
u1 = u2 in order to eliminate states S23 and S14 for the forward 
and reverse modes, respectively, and then control the 
converter in terms of u1,2 and u3. 

A. Interface of a SC to a controlled DC-Microgrid

For the performance verification, the 5-switch converter is
employed as the interface of a SC to a DC-Microgrid. For this, 
the voltage source V1 of the circuit presented in Figure 1 is 
replaced by a small capacitor of 250 mF that will either charge 
or discharge depending on the direction of the output current 
i2. Since SC are devices that can work with voltages varying 
from rated to half-rated values, this capacitance is calculated 
in a way to charge/discharge considering a maximum output 
current with magnitude of +/-5A and frequency of 5 Hz. Also, 
to emulate the power variations inherent to a DC-Microgrid, a 
20V triangular ripple with frequency of 40 Hz is added to the 
voltage source V2, meaning that instead of staying constant at 
380V, this voltage source will vary from 370 V to 390 V. The 
results for this test can be seen in Figure 6. 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 
Figure 6. Waveforms of the proposed nonlinear control for the 5-switch 

converter as interface of a SC to a DC-Microgrid (a) DC-Microgrid voltage 
(in V), (b) reference and output current (in A), (c) SC voltage (in V), (d) 

reference and outpur voltage (in V), (e) reference and inductor current (in 
A), (f) nonlinear control variables, (g) PWM modulation signals. 

Figure 6(a) shows the waveform of the DC-Microgrid 
voltage, where the triangular ripple represents the 
disturbances caused by the power variations within the DC-
Microgrid. Then, Figure 6(b) shows that the output current (i2) 
follows the refrence (i2_ref) with no problems. Then, one sees 
from Figure 6(c) that, when the output current is positive, the 



SC discharges from 48 V to around 28 V, and, at 0.3s, when 
the current changes from 5 A to -5A, is starts charging back to 
48V. However, since the transition from the reverse to the 
forward mode presents a higher overshoot, the SC is not able 
to fully charge back to 48V, and reaches a value of 
approximately 46V at 0.4s. The same happens for the next 
period until the end os this test at 0.6s, with the SC presenting 
its minimum voltage (around 24.8V) at 0.5s. Figures 6(d) 
shows the control of the output voltage vC2, which is 
responsible for indirectly controlling the output current. The 
reference (iLM_ref) and inductor current (iLM) are shown in 
Figure 6(e) where it is clear that that iLM tracks iLM_ref very well 
and that power flow reversal, with i2 changing from -5 A to 5 
A and vice-versa, can be done while keeping iLM positive at all 
times, thus avoiding the zero crossing of the inductor current 
and singularities in the control law. Also, it is possible to see 
that the control of the two states (vC2 and iLM) is done on a 
decoupled way, where one can see that the same output current 
is controlled with different values of inductor current, where a 
change on the inductor current reference has basically no 
impact on the output current. When the SC voltage falls to 
close to 75% of its rated value, 36V, at around 0.25s, the 
inductor current reference is increased from 60A to 100A, 
helping the controllers to avoid saturation, which can be 
clearly seen from Figures 6(f) and 6(g), where the step on the 
inductor current reduces the values of the nonlinear control 
variables, thus driving the PWM modulation signals away 
from saturation. Still, from Figures 6(f) and 6(g), one sees that 
both the nonlinear variables and the PWM modulating signals 
stay inside their desire range, -1 to 1 and 0 to 1, respectively. 

VI. CONCLUSIONS

In this paper, the modeling and design of a nonlinear 
controller for a 5-switch bidirectional DC-DC converter was 
presented. Then, the performance of the proposed system was 
verified by means of simulation with the converter interfacing 
a SC to a controlled DC-Microgrid. From the simulation 
results, one could see that even with both the input (SC) and 
output (DC-Microgrid) voltages varying moderately, the 
nonlinear controller was able to handle the mentioned 
disturbances, keeping control of the system at all times. 
Another aspect to be highlighted is the high gain capability of 
the 5-switch converter, which makes this control law and 
converter suitable for other DC-applications, such as the 
interlink of a low and a high-voltage bus. 
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Abstract—This paper investigates the different control 

techniques need to be applied to a three-phase three-level 

neutral point clamped based photovoltaic central inverter 

connected to an unbalanced utility grid. The power conversion 

stage for integrating the PV source to three-phase utility grid 

consists of a three-level DC-DC boost converter + three-phase 

three-level NPC based central inverter. The three-level boost 

converter helps in balancing the individual DC link capacitor 

voltages during sub-MPPT mode of operation. With 

unbalanced grid operation, the central inverter has been 

controlled to maintain either the balanced positive sequence 

components of three-phase grid current or a reduction in grid 

side active and reactive power fluctuations by allowing a 

certain amount of negative sequence current in the system. The 

entire system has been simulated in PLECS simulation tool to 

obtain the power loss distribution incurred in different parts of 

the system. This paper analyses the different power losses 

incurred in system for different control strategies when the PV 

central inverter injects power to an unbalanced utility grid and 

compares them to obtain the most efficient one.  

Keywords—photovoltaic inverters, grid unbalancing, power 

loss analysis. 

I. INTRODUCTION 

The continuous depletion of fossil fuels has increased the 
integration different renewable energy sources (RES) to the 
utility grid in present times.  With photovoltaic (PV) source 
being the most advantageous among all the RES, the 
integration of PV source to the utility grid has demanded an 
extensive research on different grid-tied PV inverter 
topologies [1]-[2]. Among the different topologies, three-
phase three-level neutral point clamped (NPC) inverter has 
been a standard and benchmark topology for the grid-
connected PV inverter because of uniform voltage stress 
across all the power semi-conductor devices and better 
power conversion efficiency [3]. Although NPC topology 
suffers from problem of balancing the individual DC link 
capacitors and this limits the number of voltage levels to be 
generated by employing the minimum number of DC link 
capacitors in the circuit and therefore having a simple control 
technique to balance the individual capacitor voltages [4]-
[5].  

The occurrence of grid faults cause unbalancing in the 
grid voltages, has a direct impact on deteriorating the 
performance of the grid-tied inverters. The appearance of 
negative-sequence components in the grid voltages results in 
negative sequence currents and fluctuations in the power 
injected to the grid. This also increases the grid current 

peaks and DC link voltage ripples. The strategies developed 
to control the grid-connected converter currents under 
unsymmetrical grid faults have been aimed to maintain the 
grid voltage and frequency under control, to minimize the 
active and reactive power fluctuations, to reduce the 
harmonic distortion in the grid currents, and to restrict the 
grid current peaks to assure the ride-through capability of 
the inverter [6]-[8].  

The different control techniques applied to the grid-
connected PV inverter when it injects power to an 
unbalanced utility grid are mainly as follows, balanced 
positive sequence control (BPSC) of grid current to maintain 
the grid current peaks within limit and minimize the negative 
sequence component of grid current, instantaneous active 
power control (IAPC) and instantaneous active and reactive 
power control (IARC) to reduce the fluctuations in grid side 
active and reactive power profiles by allowing certain 
amount of negative sequence current in the system [9]. 
Although the control strategies have been well established to 
fulfil the desired objectives, but an extensive comparative 
study among them is missing. This paper investigates these 
control techniques for a three-level NPC based PV inverter 
and compares them specifically based on power loss analysis 
incurred in different parts of the system to infer the most 
efficient control technique for unbalanced grid operation. 

The remaining sections of the paper has been organized 
as follows, Section II explains the schematic diagram of the 
system. Section III discusses the different control strategies 
employed to the central inverter operating with unbalanced 
grid. The simulation results along with discussion and 
comparative assessment of the control techniques have been 
detailed in Section IV. Section V concludes the paper.  

II. SYSTEM DESCRIPTION

The PV generated grid-connected system consists of a 
double-stage power conversion system, a three-level DC-DC 
boost converter and a three-phase three-level neutral point 
clamped (NPC) inverter (Fig. 1). The main objective of 
having three-level boost converter in the system is to operate 
the PV source in maximum power point tracking (MPPT) 
mode. The three-level boost converter also helps in 
controlling the individual capacitor (Cdc as shown in Fig. 1) 
voltages at DC bus. This adds to the flexibility in balancing 
the individual DC link voltages either by using the three-
level boost converter or by three-phase three-level NPC 
inverter. However during MPPT mode of operation, the 
boost converter can no longer balance the individual DC link 
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voltages at it’s output and balancing of the DC link capacitor 
voltages needs to be implemented from the NPC inverter 
only. 

During any unbalancing incident at the utility grid, the 
NPC based central inverter needs to regulate the grid current 
in order to achieve either balanced positive sequence 
components of the grid current or minimum oscillations in 
the grid side active and reactive power profiles. Also, since a 
three-phase line frequency transformer connects the power 
conversion stage to the utility grid, the presence of negative 
sequence components in the grid current will contribute to 
more transformer loss in the system.  

III. CONTROL STRATEGIES UNDER UNBALANCED GRID 

OPERATION 

The control methods employed when the grid voltages 
become unbalanced have been demonstrated in this section. 
Under unbalanced grid voltage operation, the apparent power 
at the utility grid can be obtained in terms of the positive and 
negative components of grid voltage and current in αβ 
stationary reference frame as follows,  

�� = �����⃗ ��∗���⃗ = 	
��,� + ��,� � + �
��,�� + ��,�� �� ×
	
��,� + ��,� � + �
��,�� + ��,�� ��∗  (1) 

The active power can be obtained from Eqn. (1) by 
considering the real part, as follows,     

�� = ��,��� + ∆�� = 
��,� ��,� + ��,� ��,� + ��,�� ��,�� +
��,�� ��,�� � + 
��,� ��,� + ��,� ��,� + ��,�� ��,�� + ��,�� ��,�� �  (2) 

where, ��,��� is average value of the grid active power =

��,� ��,� + ��,� ��,� + ��,�� ��,�� + ��,�� ��,�� �
and, ∆��  is fluctuating value of the grid active power =

��,� ��,� + ��,� ��,� + ��,�� ��,�� + ��,�� ��,�� �.

Similarly, the reactive power can be obtained from Eqn. (1) 
by considering the imaginary part, as follows, 

�� = ��,��� + ∆�� = 
��,�� ��,� −��,� ��,�� + ��,�� ��,� −
��,� ��,�� � + 
��,�� ��,� + ��,�� ��,� − ��,� ��,�� − ��,� ��,�� �  (3) 

where, ��,���is average value of the grid reactive power =

��,�� ��,� −��,� ��,�� + ��,�� ��,� − ��,� ��,�� �
and, ∆��  is fluctuating value of the grid reactive power =

��,�� ��,� + ��,�� ��,� − ��,� ��,�� − ��,� ��,�� �.

As mentioned in section I, the control objectives under 
unbalanced grid operation are to minimize the negative 
sequence components and harmonic distortion of the grid 
current, to limit the grid current peak magnitude and to 
minimize the active and reactive power fluctuations at the 
grid. These control objectives can be achieved by setting the 
appropriate reference currents for the central inverter current 
controllers in dq synchronously rotating reference frame, as 
explained in the following subsections. The general block 
diagram for generating the reference current to achieve the 
above-mentioned objectives has been shown in Fig. 2. 

A. Balanced Positive Sequence Control

This control method regulates the grid current by
suppressing it’s negative sequence components. Now 
following Eqns. (2) and (3), if negative sequence component 

Fig. 1. Schematic diagram of PV generated grid-connected system having 

the power conversion stage as three-level DC-DC boost converter + three-

phase three-level NPC based central inverter. 

of the grid current are to be eliminated then the reference 
active and reactive powers at the grid under balanced 
positive sequence control (BPSC) become, 

��,��� = 
��,� ��,� + ��,�� ��,�� �  (4) 

��,��� = 
��,�� ��,� − ��,� ��,�� �  (5) 

Solving Eqns. (4) and (5), the reference currents in αβ 
stationary reference frame under BPSC can be obtained as 
follows, 

��,,��� = ��,� = !",#$%&",'(
	(&",'( )+�(&",,( )+� +

-",#$%&",,(
	(&",'( )+�(&",,( )+�.  (6) 

��,�,��� = ��,�� = !",#$%&",,(
	(&",'( )+�(&",,( )+�− -",#$%&",'(

	(&",'( )+�(&",,( )+�.  (7) 

A sequence separation method is needed to separate out 
the positive sequence components from the three-phase 
unbalanced grid voltages to formulate the reference currents 
as obtained in Eqns. (6) and (7). The sequence separation 
method used in this paper is described as follows, 

To separate out the positive and negative-sequence 
components from an unbalanced set of three-phase grid 
voltages, the three phase grid voltages in RYB reference 
frame have been transformed into the quantities in αβ 
stationary reference frame where the stationary α-axis is 
aligned with the R-phase axis. It is obvious that the β-axis 
quantities for the positive and negative sequence 
components will be in the opposite directions to each other 
since the two sequence components rotate in opposite 
directions in RYB reference frame. Therefore, after the 
transformation into αβ reference frame,  

��, = (��,� + ��,� )  (8) 

��,� = (��,�� − ��,�� )  (9) 

It can be noted that the zero-sequence components will not 
be present after the transformation from RYB to αβ reference 
frame. Now, if the grid voltage components in αβ reference 
frame have been delayed by 900 then Eqns. (8) and (9) 
becomes,  

��,,/ = (��,�� + ��,�� )  (10) 

��,�,/ = (−��,� + ��,� )  (11) 

where, ��,,/  and ��,�,/  are the delayed grid voltage

components αβ stationary reference frame.  

Solving Eqns. (8)-(11), the expressions for separating the 
positive and negative-sequence components in αβ reference  



frame can be obtained as follows, 

��,� = (&",'�&",,,0)
1  (12) 

��,� = (&",'�&",,,0)
1  (13) 

��,�� = (&",,�&",',0)
1  (14) 

��,�� = (�&",,�&",',0)
1  (15) 

The positive and negative-sequence components of the grid 
voltage can therefore be separated using Eqns. (12)-(15). 
The transfer function block 2/(3)  which delays the input
signal by 900 has been expressed as follows,  

2/(3) = 2 × (5667)+
(8�5667)+  (16) 

The expression of 2/(3) confirms that, at the fundamental
grid frequency ꞷg,  

92/
�ꞷ��9�2/
�ꞷ�� = 1�− 900 

B. Instanteneous Active Power Control

This control method limits the fluctuations in the active
power profile without limiting the reactive power 
fluctuations. Hence from Eqns. (2) and (3), the conditions 
for instantaneous active power control (IAPC) can be 
obtained as follows, 

∆�� = 
��,� ��,� + ��,� ��,� + ��,�� ��,�� + ��,�� ��,�� � = 0    (17)

��,��� = 
��,� ��,� + ��,� ��,� + ��,�� ��,�� + ��,�� ��,�� �         (18)

��,��� = 
��,�� ��,� −��,� ��,�� + ��,�� ��,� − ��,� ��,�� �          (19)

The reference currents in αβ stationary reference frame under 
IAPC can be obtained from Eqns. (17)-(19) as follows, 

��,,��� = ��,� + ��,� = !",#$%(&",'( �&",'= )
	(&",'( )+�(&",,( )+��	(&",'= )+�(&",,= )+�+

-",#$%(&",,( �&",,= )
	(&",'( )+�(&",,( )+��	(&",'= )+�(&",,= )+�.  (20) 

 

��,�,��� = ��,�� + ��,�� = !",#$%(&",,( �&",,= )
	(&",'( )+�(&",,( )+��	(&",'= )+�(&",,= )+�+

-",#$%(&",'( �&",'= )
	(&",'( )+�(&",,( )+��	(&",'= )+�(&",,= )+�.  (21) 

The sequence separation method as explained before has 
also been used here to separate the positive and negative 
sequence components of the grid voltage for reference 
current formulation. It is obvious that the negative sequence 
components will be present in the reference current under 
IAPC therefore making the grid current unbalanced.   

C. Instanteneous Active and Reactive Power Control

This control method restricts the fluctuations in both
active and reactive powers at the grid. This results in the 
following conditions for instantaneous active and reactive 
power control (IARC) from Eqns. (2) and (3), 

∆�� = 
��,� ��,� + ��,� ��,� + ��,�� ��,�� + ��,�� ��,�� � = 0    (22)

∆�� = 
��,�� ��,� + ��,�� ��,� − ��,� ��,�� − ��,� ��,�� � = 0    (23)

From Eqns. (22)-(23) and (18)-(19), the reference currents in 
αβ stationary reference frame under IARC can be constructed 
as follows, 

��,,��� = ��,� + ��,� = !",#$%(&",'( �&",'= )
	(&",'( �&",'= )+�(&",,( �&",,= )+�+

-",#$%(&",,( �&",,= )
	(&",'( �&",'= )+�(&",,( �&",,= )+�.  (24) 

��,�,��� = ��,�� + ��,�� = !"∗(&",,( �&",,= )
	(&",'( �&",'= )+�(&",,( �&",,= )+�+

-"∗ (&",'( �&",'= )
	(&",'( �&",'= )+�(&",,( �&",,= )+�.  (25) 

The positive and negative sequence components of the 
grid voltage have been separated using the sequence 
separation method as elaborated before. This control method 
also makes the grid current unbalanced since it introduces 
negative sequence components in the reference current 
expression. 

IV. RESULTS AND DISCUSSION

The NPC based central inverter has been controlled 
using the techniques as described in previous section when 
it injects power to an unbalanced grid. The PV generated 

Fig. 2. Block diagram for controlling the three-phase three-level NPC based central inverter under unbalanced grid operation. 



grid-connected system as shown in Fig. 1 has been simulated 
in MATLAB/Simulink and the simulation results have been 
presented in Figs. 3-5. When the grid current has been 
controlled to have balanced positive sequence components 
only under unbalanced grid operation, the grid active and 
reactive power sustain oscillations of 7.143% ( ��,��� =�>!!? = 24.92 kW) and 22.254% ( ��,��� = 7 kVAR)

respectively (Fig. 3(c)). The BPSC technique maintains 
nearly balanced positive sequence component of three-phase 

 

 

grid current (Fig. 3(b)) with an unbalancing factor (
@A=
@A( , where

�B�  and �B�  are peak amplitude of positive and negative
sequence components of grid current respectively) of 6.012% 
at the cost of an increased DC link voltage ripple of 0.827% 
(Fig. 3(d)). 

The IAPC method allows certain amount of negative 
sequence component in the grid current (Fig. 4(b)) which has 
an unbalancing factor of 15.664%. However, the grid active  

  (a)    (b)    (c) 

  (d)    (e)    (f) 

Fig. 3. Simulation results showing (a) Grid phase voltage, (b) Grid phase current, (c) Grid active & reactive power, (d) DC link voltage, (e) 

Inverter phase voltage and (f) Inverter line voltage when the central inverter is controlled by BPSC method.  

  (a)    (b)    (c) 

  (d)    (e)    (f) 

Fig. 4. Simulation results showing (a) Grid phase voltage, (b) Grid phase current, (c) Grid active & reactive power, (d) DC link voltage, (e) 

Inverter phase voltage and (f) Inverter line voltage when the central inverter is controlled by IAPC method.  



power fluctuation reduces significantly to 1.842% using the 
IAPC method and the grid reactive power sustains an 
oscillation of 41.927% (Fig. 4(c)). The individual DC link 
voltages remain balanced during the unbalanced condition 
with 0.789% ripple (Fig. 4(d)).  

Fig. 5 shows the central inverter operation under 
unbalanced grid condition when it has been controlled by the 
IARC technique. The oscillations in grid active and reactive 
power reduces to 3.391% and 12.77% respectively (Fig. 
5(c)) using the IARC method at the cost of an increased 
unbalancing factor of 11.698% in the grid current (Fig. 5(b)). 
The individual DC link voltages settle down within 0.04s i.e., 
two fundamental cycles which is minimum as compared to 
the other control methods (Figs. 3(d), 4(d) and 5(d)) with a 
voltage ripple of 0.662% (Fig. 5(d)) which is also the 
minimum.  

A. Comparative Study based on Power Loss Analysis

The PV generated grid-connected system has been
simulated in PLECS software in order to obtain the power 
loss incurred in power semiconductor devices and in other 
parts of the system. The power semi-conductor devices 
present in the three-level boost converter and three-phase 
three-level NPC inverter have been modelled using the 
datasheet characteristics [10] to simulate their conduction 
loss and switching loss incurred throughout their operation.  

Fig. 6 shows the simulation result obtained when the 
NPC based central inverter has been controlled by the three 
methods (BPSC, IAPC and IARC) under unbalanced grid 
operation. It can be observed that power loss dissipated in the 
boost converter and non-ideal components (e.g., series 
resistance of inductor, capacitor etc.) remains unaffected 
(Figs. 6(a) and 6(d)). However, the effect of these control 
methods on the NPC inverter loss has been evident where the 
BPSC method results in an inverter loss of 381.2 W, IAPC 
method results in 406.1 W and IARC method results in 391.6 

 

BPSC IAPC IARC

Fig. 6. Simulation results showing power dissipated as (a) Boost converter 

loss, (b) NPC inverter loss, (c) Grid side transformer loss and (d) Non-ideal 
component loss when the system operates under unbalanced grid condition.  

W (Fig. 6(b)). The BPSC method also results in the 
minimum power loss incurred in the grid side transformer of 
1670.8 W (1680 W by IAPC method and 1676.8 W by 
IARC method) as shown in Fig. 6(c) because the negative 
sequence component in grid current is minimum when the 
inverter has been controlled by this method. The power loss 
distributed in different parts of the system for three control  

  (a)    (b)    (c) 

  (d)    (e)    (f) 

Fig. 5. Simulation results showing (a) Grid phase voltage, (b) Grid phase current, (c) Grid active & reactive power, (d) DC link voltage, (e) 

Inverter phase voltage and (f) Inverter line voltage when the central inverter is controlled by IARC method.  

(d) 



TABLE I. TABLE SHOWING COMPARISON OF CONTROL STRATEGIES 

FOR UNBALANCED GRID OPERATION 

Unbalancing Control Methods 

BPSC Method IAPC Method IARC Method 

Current 
unbalancing factor 

6.012% 15.664% 11.698% 

Active power 

oscillations,  
7.143% 1.842% 3.391% 

Reactive power 

oscillations, 
22.254% 41.927% 12.77% 

DC link voltage 
ripple 

0.827% 0.789% 0.662% 

Central inverter 

loss 
381.2 W 406.1 W 391.6 W 

Grid side 
transformer loss 

1670.8 W 1680 W 1676.8 W 

strategies have been highlighted in Fig. 7. Table I shows the 
overall comparison of the three control methods. 

V. CONCLUSION

This paper presents the control of a three-phase three-
level NPC based PV central inverter connected to an 
unbalanced utility grid. Under unbalanced grid condition, the 
central inverter has been controlled to inject the grid current 
containing either balanced positive sequence component only 
or a certain amount of negative sequence component so that 
the grid side active and reactive power fluctuations can be 
minimized. The control methods under unbalanced grid 
operation namely as BPSC, IAPC and IARC methods have 
been compared specifically in terms of power loss analysis. 
It has been found that the BPSC method contributes to the 
minimum power loss incurred in both the central inverter and 
grid side transformer because it allows the minimum amount 
of negative sequence component of the grid current to flow 
in the system. The power loss contributed by IARC method 

has been moderate as compared to the other techniques since 
it results in an improved unbalancing factor of the grid 
current as compared to the IAPC method. The IARC method 

 

also ensures the individual DC link voltages to settle down in 
least time as compared to the other methods and results in 
minimum voltage ripple in the individual DC link capacitors.  
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Fig. 7. Pie-chart showing the distribution of power loss contributed by different parts of the PV balanced grid-tied system operating under unbalanced grid 

for (a) BPSC control, (b) IAPC control and (c) IARC control. 
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Abstract—Transformer-less multilevel inverters (TLMLIs) are
widely used in solar photovoltaic (PV) applications because they
are cheap, have higher power density, have a lower dv/dt, and
are more efficient. However, the major concern of TLMLIs is
the ground leakage current flow due to the presence of PV
parasitic and the absence of galvanic isolation between grid
neutral and PV. This paper proposes a nine-level double boost
(9L2B) common ground type inverter topology with near zero
leakage current using the concept of switched capacitors (SCs).
The voltages across all the SCs are balanced using the series-
parallel technique, and this eliminates the need for a complex
control circuit and sensors. The SCs are self-balanced in every
fundamental cycle. Furthermore, a detailed comparative analysis
is performed to emphasise the remark’s such as switch count,
leakage current elimination, TSV, self-balancing, and boosting
features of the proposed inverter with respect to others. Finally,
the feasibility and operation of the proposed topology are
validated by performing several simulations, and the results are
presented.

Index Terms—Boosting capability, common-ground type, leak-
age current, multilevel inverter, transformer-less inverter.

I. INTRODUCTION

In solar photovoltaic (PV) applications, transformer-less
multilevel inverters (TLMLIs) are widely used because of
their advantages, which include low cost, high power density,
dv/dt reduction, and enhanced efficiency. Despite this, the
presence of PV parasitic impedance can provide a path for
ground leakage current (ileak) to flow, as shown in Fig. 1.
This causes additional conduction losses in the system, safety
issues, power quality issues, and electromagnetic interference.
In transformer-less inverters (TIs), the existence of common
mode voltage and reducing or eliminating leakage current is
a big challenge. The magnitude of the leakage current is pri-
marily determined by the parasitic capacitance Cpv. Potential
differences between the PV panel frame and ground cause
electrostatic charges to develop, resulting in the construction
of a capacitor Cpv between the positive or negative rail and
ground. The value of parasitic capacitance is in the range of
nF and it mainly depends on frame structure, the surface of
cells, the distance between cells and climate conditions. In
terms of leakage current, the German standard VDE 0126-01-
01 was proposed, implying that the leakage current range is
limited to 0-300 mA. Several efforts were made to meet these
standards and other constraints. One of the most common ways
to keep the CMV constant is to change the inverter pulse width

Inverter
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ig
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Fig. 1. A 1-ϕ transformer-less grid-tied inverter’s basic architecture.

modulation (PWM) or by using structural modifications, such
as the topologies based on AC and DC decoupling with and
without clamping. Some of the popular topologies on this line
are H5, H6, HERIC, HB-ZVR, T-type, ANPC with clamping.
Although these topologies and their variants can minimise
the leakage current, they cannot totally eliminate the same
[1]–[5]. In summary, these topologies need large component
counts, voltage sensors, complex control, and cannot eliminate
leakage current.

The common-ground type (CGT) topology, in which the
grid neutral is solidly connected to the PV panel’s negative
terminal n, resulting in a common mode voltage with a
magnitude of zero. Consequently, the leakage current is com-
pletely eliminated in CGT. Topology [6] uses eight switches to
generate a five-level output voltage, but it doesn’t have boot-
ing capability. Topology [7] employs nine switches, but the
number of current conducting switches is six. even though the
topology has a total standing voltage (TSV) of six and a peak
inverse voltage that is twice the input source voltage. Topology
[8] uses eleven switches for synthesising a nine-level output
voltage, but the PIV is six times the input source voltage and
quadruples the voltage. Topology [9] utilises fifteen switches
and seven current-conducting switches to provide a certain
output level; however, its fourfold gain, power density, and
reliability are lower.

To address the aforementioned shortcomings, a nine-level
double boost (9L2B) common ground inverter design is pro-
posed for PV applications. The proposed inverter uses nine
switches, three diodes, and three switched capacitors (SCs)
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Fig. 2. Proposed 1-ϕ CGT 9L2B inverter topology.

for synthesising a nine-level output voltage waveform. The
voltages across all the SCs are balanced using the series-
parallel technique, eliminating the need for a complex control
circuit and sensors. The rest of the paper is organised as
follows. In section II, the circuit description and operation of
the proposed 9L2B CGT inverter are explained in detail. The
steady-state and dynamic-state simulation results are explained
in section III. In section IV, a detailed comparative analysis is
performed to emphasise the remakes of the proposed inverter
with respect to other recently published topologies. Finally,
the article is concluded in section V.

II. PROPOSED BOOSTING 9L INVERTER TOPOLOGY

A. Circuit Description

This section describes the structural features and functioning
of the proposed 1-ϕ 9L double boost (9L2B) CGT inverter
architecture. Fig. 2 depicts the proposed 9L2B inverter topol-
ogy. It comprises nine switches, three switched capacitors
(SCs), three diodes and a single dc source. The voltage
ratings of the SCs C1, C2 and C3 are Vdc/2, Vdc/2 and 2Vdc,
respectively, and these capacitors are self-balanced around the
reference value. The blocking voltage of all nine switches and
diodes in the proposed topology is within 2Vdc. The proposed
inverter is notable for its capacity to generate zero common-
mode voltage (CMV) while synthesising the 9L waveform by
using the SCs. The power switches are to be modulated in a
predefined fashion for synthesising a multilevel output voltage.
The switching states indicating the condition of each of the
power switches are listed in Table I. The value 0 or 1 in the
Table I indicates whether the particular switch is turned OFF
or ON. As evident from Table I, the achievable maximum
output voltage is 2 times the input source voltage.

B. PWM Signal Generation Scheme

The PWM signal generation of the proposed topology
can be realized by a simple logic-based circuit, unlike the
conventional PWM technique, which requires sophisticated
computation. Fig. 3 shows the PWM generation scheme,
in which a sinusoidal modulating wave is compared with
four high-frequency carrier waves, and the output of four

Fig. 3. PWM signal generation scheme.

comparators is used to generate a switching signal for the
switches.

C. Modes of Operation

The output voltage of the proposed topology is synthesised
to have nine levels by selecting the desired switching state
and VC1, VC2 and VC3 represent the voltage across SCs C1,
C2, and C3. The nine different switching states are discussed
below

a) State A: In this mode, the switches S2, S3, S6, and
S8 are ON, and the output terminal denoted e is connected to
the positive terminal denoted p of PV panel via switch S2 and
series combination of SCs C1 and C2. This leads, a maximum
positive output voltage level i.e. Vinv = Vdc + VC1 + VC2 = +2Vdc
and the SC C3 is concurrently charged to +2Vdc through diode
D3 as shown in Fig. 4(a).

b) State B: In this mode, the switches S2, S5, S6, and
S8 are ON, and the output terminal e is connected to the
positive terminal p of the PV panel via switch S2 and parallel
combination formed by SCs C1 and C2. As a result, the
maximum possible positive output voltage level is Vinv = Vdc
+ VC1 = Vdc + VC2 = +1.5Vdc. The SC C3 in idle state as as
shown in Fig. 4(b).

c) State C: The switches S1, S3, S4, S6 and S8 are ON,
and the terminal e is connected to the terminal p of PV panel
through switch S1 and diode D1. As a result, the inverter
output voltage is synthesised as Vinv = +Vdc and SCs C1 and
C2 are charged to +Vdc/2 at the same time. The SC C3 in idle
state as illustrated in Fig. 4(c).

d) State D: The switches S4, S5, S6 and S8 are ON, and
the terminal e is connected to the terminal g through switch S4



TABLE I
SWITCHING STATES AND THEIR EFFECT ON SCS FOR THE PROPOSED 9L INVERTER

State S1 S2 S3 S4 S5 S6 S7 S8 S9 C1 C2 C3 Vinv

A 0 1 1 0 0 1 0 1 0 Discharging Discharging Charging +2Vdc

B 0 1 0 0 1 1 0 1 0 Discharging Discharging No effect +1.5Vdc

C 1 0 1 1 0 1 0 1 0 Charging Charging No effect +Vdc

D 0 0 0 1 1 1 0 1 0 Discharging Discharging No effect +0.5Vdc

E 1 0 1 1 0 0 1 1 0 Charging Charging No effect 0

F 0 1 0 0 1 1 0 0 1 Discharging Discharging Discharging -0.5Vdc

G 1 0 1 1 0 1 0 0 1 Charging Charging Discharging -Vdc

H 0 0 0 1 1 1 0 0 1 Discharging Discharging Discharging -1.5Vdc

I 1 0 1 1 0 0 1 0 1 Charging Charging Discharging -2Vdc

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 4. Operating states and conducting path (a) State A (b) State B (c) State C (d) State D (e) State E (f) State F (g) State G (h) State H (i) State I

and the parallel combination formed by C1, C2. As a result,
the inverter output voltage is synthesized as Vinv = +Vdc - VC1
= +Vdc - VC2 = +0.5Vdc and SC C3 in idle state as illustrated
in Fig. 4(d).

e) State E: The switches S1, S3, S4, S7 and S8 are ON,
and the terminal p of the PV panel is connected terminal n
through switches S1, S3, S4 and the series combination formed
by C1, C2. As a result, SCs C1 and C2 are simultaneously
charged to Vdc/2 . In this state SCs C1 and C2 are bypassed,
while the output terminals e, n and g are short-circuited via
switches S7 and S8. As a result, the inverter output voltage

being synthesised as Vinv = 0 and the SC C3 in idle state as
depicted in Fig. 4(e).

f) State F: The switches S2, S5, S6 and S9 are ON, and
the terminal e is connected to the terminal p of the PV panel is
connected via capacitor C3 and parallel combination formed
by SCs C1 and C2. The conduction paths are e-S9-C3-S6-
C1-D2-S2-p-PV-n/g or e-S9-C3-S6-S5-C2-S2-p-PV-n/g. As a
result, the negative output voltage level of the inverter i.e. Vinv
= -VC3 + VC1 + Vdc = -VC3 + VC2 + Vdc = -0.5Vdc as shown in
Fig. 4(f).



TABLE II
PARAMETERS USED IN THE SIMULATION ANALYSIS

Parameter Simulation Value

Input voltage Vdc 200V

C1 2.2 mF

C2 2.2 mF

C3 3.3 mF

Modulation frequency (f ) 50 Hz

Switching frequency (fsw) 10 kHz

g) State G: The switches S1, S3, S4 S6 and S9 are
ON, and the terminal e is connected to the terminal p of the
PV panel via SC C3 and switches S1, S6, S9. The SCs C1, C2

are charging in series via switches S3, S4 and SCs C1 and C2

are simultaneously charged to Vdc/2. As a result, the inverter
output voltage level is synthesised i.e Vinv = -VC3 + Vdc = -Vdc
as depict in Fig. 4(g).

h) State H: The switches S4, S5, S6 and S9 are ON,
and the terminal e is connected to the terminal g via parallel
combination created by SCs C1, C2 and the conduction paths
are e-S9-C3-S6-S5-C2-S4-n/g or e-S9-C3-S6-C1-D2-S4-n/g.
As a result, the inverter negative output voltage level is
synthesised i.e. Vinv = -VC3 + VC1 = -VC3 + VC2 = -1.5Vdc
as depicted in Fig. 4(h).

i) State I: The switches S1, S3, S4, S7 and S9 are
ON, and the terminal e is connected to the terminal g via SC
C3 and switches S7, S9. As a result, the maximum negative
output voltage of the the inverter is synthesized i.e. Vinv = -VC3
= -2Vdc as illustrated in Fig. 4(i), while SCs C1 and C2 charge
to Vdc/2 .

III. SIMULATION RESULTS

For performance assessment and to verify the theoretical
concept, the proposed topology is simulated using PLECS
software block sets. Table II outlines the simulation study
parameters value. The Fig. 5(a)-(f) depicts steady state inverter
output voltage (Vinv), load current (iinv), voltage across SCs C1,
C2, and C3 respectively with RL load. The proposed inverter
response to a step change in load is shown in Fig. 6 respec-
tively. The response of the inverter for different modulation
index is shown in Fig. 7 and voltage across SCs are remains
unaffected. Further, it is observed that the SCs voltages are
balanced naturally in both steady and dynamic conditions.
Therefore, there is no need of SCs voltage balancing circuit
and sensors.

The blocking voltages across switches S1 to S6 and S7 to
S9 are shown in Figs. 8 and Fig. 9 (a)-(c), respectively and
it is observed that the switches S1, S3 and S5 should block
of Vdc/2 voltage, while switches S2, S4 and S6 should block
of Vdc voltage. Switches S7, S8, and S9, on the other hand,
should block voltage at 2Vdc. The Fig. 9(d)-(e) shows the PIV
of the diodes D1 to D3 and PIV values are Vdc, Vdc/2 and
2Vdc respectively.

Fig. 5. Steady-state simulation results in (a) inverter output voltage Vinv (b)
load current iinv (c) SC C1 voltage VC1 (d) SC C2 voltage VC2 and (e) SC
C3 voltage VC3 with RL load.

Fig. 6. Dynamic-state simulation results in (a) inverter output voltage Vinv
(b) load current iinv (c) VC1 (d) VC2 and (e) VC3 for step change in load.

IV. COMPARATIVE ANALYSIS

In this section, the proposed topology is compared to other
similar topologies that have recently been published as well as
the state-of-the-art using only 9L inverter topologies for fair
comparison. The comparative analysis is performed using the
number of switches count (Nsw), gate drivers (Ng), diodes
(Nd), capacitors (Nc), supply sources (Ns), total standing
voltage per unit (TSVp.u.), PIV, cost factor (CF), leakage
current (ileak) and maximum number of conducting switches
(SWco), gain of the inverter (Gain), SCs balancing methods



TABLE III
COMPARATIVE ANALYSIS OF 9L SC-BASED INVERTERS

Ref. Nsw Ng Nc Nd Ns TSVp.u. PIV CF ileak Max. SWco Gain Cbal Efficiency (%)

[10] 12 12 2 2 2 10 2Vin 76 High 6 2 Sensor-less 83.0
[11] 10 10 2 4 2 10 4Vin 72 High 5 2 Sensor-less Not reported
[12] 9 9 2 2 1 6.5 2Vin 28.5 High 4 2 Sensor-less 94.2
[13] 10 8 2 1 1 6 2Vin 27 High 6 2 Sensor-less 98.6
[14] 12 11 2 0 1 6 Vin 31 High Not reported 2 Sensor-less 98.92
[15] 11 10 2 0 1 5.5 Vin 28.5 High 7 2 Sensor-less Not reported
[16] 12 12 2 0 1 5.25 2Vin 31.25 High 6 4 Sensor-less Not reported
[17] 12 12 3 0 1 5 2Vin 32 High 6 1 Sensor-based 97.5
[18] 8 8 3 2 1 5.75 2Vin 26.75 High 4 2 Sensor-less 96.4
[19] 8 8 2 2 1 5 2Vin 25 High 4 2 Sensor-less 96.5
[20] 10 9 2 2 1 4.5 Vin 27.5 High 5 2 Sensor-less 97.2
[21] 12 11 4 2 1 6 2Vin 35 Low 6 2 Sensor-less 95.6
[7] 9 9 3 1 1 6 2Vin 28 Zero 6 2 Sensor-less 97.5
[8] 11 10 3 2 1 8 6Vin 34 Zero 6 4 Sensor-less 96.8
[9] 15 13 4 1 1 7.5 4Vin 40.5 Zero 7 4 Sensor-less 98.3

Proposed 9 9 3 3 1 7 2Vin 31 Zero 5 2 Sensor-less 98.0

Fig. 7. Dynamic-state simulation results (a) inverter output voltage Vinv (b)
load current iinv (c) VC1 (d) VC2 and (e) VC3 at various modulation indices.

(Cbal), and efficiency (η) are in detailed in Table III. Further,
TSV per unit is expressed as

TSVp.u. =

∑n
i=1 Vb,sw,i +

∑m
j=1 Vb,d,j

Vo,max
(1)

where Vb,sw,i, Vb,d,j and Vo,max represent the switch’s maxi-
mum blocking voltage, the diode’s maximum blocking voltage,
and the maximum output voltage, respectively. In addition, a
cost function (CF) is computed using the relationship shown
below

CF = (Nsw +Ng +Nd +Nc + α× TSVp.u.)×Ns (2)

Fig. 8. Simulated blocking voltages across switches (a) S1 (b) S2 (c) S3 (d)
S4 (e) S5 (f) S6 .

where α is a factor that balances the switch count and TSV.
Topologies [7]–[17], [20], [21] have equal or more number
of switch count than the proposed inverter, however [10]–
[21] have non zero ground leakage current. Topologies [7]–[9]
have common ground feature and these topologies eliminate
the leakage current, but [8], [9] have higher TSV, CF and
number of conducting switches than proposed. However, the
gain of the [8], [9], [16] is four. Among all the topologies,
the proposed topology is overall superior in terms of switch
count, leakage current, TSV, and PIV.



Fig. 9. Simulated blocking voltages across switches (a) S7 (b) S8 (c) S9

and PIV of the diodes (d) D1 (e) D2 (f) D3

V. CONCLUSION

In this article, the 9L2B common ground type inverter topol-
ogy is proposed. It comprises the three SCs for synthesising
the nine-level output voltage waveform. In summary, the key
attributes of the proposed topology are as follows:

1) It requires only nine switches, three diodes, and three
SCs.

2) This topology has a boosting feature; it boosts the
voltage by a factor of two.

3) The inherent self-balancing capability of SCs voltage.
4) It eliminates the ground leakage current.

Performance assessment and verification of proposed topology
are examined by PLECS simulation, and results are presented
for steady-state and dynamic conditions. The self-balancing
property provides a cost-effective solution. Finally, a com-
prehensive comparison is presented. The proposed topology
is suited for PV applications because of the aforementioned
properties such as switch count, leakage current elimination,
TSV, self-balancing, and boosting.
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Abstract—In this manuscript, a Proportional-Integral 

controller is designed to regulate the output voltage of DC-DC 

boost converter. The parameter of PI controller is tuned based 

on H∞ optimization criterion. For tuning the PI controller 

graphically with an H∞ norm bound, transfer function of DC-

DC boost converter is modelled. For performance consideration 

like robust stability and set point tracking, a step-wise 

procedure is discussed. The performance of proposed controller 

is validated with MATLAB Simulink and hardware 

implementation with DC-DC boost converter. The robustness of 

proposed controller is verified by step change in set point 

voltage, variation in load resistance and perturbation in duty 

cycle. 

Keywords—DC-DC boost converter, PI controller, H∞

criterion, Stabilizing set 

I. INTRODUCTION

Growing demand of energy consumption create a issues of 
environmental effects, results rising interest in renewable 
energy sources [1]. The voltage generated from these sources 
are generally low and hence for effectively utilization, a 
converter is required that convert the lower voltages input to 
higher voltages as output. It is successfully achieved using 
switched mode DC-DC converters (DBC) [2]. The DBC is the 
simplest converter topology for effectively increasing  output 
voltage for a given input voltage. It has been used in a wide 
range of applications such as automotive industry (hybrid 
electric vehicles), power amplifications, adaptive control 
applications, battery power systems, consumer electronics, 
robotics, DC motor drives, communication applications (radar 
systems), wind power and photovoltaic (PV) systems. 

Because of exhibiting non-minimum phase (NMP) 
behaviour due to right half plane zero (RHPZ) and nonlinear 
dynamics, controller design for DBC is more complex and 
challenging [5]. The phenomenon commonly known as the 
NMP behaviour is the phase lag caused by transfer of 
accumulated energy of the inductor when the switch is on to 
the load during off time. This attribute is reflected by the 
existence of a RHPZ in the control to output voltage transfer 
function. As these systems may lead to an inverse response 
i.e., on applying a step signal, the initial response is in the
opposite direction to that of the final response. Therefore, due
to the presence of RHP  a wide bandwidth of a controller is
difficult to design and controlling of its output voltage with
fast dynamic response is often difficult [6].

The Proportional-Integral (PI) controller is one of the most 
widely used controllers in the control industry and is 
universally popular in motion control, process control, power  

electronics, hydraulics, pneumatics, and manufacturing  [7]. 
As, it is a linear controller which is simple to design and easy 
to implement in real physical system. A well-tuned PI 
controller does provide good performance for stabilizing and 
set point output voltage tracking of DBC [8]. The switching 
frequency play a significant role for controlling the 
semiconductor devices like DBC [9]. 

To control the DBC Adaptive control and H-infinity 
control has been already discusses in [10]. These methods are 
nonlinear approach, hence very complicated to implement in 
real physical system. 

In this work the PI controller is tuned based on H∞ 
optimization criterion algorithm [11] [12], for controlling the 
duty cycle of DBC to achieve the controlled output voltage. 
The proposed method is graphical approach which calculates 
the gain of all possible PI controllers for robust stabilization 
and set point tracking. To get the best possible PI controller 
another graphical approach is introduce in [4] based on 
centroid of the triangle whose vertex are at locus of stability 
boundary all stabilizing controllers. The designed PI 
controller is implemented and tested on the DBC on 
MATLAB Simulink and hardware both for robust 
stabilization and set point tracking. 

This paper is organized as follows. In Section II, the 
transfer function of DBC is derived. The performance 
consideration with an H∞ criterion is discussed in Section III. 
In Section IV problem is formulated based on transfer function 
and performance consideration. PI controller is designed 
based on H∞ criterion in Section V. In section VI MATLAB 
Simulink and hardware result are presented and discussed 
followed by conclusion in section VII. 

II. MODELLING OF DC-DC BOOST CONVERTER

For the modelling of any switching converter two basic 
approaches were proposed i.e., by state space approach and 
averaging approach. The state-space approach basically relies 
on numerical calculations and is quite cumbersome. The other 
averaging method depends on equivalent circuit 
transformations. The state-space average modelling technique 
offers advantage of both the methods at the same time i.e. 
state-space modelling as well as averaging technique . This 
technique averages two state-space model during ON and OFF 
switch time over a single time period T (fs = 1/T). Here, this 
technique is applied for the modelling of DBC. 

For the modelling, a typical DC-DC boost converter is 
shown in Fig.1. It is assumed that converter is operated in 
continues current mode (CCM). 
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Fig. 1. Typical circuit diagram of DC-DC boost converter. 

Vo and Vin is the output and the input voltage of the 
converter. RL is the load resistance for which Vo appears to be 
the output voltage across it. C is the capacitor use to reduce 
ripple in output voltage. L is the inductor and iL is the current 
flowing through it. In general terms, T is the time period and 
D represents the duty ratio. DT and D'T = (1-D) T corresponds 
to the switching interval when the switch is in ON and OFF 
position, respectively. 

Transfer function for output voltage to duty ratio can be 
derived as [2]: 

���� = −��	
	� + �1 − ���
	
��
	�� + �� + �1 − ��
	

. �1�

By considering the specification parameters of boost 
converter from Table I. The transfer function (1) become: 

���� = −0.125� + 603
2.75������ + 5����� + 22.445. �2�

Due to RHP zero existing in transfer function given in 
equation (2) exhibits an inverse response which explicitly 
affects the boost converter output voltage. 

TABLE I. SPECIFICATION PARAMETERS 

Parameter Values 

Input Voltage (Vin) 12 V 

Load Resistance (RL)  50 Ω 

Output Voltage (Vo) 18 V 

Capacitance (C) 1100μF 

Inductance (L) 5mH 

Switching frequency (fs) 15 kHz 

Duty ratio (D) 0.33 

III. PERFORMANCE CONSIDERATION WITH AN H∞ CRITERION

The H∞ optimization technique is an efficient and effective
robust design technique of control systems which is linear and 
time-invariant in nature. It is widely based on the Small-Gain 
Theorem [3]. In this section firstly Small-Gain Theorem is 
introduced. which plays an important role in the H∞ 
optimization methods, and further robust stabilization and 
robust performance requirements based on H∞ optimization 
technique is discussed. 

The Small-Gain Theorem is highly important for 
derivation of stability of control system. Generally, it provides 
sufficient condition only for stability of the system and hence 
very conservative. 

Fig. 2. Feedback system configuration. 

Let us cconsider the feedback control system 
configuration shown in Fig. 2., where G1(s) and G2(s) are the 
corresponding transfer function of linear, time-invariant 
systems. The theorem is stated as: 

Theorem: For stable G1(s) and G2(s), i.e. G1 ∈ H∞, G2 ∈ 
H∞, the closed-loop system to be internally stable if and only 
if ||G1G2||∞ < 1 and ||G2G1||∞ < 1. 

A. Performance Considerations

Fig. 3. Typical closed-loop system configuration. 

Fig. 3. shows a typical closed-loop system configuration, 
where G is the plant and C the controller to be designed. r, u, 
e, d, and y are, the reference input, control signal, error signal, 
disturbance, and output,  respectively. The following 
relationships are available immediately: 

! = �1 + ����"��# + �1 + ����"$ �3�
� = �1 + ����"# − �1 + ����"$. �4�

It is required for any r (reference input) and d (disturbance) 
whose energy does not exceed ‘1’, the performance 
specifications should be as good as possible. For this the ∞-
norm should be minimum, which is the largest gain of 
corresponding system transfer function. Therefor, the design 
problem is that to find the set of all stabilizing controller Cs, 
(i.e., those Cs are used to make the closed-loop system 
internally stable), for good set point tracking and disturbance 
attenuation, find the optimal value that minimizes: 

||�1 + ����"||&
It is conventional to denote sensitivity function S := 

�1 + ����" and hence ||(1+GC)-1||∞ maximum sensitivity.

IV. PROBLEM FORMULATION 

On cconsidering the unity feedback system in Fig. 4. 

Fig. 4. Unity feedback control system. 

r(t) is the reference signal, e(t) is the error signal, u(t) is 
the input signal (to the plant), y(t) is the output signal, P(s) is 
the plant transfer function and C(s) is the controller transfer 



function which we will consider  PI controllers . The problem 
to be solved in this paper is: find the set Sγ of all stabilizing PI 
controllers satisfying, 

' "
"()�*�+�*�'&

< γ.  (5) 

A. Computation of Sγ  for PI controllers

PI controllers have the form:

���� = ,- + ./
� �6�

Write 

0�1�� = 023��� + 1�0/4��� �7�

��1�� = .- − 1 56
�

.  (8) 

Condition (5) at a fixed ω is equivalent to Kp, Ki lying [11] 
in the complement of the interior of the axis parallel ellipse 

Eγ(ω) with centre at 7��8)69���
|)�:��|8 , �)<=���

|)�:��|8> and principal axes

�
�|)�:��|, 

��
�|)�:��| .

In the unity feedback control loop, suppose that the plant 
P(s) has no jω axis zeros. All stabilizing PI controllers C(s) 
satisfying the H∞ norm bound of γ on the error transfer 
function is the set Sγ : 

?� = @ ?��
&

�A�
��. �9�

V. PI CONTROLLER DESIGN

On applying the equations (7), (8) and (9) to the transfer 
function of DBC (2), we get set of stabilizing PI controllers 
C(s) that satisfied the norm bound γ = 2 and by varying the 
frequency from 1 rad/sec to 200 rad/sec.  

Now, by considering centroid approach introduce by 
Munevver Mine Ozyetkin [4], the tuning parameter for PI 
controller is Kp = -1e-04 and Ki = 0.115 taken form Fig. 5. 

Fig. 5. Tuning parameter for PI controller. 

VI. RESULTS

The robustness of proposed controller is verified by 
MATLAB Simulink and hardware both. It is performed in 
three steps first by Step change in the set point voltage, second 
by varying the load resistance (RL), and last by perturbation in 
duty cycle (D), both in MATLAB Simulink and hardware 
implementation. 

A. Simulation Results

1) For step change in set point voltage:

For this set point voltage is change from 20V to 25V

at time of 2 secs. The corresponding result is shown in Fig. 6. 

Fig. 6. Simulation result for step change in set point voltage. 

2) For variation in load resistance:
For this load resistance (RL) is vary from 50Ω to 40Ω at

time of 2 sec. The corresponding result is shown in Fig. 7. 

Fig. 7. Simulation result for variation in load resistance. 

3) For perturbation in duty cycle:

For this duty cycle (D) is perturbed by 0.05 at time

of 2 sec. The corresponding result is shown in Fig. 8. 

Fig. 8. Simulation result for perturbation in duty cycle. 



4) For all three variations:

For this set point voltage is change from 20V to 25V

at time of 2 secs, load resistance (RL) is varied from 50Ω to 

40Ω at time of 4 sec, again it become 50Ω at time of 6 sec, 

set point voltage again set to 20V at time of 8 sec and finally 

duty cycle (D) is perturbed by 0.05 at time of 9 sec. The 

corresponding result is shown in Fig. 9. 

Fig. 9. Response for all three variations. 

B. Hardware Results

For hardware verification, boost converter is 

designed with parameter specifications shown in TABLE 1. 

The hardware setup is shown in Fig. 11. To evaluate the 

robustness of proposed controller again all three variations 

(step change in set point voltage, variation in load resistance 

and perturbation in duty cycle) are consider. The 

corresponding results are also shown. 

Fig. 10. Hardware setup. 

1) For step change in set point voltage:

For this set point voltage is change from 20V to 25V

at 4.6 second. The corresponding result is shown in Fig. 10. 
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Fig. 11. Response for step change in set point voltage- Output voltage 

(Yellow), Inductor Current (Green), Duty Cycle (Pink). 

2) For variation in load resistance:

For this load resistance (RL) is vary from 50Ω to 40Ω

at 0.5 second. The corresponding result is shown in Fig. 11. 
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Fig. 12. Response for variation in load resistance- Output voltage (Yellow), 
Inductor Current (Green), Duty Cycle (Pink). 

3) For perturbation in duty cycle:

For this duty cycle (D) is perturbed by 0.05 at 3.3

second. The corresponding result is shown in Fig. 12. 
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Fig. 13. Response for perturbation in duty cycle- Output voltage (Yellow), 

Inductor Current (Green), Duty Cycle (Pink). 

1) For all three variations:

For this set point voltage is change from 20V to 25V

at 40 second, load resistance (RL) is varied from 50Ω to 40Ω 

at 80 second, again it become 50Ω at 120 sec, set point 

voltage again set to 20V at 156 second and finally duty cycle 

(D) is perturbed by 0.05 at 180 second. The corresponding

result is shown in Fig. 13.
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Fig. 14. Response for all three variations- Output voltage (Yellow), Inductor 

Current (Green), Duty Cycle (Pink). 



VII. CONCLUSION

A graphical approach based on H∞ norm bound has 

been used to tune the classical continuous-time PI controllers. 

It provides a set of stabilizing PI controllers. All these 

controllers guaranteed the robust stability and set point 

tracking. The best suitable controller parameter has been 

chosen by the help of centroid method. Under various 

circumstances output voltage, inductor current and duty cycle 

of DC-DC boost converter is observed. The controller 

performs well with step change in set point voltage, variation 

in load resistance and perturbation in duty cycle. The design 

method can also be used to tune PI controller for other 

converters. 
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Abstract—Digital control is predominantly used in commercial
PFC products, because of using real-time controller reconfigura-
tion, algorithms for loss optimization, EMI reduction and protec-
tion. Fixed frequency average current mode digital control and
variable frequency constant on-time digital techniques are often
used while operating in continuous conduction mode (CCM),
critical conduction mode (CrM) and discontinuous conduction
mode (DCM). The primary challenge is to ensure fast-scale
stability under large duty ratio variations and finite sampling
delay while driving various linear and nonlinear loads, such as
constant resistive, constant current, constant power loads, etc.
The simplified discrete-time (DT) models are not accurate enough
for closed-loop stability analysis, and cannot be readily extended
to various digital control methods. A generalized DT large-
signal model is developed in this paper, and the model accuracy
is verified using simulation results for all three CCM, CrM
and DCM configurations. Thereafter, DT small-signal model is
developed for fast-scale stability analysis of a closed-loop digitally
controlled PFC converter under constant on-time digital current
mode control with event-based sampling. The experimental result
of 300 W CrM boost PFC is presented to verify the accuracy of
the analytical predictions using the proposed framework under
the CrM configuration.

Index Terms—discrete-time large-signal modeling, boost PFC
converter, discrete-time small-signal modeling, unified modeling,
digital current mode control

I. INTRODUCTION

A boost PFC plays a crucial role in energy-efficient AC/DC
power conversion in EV chargers, adapters, smart UPS, LED
driver, etc., which is aimed to achieve unity power factor, low
total harmonic distortion (THD) and high efficiency over a

This work was carried out at the Embedded Power Management Laboratory,
Department of Electrical Engineering, Indian Institute of Technology (IIT)
Kharagpur, Kharagpur - 721302, West Bengal, India, in collaboration with
System Research & Applications Lab, STMicroelectronics Private Limited,
Greater Noida, Delhi, India.

wide range of input voltage and load current [1]–[5]. Several
control techniques, such as peak current mode control (CMC)
[6], hysteresis control [7], nonlinear carrier control [8], average
CMC [9], etc., were reported in the past for analysis and con-
trol. Depending on the power level and modulation techniques,
three basic operating modes exist in a PFC boost converter,
such as CCM, DCM and CrM. Average current mode control
methods are commonly used [10]–[12], which are aimed to
force the average inductor current to track a sinusoidal current
reference to achieve unity power factor. Current-loop stability
should be ensured for low THD and electromagnetic inter-
ference (EMI). Nowadays, several digital control algorithms
and implementations have been explored [13]–[16], which
offer faster performance and higher efficiency. DT modeling is
extensively studied in digitally controlled converters for direct
digital control design, and stability analysis by identifying
the closed-loop pole/zero behavior and improving the steady-
state and dynamic performance over a wide operating range
[17]–[19]. However, for PFC converters, approximate DT
models are generally used for stability analysis, which cannot
be generalized for all CCM, CrM and DCM configurations.
Further, a unified DT model is not readily available to carry
out stability for a variety of fixed and variable frequency
digital control methods for any of CCM, CrM and DCM
configurations.

This paper is aimed to address the above issues by in-
troducing a unified DT framework for modeling and fast-
scale stability analysis of a closed-loop digitally controlled
PFC converter under fixed frequency and variable frequency
digital control techniques using uniform as well as event-
based sampling. This paper is organized as follows. Sec-
tion II develops a generalized DT large-signal and small-
signal modeling framework, which can be applied to any
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Fig. 1. (a) Schematic of a single phase boost PFC converter; (b) Inductor
current waveform over one switching cycle, where t0 = ntsw and t5 =
(n + 1)tsw are the starting time instants of nth and (n + 1)th switching
cycles.

fixed or variable frequency digital control method irrespective
of the mode of operations. The proposed DT large-signal
model is validated using actual switch simulation under fully
digital constant on-time average CMC in Section III. The
experimental result of 300 W CrM boost PFC is presented
to illustrate the performance and stability of the boost PFC
converter. Section IV concludes the paper.

II. DISCRETE-TIME (DT) MODELING : A GENERALIZED
FRAMEWORK

A. Brief description of boost PFC AC-DC converter

The schematic of a boost PFC converter is shown in
Fig. 1 (a), which consists of a boost converter between the
bridge rectifier and a bulk output capacitor. The input voltage
of the boost converter is considered to be nearly constant
during a switching cycle because the switching frequency is
much faster than the line frequency. A high-frequency film
capacitor with low equivalent series inductance (ESL) and
high voltage rating is used as a bulk input capacitor (Cin),
which acts as an EMI filter by reducing the high-frequency
noise injected back into the AC line. Compared to expanding
the common-mode filter’s size, this is more cost-efficient and
effective. X-capacitor, which is placed across the mains by
definition, would typically fail by shorting, and if it fails,
the input fuse blows to prevent catastrophic damage. During
Mode 1, the switch S1 is activated. The inductor is energized
by the source, and the capacitor uses the previously stored

power to maintain the output voltage. During Mode 2, S1 is
in off condition. Both source and the energy stored in the
inductor will supply power to the load, resulting in an increase
in the output voltage. In Mode 3, during tz time interval, the
inductor current decays to zero, and the voltage across the
switch becomes the input voltage. In each cycle, the inductor
current is sampled using an ADC at time t = t0 using an
event-based sampling mechanism as shown in Fig. 1 (b).

B. DT large-signal modeling of boost PFC AC-DC converter
For a single-phase oost PFC converter as shown in Fig. 1 (a),

considering the inductor current (iL) and capacitor voltage
(vC) as the state variables x1 and x2, respectively, with the
state vector x = [x1 x2]

T
= [iL vC ]

T , the state-space model
and its corresponding solutions [19] can be written as

ẋ = Akx+Bkvin; vo (t) = Ckx (t) ;
x (t) = eAk(t−t0)x (t0) + Γk (t− t0)Bkvin;

(1)

where k ∈ {1, 2, 3} and

Γk (τ) =


[
eAkτ − I

]
A−1

k ; if Ak is nonsingular
∞∑
j=1

Aj−1
k τj

j! ; if Ak is singular

In (1), t0 and x (t0) are the initial time and initial state vec-
tor for the kth mode, respectively, System, input, and output
matrices are summarized in Table I, where α = R/(R + rC)
and re = rL+ ron. Here, rL and ron are the DCR of inductor
and on-resistance of each MOSFET, respectively. The overall
DT model between two successive sampling instants can be
obtained by using the solution in (1) corresponding to various
switch configurations along with their sequence of modes and
time intervals as shown in Fig. 1 (b).

xn+1 = eA1t1eA3tzeA2t2eA1t3xn + [eA1t1eA3tzΓ2(t2)
+eA1t1eA3tzeA2t2Γ1(t3) + Γ1(t1)]Bvin.

(2)

where t1 =
(
ton
2 − td

)
, t2 = toff − tz, t3 =

(
ton
2 + td

)
,

Γ1

(
ton
2 ± td

)
=
(
eA1( ton

2 ±td) − I
)
A−1

1 ,

and Γ2 (toff − tz) =
(
eA2(toff−tz) − I

)
A−1

2 .

A sampling delay td is considered in the range of
td ∈ [0, tsw], which accounts for the ADC conversion
and controller computation times. Following a similar
analysis, the DT model of the boost PFC operating in CCM
and/or CrM can be computed by considering tz = 0 in (2) as

xn+1 = eA1t1eA2toff eA1t3xn + [eA1t1eA2toffΓ1(t3)

+eA1t1Γ2(toff) + Γ1(t1)]Bvin
∆
= Fm

(3)

C. DT small-signal modeling
The DT small-signal model of boost PFC converter can be

derived by linearizing (3) and using Taylor series as:

x̃n+1 =
∂Fm

∂xn

∣∣∣∣
ss︸ ︷︷ ︸

Aeq

x̃n +
∂Fm

∂ton

∣∣∣∣
ss︸ ︷︷ ︸

Be1

t̃on +
∂Fm

∂toff

∣∣∣∣
ss︸ ︷︷ ︸

Be2

t̃off ; (4)



TABLE I
STATE-SPACE MATRICES WHILE THE CONVERTER OPERATES IN DCM

Mode k System Matrix (Ak) Input Matrix (Bk) Output Matrix (Ck)
Mode 1

(S1 = on, S2 = off)
A1 =

[
−re/L 0

0 −α/RC

]
B1 =

[
1/L
0

]
C1 =

[
0 α

]
Mode 2

(S1 = off, S2 = on)
A2 =

[
−(re + αrC)/L −α/L

α/C −α/RC

]
B2 = B1 C2 =

[
αrC α

]
Mode 3

(S1 = off, S2 = off)
A3 =

[
0 0
0 −α/RC

]
B3 =

[
0
0

]
C3 = C1

Fig. 2. Block diagram of constant on-time average current mode controller.

where Aeq =

{
eA1T1eA2Toff eA1T3 ; for Tsw ̸= constant

eA1T4eA2D
′TsweA1T5 ; for Tsw = constant

where T1 = (Ton/2− td), T3 = (Ton/2 + td),
T4 = (DTsw/2− td) and T5 = (DTsw/2 + td). The
input matrices Be1 and Be2 are as follows:

Be1 = 1
2e

A1T1 ×B11;
Be2 = eA1T1eA2Toff ×B12;

(5)

where

B11 =
(
A1e

A2Toff + eA2ToffA1

)
eA1T3Xss+[

I +A1

{
eA2ToffΓ1(T3) + Γ2(toff)

}
+ eA2Toff eA1T3

]
BVin

and B12 = A2e
A1T3Xss + {A2Γ1(T3) + I}BVin

where Ton and Toff are the steady-state values of on
and off time, respectively. For constant on-time (COT)
modulation technique, t̃off is considered as the control
variable and ton is constant, which implies t̃on = 0. Similarly,
t̃on is the control (time) variable and t̃off = 0 for constant
off-time modulation. For trailing-edge (TE) and leading-edge
(LE) DPWM, t̃on = d̃Tsw and t̃off = −d̃Tsw, where the duty
ratio d is the control variable.

III. DT LARGE-SIGNAL MODEL VALIDATION AND
SMALL-SIGNAL STABILITY ANALYSIS UNDER COT ACMC

A. Constant on-time average CMC (COT ACMC)

COT ACMC can achieve perfect current tracking for the
boost PFC converter operated in CCM, CrM and DCM de-

pending on the output load condition [20], where the on-time
of the switch (S1) is constant (Ton) by design during a switch-
ing cycle, but the off-time modulates such that the inductor
current sampled at the middle of the on-time using event-based
sampling is equal to the rectified input reference current. In
CrM operation the on-time is set to Ton = 2L×

(
Pout/v

2
rec

)
and that can be adjusted by changing output power (Pout)
and/or rectified input rms voltage (vrec) to achieve CCM and
DCM operation depending on high power load and light load
operation, respectively. Fig. 2 shows a block diagram of COT
ACMC, consisting of a voltage PI controller (Gcv) with the
output error voltage (ve) as the input, where the output voltage
is sampled using the ‘interval-2 sampling’ mechanism, and a
current PI controller (Gci) with the error between the reference
current (iref ) generated by the outer voltage loop and the
sampled inductor current (iS) as the input. Considering the
nth switching interval of the inductor current waveform as
shown Fig. 1 (b), the DT inductor current (iL) dynamics and
the modulating current (im) can be written as follows:

iL [n+ 1] = iL [n] +m1Ton −m2toff [n] ;
im [n] = Kc (iref [n]− iS [n]) + uii [n] ;

uii [n] = uii [n− 1] +Kic (iref [n]− iS [n]) .
(6)

where iL [n] and iL [n+ 1] are the initial and final values of
inductor current during nth switching cycle, and the rising
and falling slopes of inductor current are m1 and m2 re-
spectively. Kc and Kic are the DT proportional and integral
gains respectively. The required off-time (toff ) is generated by
comparing im [n] to an emulated current generated inside the
digital controller using a slope mc, which is tuned to the same
value as the inductor current falling slope, and the effective
time-period is derived as

Tef [n] = Ton + toff [n] ; toff [n] =
im [n]

mc
. (7)

From Fig. 3 and Fig. 4, it is observed that the converter may
seamlessly work in different modes depending on the load
profile and the average inductor current precisely tracks the
rectified sinusoidal reference current throughout each switch-
ing cycle, resulting in improved output voltage regulation.

B. Verification of DT large-signal model

The accuracy of the DT large-signal model under CCM
operation (shown in Fig. 3), and DCM operation (shown



TABLE II
CONVERTER SPECIFICATIONS

L C vin vref Pout re rC fline td
265 µH 660 µF 230 V AC 400 V ∈ {200 W, 1 kW} 2 mΩ 0.1 mΩ 50 Hz 50 ns

Fig. 3. Large-signal model validation using actual switch simulation and the DT model of a boost PFC AC-DC converter using constant on-time average
CMC modulation in CCM for output resistance RCCM = 160 Ω.

Fig. 4. Large-signal model validation using actual switch simulation and the DT model of a boost PFC AC-DC converter using constant on-time average
CMC modulation in DCM for RDCM = 480 Ω.

in Fig. 4) is compared to the actual switch simulation in
a boost PFC converter for a particular line cycle using the
parameter set in Table II. Variable-frequency COT ACMC
is considered for CCM as well as DCM operation using
DT voltage PI controller, Gcv = Kv + Kiv/

(
1− z−1

)
with Kv = 9, Kiv = 0.025 and DT current PI controller,
Gci = Kc + Kic/

(
1− z−1

)
with Kc = 1, Kic = 0.5.

The proposed DT model and the switch simulation perfectly
match the cycle-by-cycle behavior under CCM and DCM
operation. Irrespective of the mode of operation, the proposed
DT large signal model can also be validated for several fixed

and variable frequency digital control algorithms.

C. Small-signal stability analysis using COT ACMC

Fig. 5 presents simulated case studies corresponding to the
closed-loop stability status of boost PFC converter under COT
ACMC using the parameter set in Table II. From Fig. 5 (a), it
is observed that all the poles remain inside the unit circle up to
Kic = 1.9, which is reflected in the corresponding simulated
stable behavior of inductor current. For Kic = 2, one of the
closed-loop poles goes outside of the unit circle through the
negative real-axis, which leads to sub-harmonic instability as
shown in Fig. 5 (b).



Fig. 5. Simulated case study for closed-loop stability using COT ACMC for (a) Kic = 1.9 and (b) Kic = 2.

Fig. 6. A 300 W boost PFC in CrM: (a) large-signal model validation of DT models and switch simulation and (b) experimental result under the same
operating condition.

D. Simulation case study under CrM modulation

A discrete-time PI controller is used. For simulation and
experimental results of boost PFC converter under CrM mod-
ulation, the same specifications are considered: vin = 300 V
AC, vref = 730 V, L = 1.3 mH, C = 135 µF, Pout = 300 W,
Cin = 680 nF and fline = 50 Hz. The switching frequency
of the PFC boost fsw can vary between 35 kHz to 250 kHz
depending on the line frequency under the constant on-time
modulation. Fig. 6 (a) shows that the DT large-signal model of
a 300 W CrM PFC boost converter can accurately capture the
actual switch simulation. The hardware results in Fig. 6 (b)
are found to be consistent and nearly the same. Fig. 7
presents the experimental results of 300 W CrM boost PFC
converter in stable operation under various load conditions,
which are consistent with the analytical predictions. Under
CrM modulation, the converter can achieve above 97.5% peak
efficiency and a power factor of 0.99 with less than 5% THD
at full-load condition over an input voltage span of 270-480 V
AC. The output voltage ripple is the function of load resistance

and output bulk capacitor. Since no such stringent hold-up time
is required for LED driver applications, the output capacitor is
in the range of 0.5 µF/W. However, for telecom power supplies
and other applications, where a very low output voltage ripple
is required, the output capacitor is in the range of 3 µF/W.

IV. CONCLUSION

In this paper, a generalized DT large-signal and small-signal
modeling and design framework for boost PFC converter was
proposed, which is applicable for fixed and variable frequency
digital control under any of CCM, CrM and DCM configura-
tions. The DT small-signal model was used to demonstrate
the cycle-by-cycle stability of the inner current loop, which
would be useful for designing the high-performance digital
CMC in the boost PFC converter. The derived model accuracy
was verified using simulation results and stability predictions
from the closed-loop analysis are found to be consistent with
the experimental results.



Fig. 7. Steady state hardware results for (a) 25% load, (b) 50% load, and (c) 100% load conditions of a 300 W asynchronous boost PFC under CrM
modulation, where Ch.2, Ch.3, Ch.4 indicate inductor current iL, drain-source voltage vDS (200 V/div) and gate-source voltage vGS (10 V/div) of MOSFET.

REFERENCES

[1] H. Xu, D. Chen, F. Xue, and X. Li, “Optimal design method of
interleaved boost PFC for improving efficiency from switching fre-
quency, boost inductor, and output voltage,” IEEE Transactions on
Power Electronics, vol. 34, no. 7, pp. 6088–6107, 2019.

[2] B. Singh, B. Singh, A. Chandra, K. Al-Haddad, A. Pandey, and
D. Kothari, “A review of single-phase improved power quality AC-DC
converters,” IEEE Transactions on Industrial Electronics, vol. 50, no. 5,
pp. 962–981, 2003.

[3] L. Huber, Y. Jang, and M. M. Jovanovic, “Performance evaluation of
bridgeless PFC boost rectifiers,” IEEE Transactions on Power Electron-
ics, vol. 23, no. 3, pp. 1381–1390, 2008.

[4] P. Kong, S. Wang, and F. C. Lee, “Common mode EMI noise suppression
for bridgeless PFC converters,” IEEE Transactions on Power Electronics,
vol. 23, no. 1, pp. 291–297, 2008.

[5] M.-C. Ancuti, M. Svoboda, S. Musuroi, A. Hedes, and N.-V. Olarescu,
“Boost PFC converter versus bridgeless boost PFC converter EMI
analysis,” in 2014 International Conference on Applied and Theoretical
Electricity (ICATE), 2014, pp. 1–6.

[6] W. Cheng, J. Song, H. Li, and Y. Guo, “Time-varying compensation
for peak current-controlled PFC boost converter,” IEEE Transactions on
Power Electronics, vol. 30, no. 6, pp. 3431–3437, 2015.

[7] C. Canesin and I. Barbi, “A unity power factor multiple isolated outputs
switching mode power supply using a single switch,” in [Proceedings]
APEC ’91: Sixth Annual Applied Power Electronics Conference and
Exhibition, 1991, pp. 430–436.

[8] D. Maksimovic, Y. Jang, and R. Erickson, “Nonlinear-carrier control
for high-power-factor boost rectifiers,” IEEE Transactions on Power
Electronics, vol. 11, no. 4, pp. 578–584, 1996.

[9] J. Moldaschl, J. Broulı́m, and L. Paločko, “Boost power factor correction
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Abstract—Multiphase buck converters find widespread ap-
plications in automotive, mobile phones, and other portable
devices for energy-efficient power management for high computa-
tional processors, in which fixed-frequency current mode control
(CMC) is frequently used in many commercial products. In this
context, a mixed-signal CMC (MCMC) architecture remains an
attractive solution with fast changing (phase) current feedback
loops in the analog domain for current balancing and voltage
controller in the digital domain for real-time controller tuning.
In existing MCMC, the output voltage is sampled once per
switching cycle clock using a uniform sampling clock. This paper
shows that a higher proportional (voltage) controller gain while
achieving fast transient performance leads to fast-scale instability
with duty ratio saturation, resulting in much higher ripple
parameters and RMS current with higher conduction losses.
Further, an event-based (voltage) sampling technique is proposed,
which significantly enhances the stability boundary and achieves
a fast transient response. With the DAC output, programmable
voltage biasing is considered to generate customized current
references for individual phases for asymmetric phase current
balancing reducing conduction loss in the case of widely varying
per-phase DC equivalent resistance. A discrete-time PI voltage
controller is considered, and a comparative study of fast-scale
stability and transient performance is carried out using uniform
and event-based voltage-loop sampling methods. The improved
performance using the latter is demonstrated using simulation
results. A four-phase buck converter prototype is fabricated, and
tested and experimental results are presented.

Keywords—Multiphase buck converter, uniform sampling,
event-based sampling, discrete-time modeling, fast-scale instabil-
ity, loss analysis, asymmetric current sharing,

I. INTRODUCTION

In the recent years, there is an increasing demand of low-
voltage-high-current power supply for fast charging of mobiles
and high-speed modern processors for smartphones, portable
devices, automotive dashboard and ADAS [1]. Multiphase

This work was carried out at the Power Management Integrated Circuit
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oration with Embedded Power Management Lab., Department of Electrical
Engineering, IIT Kharagpur, West Bengal, India. This work was partially sup-
ported by Qualcomm India Private Limited and the Science and Engineering
Research Board (SERB), Department of Science and Technology, under the
Core ResearchGrant (CRG) CRG/2020/004702, Dt. 18-03-2021.

buck converters with CMC remain a preferred solution [2]–
[5]. Both analog and digital CMC techniques offer many ad-
vantages, such as fast transient, current limit, noise immunity,
etc. [5]–[8]. Mixed signal CMC offers combined benefits using
analog current loop and digital voltage loop [9]–[12]. Due to
a large sampling delay, existing mixed signal CMC methods
suffer fast scale instability while using a higher proportional
gain which is required for achieving fast transient response
[13], [14]. For stability, an over-compensated ramp [15] is
required, which limits the closed loop bandwidth [16]. Event
based sampling technique can enhance the stability boundary
over the existing control technique [17]. DT modelling is
developed for the four phase converter.

In this paper, a comparative study using uniform and event-
based sampling techniques is carried out. Using a single
DAC, a programmable voltage biasing method is proposed to
generate customized current references for individual phases,
which would provide the flexibility for loss minimization by
customizing individual phase currents in the event of widely
varying per phase DC resistance.

The paper is organized as follows. Section II presents
the proposed event-based sampling technique. Large-signal
discrete-Time (DT) modeling of uniform and event-based
sampling is shown in Section III. Loss analysis in a four-phase
buck converter, proposed asymmetric current sharing archi-
tecture, comparative study of stability, performance analysis
of uniform and event-based sampling are shown in Section
IV. Section V presents the experimental results. Section VI
concludes the paper.

II. FIXED FREQUENCY MIXED SIGNAL PEAK CMC IN
MULTIPHASE BUCK CONVERTER

Fig. 1 shows the four-phase buck converter with mixed
signal peak current mode control. The modified mixed signal
CMC control scheme has been shown in Fig. 2. The provision
to have a customized peak current reference for each phase is
present in the control scheme. This has been implemented by
adding an offset to the generated current reference for each
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Fig. 1: Schematic of a four phase buck converter operating
with mixed signal peak Current Mode control

Fig. 2: Fixed frequency mixed signal peak current mode
control (CMC) with phase current control architecture.

phase. This provision for having a mismatch in the current
reference ensures the current distribution according to the
parameters of the components of each phase gives the optimum
efficiency for the converter.

The implementation of fixed frequency peak current mode
control with uniform and event based sampling of a four phase
buck converter is shown in Fig. 3. In uniform sampling in
Fig. 3(a), the output voltage is sampled at the valley of the
first phase inductor current fSW, and the current reference is
generated using the PI controller. For a symmetrical phase
current distribution, the same current reference is used for

all (phase) current controllers, while for asymmetrical phase
current sharing, programmable offsets are considered, which
are added to the reference current for each phase. This provide
the flexibility for phase current customization. Using the
current reference, the duty ratio of each phase is determined
by comparing with the corresponding phase inductor current.
Taking into practical considerations related to ADC conversion
and controller computation time, one cycle delay is introduced
in capturing the voltage sample.

For uniform sampling, the sampled output voltage with one
cycle delay vo[n− 1] is used to generate the reference current
using a PI controller with proportional gain Kp and integral
gain Ki.

iref [n] = Kp (vref − vo[n− 1]) + uii[n] (1)
uii[n] = Ki (vref − vo[n− 1]) + uii[n− 1] (2)

In the implementation of event based sampling, the output
voltage is sampled when iL1 touches iref [n] as shown in Fig.
3(b). The sampled output voltage vo[n] is used to generate the
reference current using a PI controller with proportional gain
Kp and integral gain Ki.

iref [n] = Kp (vref − vo[n]) + uii[n] (3)
uii[n] = Ki (vref − vo[n]) + uii[n− 1] (4)

The duty cycles of the phases are determined by comparing
this current reference with the phase currents.

III. DT MODELLING AND STABILITY ANALYSIS

A. Large-Signal DT Modeling

[18]–[21] has developed DT model for single phase buck
converter. With it as reference, the state-space model and
its solution for a four phase buck converter considering
the state vector as x =

[
iL1 iL2 iL3 iL4 vc

]T
where

iLk(k = 1, 2, 3, 4) are phase inductor currents and vc is
capacitor voltage, can be obtained as

ẋ(t) = Ax(t) +Bvin; vo(t) = Cx(t) (5)

x(t) = eA(t−t0)x (t0) +
[
eA(t−t0) − I

]
A−1Bvin (6)

where t0 is the initial time and x (t0) is the state vector at
t0 corresponding a single mode of operation. The matrices for
different modes of operations are given by

A =


− re1

L1
−a.rC

L1
−a.rC

L1
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C
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RC

 ;B =


q1
L1
q2
L2
q3
L3
q4
L4

0

 ;

C =
[
a.rC a.rC a.rC a.rC a

]
; a =

R

R+ rC

where rek = rLk + a.rC(k = 1, 2, 3, 4) and q1, q2, q3, q4
corresponds to the gate signals of the high side switches
in each phase, rL1, rL2, rL3, rL4 corresponds to the DCR
of L1, L2, L3, L4 respectively. In the DT model of a four
phase buck converter with uniform sampling as shown in



Fig. 3: Timing Diagrams of fixed frequency mixed signal (a) uniform and (b) event based sampling peak CMC of a four phase
buck converter

Fig. 4: Discrete-time modeling of a four phase buck converter
with mixed signal peak CMC with uniform sampling

Fig. 4 and 5, xn and xn+1 corresponds to state vectors of
two consecutive sampling points, during nth switching cycle
with xn,x1,x2,....,xn+1 as state vectors and t1,t2,....,t8 as the
corresponding time intervals. ts is the sampling delay. The
combined DT model can be given by

xn+1 = eAtsxn +

4∑
k=1

[
eA[(1.25−0.25k)T−ts]

]
A−1Bkvin−

4∑
k=1

[
eA[(1.25−0.25k−dk)T−ts]

]
A−1Bkvin , k = 1,2,3,4 (7)

In the DT model of a four phase buck converter with event

Fig. 5: Discrete-time modeling of a four phase buck converter
with mixed signal peak CMC with event-based sampling

based sampling as shown in Fig. 5, xn and xn+1 corresponds



to state vectors of two consecutive sampling points, during
nth switching cycle with xn,x1,....,xn+1 as state vectors and
t1,....,t7 as the corresponsing time intervals. The combined DT
model can be given by

xn+1 = eATxn +
[
eAd1T − I

]
A−1B1vin

+
[
eA(0.75T+d1T ) − eA(0.75T+d1T−d2T )

]
A−1B2vin

+
[
eA(0.5T+d1T ) − eA(0.5T+d1T−d3T )

]
A−1B3vin

+
[
eA(0.25T+d1T ) − eA(0.25T−d1T−d4T )

]
A−1B4vin

(8)

B. Validation of the large-signal DT model
The large single DT model has been validated with the

simulation of the converter for a load transient of 4A to 12A
as shown in Fig. 6. It can be seen that the DT model current
and voltage waveforms matches with that of the simulation
waveforms.

IV. LOSS ANALYSIS AND COMPARATIVE PERFORMANCE
ANALYSIS

A. Loss Analysis
For converters with unequal DCRs, there is a need of un-

equal phase current distribution, to get the optimal efficiency.
A housekeeping DAC is used to capture the phase mismatch
information and generate the phase currents accordingly. A DC
offset has been added to the current reference in the model.
The inductor current ripple and rms are given by

∆iL =
vin − vref
DT

L; iL rms = Iav
2 +

∆i2L
12

;

where, iL rms and Iav are the rms inductor current and the
average inductor current.

The high-side and low-side switching losses are given by

PHS sw = 0.5vinfsw

[(
Iav −

∆iL
2

)
tr +

(
Iav +

∆iL
2

)
tf

]
;

PLS sw = 0.5vinfsw

[(
Iav −

∆iL
2

)
tr +

(
Iav +

∆iL
2

)
tf

]
The high-side and low-side conduction losses are given by

PHS cond = i2L rmsDron; PLS cond = i2L rms(1−D)ron

where tr(3 ns) and tf (3 ns) are the rise and fall time of the
MOSFET.

The high-side and low-side output capacitance losses are
given by

POSS = 0.5 (COSS HS + COSS LS) v
2
infsw

where COSS HS(40 pF ) and COSS LS(40 pF ) are high-side
and low-side MOSFET output capacitance

The high-side and low-side gate driver losses are given by

Pdriver = (CG HS + CG LS)V
2
Gfsw

where CG HS(40 pF ) and CG LS(40 pF ) are high-side and
low-side MOSFET gate capacitance

The inductor DCR conduction losses are given by

PL cond = i2L rmsrL

The capacitor ESR conduction losses can be neglected. The
total losses in a buck converter is the summation of the losses
mentioned above which is given by

Ploss = PHS cond + PLS cond + PL cond+

PHS sw + PLS sw + POSS + Pdriver (9)

where COSS HS(40 pF ) and COSS LS(40 pF ) are high-side
and low-side MOSFET output capacitance, and CG HS(40 pF )
and CG LS(40 pF ) are MOSFET gate capacitance, tr(3 ns)
and tf (3 ns) are the rise and fall time of the MOSFET.

B. Comparative Study

Event based sampling has both faster current and voltage
transient response with less voltage undershoot compared to
the uniform sampling which can be seen in Fig. 7. As the
proportional gain Kp is increased, uniform sampling becomes
unstable while event based sampling remains stable. It can
be seen from Fig. 9 that event based sampling with higher
Kp than uniform sampling has an undershoot reduction. This
instability of uniform sampling poses a strict restriction on
achieving higher bandwidths which can be achieved using the
event based sampling.

TABLE I: Parameters of the buck converter.

Vin(V ) Vref(V ) C(µF) fsw(MHz) io(A)
3.8 1.1 140 1 0-12

L1(µH) L2(µH) L3(µH) L4(µH)
1.1 1.11 1.12 1.14

For a simulation case study shown in Fig. 8, a mismatch in
DCR(70 mΩ, 50 mΩ, 90 mΩ, 110 mΩ) has been considered
and using asymmetrical current distribution, an efficiency of
77.49 % and using symmetrical current distribution, an effi-
ciency of 77.25 % is achieved. The output voltage waveform
for the symmetrical and unsymmetrical current distribution is
comparable.

V. EXPERIMENTAL RESULTS

A four phase buck converter experimental prototype has
been created and put through testing. The created four phase
buck PCB, a Xilinx Virtex-5 FPGA, and a load board with
an 80 A load limit make up the experimental setup. The
FPGA is programmed to produce the switch gate pulses. The
experimental prototype created for validation is depicted in
Fig.10.Fig. 11 illustrates the phase current and output voltage
waveforms during the open loop transient response of a four-
phase synchronous buck converter during a load transient from
0 A to 60 A.



Fig. 6: Validation of Discrete-time model for mixed signal peak current mode control with a) Uniform Sampling b) Event-Based
Sampling in steady state.

Fig. 7: Improved closed loop stability of event based sampling over uniform sampling of a four phase buck converter for a
load transient from 4A to 12A using a PI controller of Kp = 25 and Ki = 3.

Fig. 8: Inductor currents and output voltage for equal and unequal current distribution of four phase buck converter operated
using mixed signal peak CMC

VI. CONCLUSION

This paper has developed a DT model for a four phase con-
verter controlled using mixed signal peak CMC. The superior-
ity in performance and improvement in stability using mixed
signal CMC event based sampling over uniform sampling for a
multiphase converter has been demonstrated using simulation.
For load transient, reduction in voltage undershoot has been
observed for event based sampling. It can be further improved
using load feed forward. Power loss analysis has been done
and the improvement in efficiency using asymmetrical phase

current sharing has been shown. The experimental results were
presented for an open loop four phase buck converter.
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Abstract—A Solid State Transformer (SST) is a three-stage
power electronic converter. The converters work at a very
high frequency and have individual control with limited control
bandwidth. Because of the limitation in control bandwidth, the
disturbance introduced at any end can disturb the whole system
and force another cascaded converter to lose control. This leads to
the back-and-forth oscillation of the disturbance in the system.
In this paper, an H-infinity-based robust control is discussed
for the control of the dual active bridge. With this control, the
disturbance at any end can be handled. The closed-loop operation
of the dual active bridge with single pulse width modulation
based control is discussed. The effectiveness of the H-infinity
control over widely used proportional-integral (PI) control is
analyzed. To demonstrate how the H-infinity-based controller
significantly improves the dynamic performance and robustness
of the SST system, a mathematical model of SST is simulated
in a Matlab/Simulation environment. The associated simulation
results are presented.

Index Terms—Bidirectional power flow; Digital PWM control;
multiple input dc-dc converter; non-isolated

I. INTRODUCTION

The increasing electricity demand, the limited supply of
fossil fuels, and increasing global warming problems are
encouraging the integration of distributed energy resources
(DERs) as the source and the electric vehicles (EVs) at the
load side. However, the present grid is unsupportive of this
integration, as they introduce dynamic disturbance in the
grid and which in turn hampers the operation of the line
frequency transformers. This problem can be mitigated by
replacing the line frequency transformer with SST, which can
ease the integration of RES and EVs [1]–[3]. Reactive power
compensation, voltage regulation, power flow management,
voltage sag compensation, bi-directional power flow, fault
current limitation, harmonic block, and galvanic isolation are
a few benefits of SST over low-frequency transformers (LFT)
[4]–[6]. A layout of the modern electrical power generation,
transmission, and distribution with the SST is given in Fig. 1.
In Fig. 2 the architecture of the SST is presented. From the two
figures, it can be observed that the SST is implemented at the
end of the distribution grid and it has the capability to integrate

the DERs and the EVs. A Solid State Transformer (SST) is
a cascaded unit that consists of an Active Bridge Rectifier
(ABR), Dual Active Bridge (DAB), and Active Bridge Inverter
(ABI) as shown in Fig. 3. ABR is an AC to DC power
converter. The dc link of the ABR forms a high-voltage dc grid
where DC power sources such as solar photovoltaic panels/
fuel cells/energy storage units can be connected. DAB is a
DC-DC power converter which isolates the source from load.
ABI is a DC-AC power converter. Here, it is to be noted that
the whole system is working at high power (more than 10kW),
therefore maintenance of stability is very important. For that,
all three units are to be properly designed. For ABR (front-
end converter) and the ABI (back-end converter), the space
vector pulse width modulation control is found to be the most
reliable and stable control method. Here, DAB is working as
an intermediate converter.

DAB plays an important role in preventing the disturbance
to pass from the source side to the load side or vice-versa.
For DAB as an individual DC-DC converter, many control
schemes are proposed. But when connected to a system these
controllers fail to perform. This happens because when the
controller is designed, it is designed with only consideration
of one converter (i.e, DAB). Another reason is the modeling of
the converter for the derivation of the control parameters. In [7]
the control design is based on a reduced order model, in [8] the
small signal model-based controller design method is proposed
and in [9] the large signal model feed-forward control method
is proposed. However, all the models are utilized for analyzing
the dynamic performance and stability margin of the system.
There is no control design method considering the uncertainty
introduced by other converters connected to the system.

In this paper, H-infinity based robust control method for
DAB is discussed to improve the disturbance (introduced by
other converters) handling capacity and dynamic performance
of the full SST. First, the DAB small-signal model is derived
for the design of the H-infinity based control using the
DAB circuit architecture and single pulse width modulation
principle.
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Fig. 1: Layout of modern electrical power transmission and distribution system with SST.

Fig. 2: Architectural view of power distribution network at
consumer end with SST including DER and EVs.

The model is then perturbed with respect to the actual
boundary conditions, and an estimation of the system uncer-
tainty model is made. By selecting the appropriate weighting
functions, the characteristics of the system at different fre-
quency bands are designed. With all weighting functions along
with converter parameters, a generalized feedback system
matrix is formed. The solution of the system matrix generates
a transfer function of the third-order controller.

The conventional architecture of SST is introduced in the
following section. In section 3, the selection methodology
of the closed-loop control and its conventional method of
implementation is discussed. In section 4, H-infinity based
controller design methodology is discussed. The validation
of the H-infinity based controller for SST is validated in
MATLAB/Simulation environment in section 5. Section 6
concludes the paper.

II. CONVENTIONAL ARCHITECTURE OF SST

The conventional and most popular architecture of SST
for high power operations is depicted in Fig. 3. The two-
level operation of the first stage and the third stage converter
out of the three-stage converter is controlled with space
vector pulse width modulated controller (SVPWM), which
has the capability to stabilize the output power and efficient

management of active power and reactive power. The second
stage converter is the DAB which is a DC-DC converter. The
DAB has single phase two-level h-bridges for inversion and
rectification respectively, which can also work in a reverse
manner for the bidirectional application. The two h-bridge
converters are separated by the high-frequency transformer
(HFT). The transformer has a crucial role to play, the following
are the advantages of HFT in the DAB.

• High power isolation of source and load is possible.
• It enables the DAB to work for high-power density

applications.
• It enables the integration of DC sources and the load with

high power.
• The size of the power converter is reduced.
• It enables the converter for bidirectional power flow

operations.
• It also provides compensation of the reactive power

introduced in the system.

DAB is a significant part of SST for the power transfer
from the source to the load and vice-versa. Therefore, robust
control of the DAB becomes very necessary. Otherwise, the
disturbance introduced on either side will also get transferred
to the other side.

III. SELECTION OF CONTROL METHODOLOGY

In conventional DAB, the controlling method used is single-
phase shift modulation (PSM). In one of the H-bridges, the
phase shift is introduced, and the converter is operated at
a 50% duty ratio. The PSM control is the simplest control
technique to achieve inherent soft switching and reactive
power compensation. However, in spite of many advantages,
it has many problems such as limited soft-switching range,
especially for light loads and high circulating current. For
these reasons, the PSM control technique cannot be applied
for applications where wide input/output voltage variations or
power variations are required. Out of many simple controls,
the single PWM control is found to be the most feasible for
wide voltage/current applications with a high range of soft
switching as depicted in Fig. 4.



Fig. 3: Power electronics based circuit of SST.

Fig. 4: ZVS boundaries of the regular PSM control scheme
and PWM control scheme.

Single PWM control

Fig. 5 (a) and (b) show the timing diagram of the DAB
converter with single PWM control for buck mode and boost
mode respectively. The converter operates in the boost mode
when the ratio of the referred output voltage to the input volt-
age, duty ratio (d), is between 50% and 100%. The converter
operates in the boost operation when the d is between 0%
to 50%. For the simplicity of the analysis, the unidirectional
power flow in buck mode operation is considered. A reverse
power flow operation is very similar to that for the forward
power flow.

Buck mode: The DABs buck mode of operation is shown
in Fig. 5 (a). While the primary voltage of the transformer,
Vi, has a duty ratio greater than 50%, the secondary (output)
side voltage, Vo, is a square wave with a duty ratio of 50% as
with the PSM control. The phase-shift (αp) introduced by this
operation creates a freewheeling interval when the transformer
leakage inductance current passes through either the upper
or lower two switches in the primary bridge. Expressions of
the present iL(αp) and iL(αp + ϕ)are calculated as per the
procedure in [10].

iL(0) = − Vi
ωL

[
dϕ+ (d− 1

2
)αp + π

(
1− d

2

)]
(1)

iL(αp) = − Vi
ωL

[
dϕ− αp

2
+ π

(
1− d

2

)]
(2)

iL(αp + ϕ) =
Vi
ωL

[
ϕ+

αp

2
− π

(
1− d

2

)]
(3)

where the input voltage is given by Vi, the switching angular
frequency is taken as , the transformer’s leakage inductance is
represented by L, and d is the ratio of the referred output
voltage to the input voltage Vo/Vi .ϕ is the phase shift
introduced between the two h-bridges due to PWM signals.
The output power is then calculated as

Po =
V 2
i

ωL
d

[
ϕf

(
1− |ϕf |

π

)
− ϕf

|ϕf |
.
α2
p

4π

]
(4)

Where ϕf is the phase-shift between the fundamental com-
ponents of Vi and Vo, defined as

ϕf = ϕ+
αp

2
(5)

Instead of ϕ, the ϕf manages the power flow from input
to output. The forward power flow of the power phase shift
requires ϕf to be positive, similar to the PSM control, while
the reverse power flow requires ϕf to be negative.

Now, the constraints for achieving ZVS operation in both
bridges can be specified as

iL(0) < 0 (6)

αL(αp) < 0 (7)

iL(αp + ϕ) > 0 (8)

Equation (4) is used to determine the minimum output
the power within the soft switching (zero voltage switching
(ZVS)) range; ϕf should be reduced and αp should be
increased in the opposite direction. According to (1) and (6),
an increase in αp will increase the ZVS range of the leading
leg in the primary bridge when voltage ratio d is between 50%
and 100%; nevertheless, according to (2), bigger αp results in
a smaller absolute value of Il(αp). As soon as Il(αp). The
converter loses the ZVS operation when Il(αp) hits zero. The
αp must thus be operated at its nominal value, which can be
found by setting Il(αp) equal to zero.

αp = 2dϕ+ π(1− d) (9)



(a) Buck Mode (b) Boost Mode

Fig. 5: Operational waveform of DAB with single PWM control.

Substituting (9) into (5), the expression of Φf is given as

ϕf =
π(1− d)

2
+ (1 + d)ϕ (10)

In Fig. 4, the minimum output power within the ZVS range
with PSM control and single PWM control presented for
comparison. It is demonstrated that a single PWM control may
lower the minimum power within ZVS by 10% of the rated
power as d lowers.

IV. H-INFINITY BASED CONTROLLER DESIGN
FOR DAB

The design methodology of the H-infinity controller is
similar to that of the conventional proportional-integral (PI)
controller. Initially, the state-space modeling of the DAB is
performed using the dynamic elements (inductor and capaci-
tor), from these state-space equations, the transfer function is
evaluated, then the uncertainty margin is evaluated. Depending
on the extent of the effect of external factors on the DAB such
as temperature, pressure, and the effect of cascaded power
electronic converters determine the uncertainty margin. After
the calculation of the uncertainty margin, accordingly, the
weights are tuned, and based on the weights, the controller is
designed. Here it is to be noted that the introduced weights not
only compensate for the effect of the other converter on DAB
but also do not transfer the disturbance to other converters.

The derivation of the transfer function is done using the
current and voltage expressions across the capacitor and the
inductor respectively, with the state-space model, the expres-
sions for the transfer function is given as follows:-
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Equation (14) gives the state space equation of the DAB
and here uncertainty is evaluated as suggested in [11], the
state space model is perturbed by the disturbance which is
back propagated in the case of conventional controllers. The
perturbation of the load plays a key role in the enhancement
of the uncertainty of the system.

Pa = G(1 + ∆Wb) (15)

Wb =
0.04108s+ 559.2

s+ 184.8
(16)

||F∆||∞ < 1 (17)

Here △ represents the uncertain perturbation module,Wb

represents the multiplicative uncertainty bound of the system.

Based on [12] weight design guidelines the weights are
selected: 

Ws = 0.9
(

s+7.3
s+0.006573

)
WR = 0.1

WT = 1000
(

s+145
s+2.902×105

) (18)

Here WS is the sensitivity function that tracks the error in
the reference and the feedback, WR evaluates the controller the



Fig. 6: Block diagram representation of generalized closed-
loop control system with H-infinity control.

output signal and WT is responsible for the sensitivity function
which absorbs the disturbance and prevents its backpropaga-
tion to other converters. The state equations of the generalized
the feedback system is:

x = Ax+B1w +B2u

z = C1x+D11w +D12u

y = C2x+D21w +D22u

(19)

The augmented state-space matrix of the controller and
DAB with weighting functions is depicted in Fig. 6.

p =


Ws −WsG −WsG
0 0 WR

0 WTG WTG
I −G −G

 =

A1 B1 B2

C1 D11 D12

C2 D21 D22

 (20)

After solving equation (20) using MATLAB script, the the
controller transfer function is given by k below{

k = N
M

(21)

After using the parameter values given in table I, the values
N and M are evaluated as follows:

N = 1.527∗105s3+4.433∗1010s2+2.233∗1011s+2.116∗1011

M = s4+2∗109s3+9.894∗1012s2+1.282∗1016s+8.427∗1013

By using the controller transfer function (k) and the DAB
the transfer function (G) the H-infinity based closed loop
controller for the DAB in the SST is implemented.

V. SIMULATION RESULTS
The test setup is made in MATLAB/Simulink environment.

The test setup contains an ABR and the DAB connected to
a DC load, the DC load can be replaced with an inverter for
driving AC loads.

TABLE I: Parameters of SST simulation setup.

Parameter Value
MVDC voltage 800[V]

DAB leakage inductance 25µH
MVDC capacitance 4700µF
LVDC capacitance 1200µF

The test conditions for any controller is done by changing
the reference in closed-loop operation, for that the PI controller

is employed for achieving the reference voltage. From Fig. 7
it can be observed that the waveform of input voltage (VDC1)
referring the voltage at the MVDC bus of the SST and the
output voltage (VDC2) is referred to the voltage at the LVDC
bus.

Fig. 7: Waveforms of MVDC bus voltage (VDC1) and LVDC
bus voltage (VDC2) of SST operating under PI controller.

Fig. 8: Waveforms of input grid voltage (Vgi ) and current (Igi )
of SST operating under PI controller.

The high disturbance is back propagated from to the (VDC1)
when the PI controller is operating for achieving the required
reference voltage. The spikes that appeared at the (VDC1)
have a peak fall of 25%. The spikes can cause high voltage
differences at the MVDC bus and can result in high circulating
current, which can damage the control circuits operating at
low power and make the whole SST operate in an unstable
region. The waveform for three phase input grid voltage (Vgi)
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Fig. 9: Waveforms of MVDC bus voltage (VDC1) and LVDC
bus voltage (VDC2) of SST operating under H-infinity con-
troller.

Fig. 10: Waveforms of input grid voltage (Vgi ) and current
(Igi ) of SST operating under H-infinity controller.

and three phase input grid current (Igi) with PI controller
is depicted in Fig. 8. It can be observed from the figure
that there are huge spikes of current are introduced to the
grid side, which is not acceptable for a power distribution
network. In Fig. 9, the waveform of (VDC1) and the (VDC1)
of SST operating under H-infinity control are shown, in that it
can be observed that there is almost negligible disturbance
is transferred from (VDC2), and similarly, there is limited
disturbance is propagated to the grid in the case of H-infinity
control as shown in Fig. 10. It should be noted that the
comparison between the two controllers H-infinity and PI
controller one is the robust controller, and the other is the
linear controller. Here PI controller is used as an example, but
the same results were produced if any other linear controller
is used.

VI. CONCLUSION

In this paper, H-infinity based robust control is implemented
for the output voltage control of DAB. The main objective
of the implementation of the H-infinity based control is to
prevent backpropagation of the disturbance caused by the
controller to the other power electronic converter connected in
a cascaded configuration. The SST operating at high power is
a combination of power electronic converters with individual
control. Therefore, any small disturbance can make the full
system inoperable and can lead to a hazardous situation. H-
infinity control can prevent such a situation. Further, in this
paper PWM-based switching scheme is used, the design of
H-infinity-based control is used and the MATLAB/Simulink
based simulation results are presented to validate the suitability
of the H-Infinity control for SST implementation for the power
distribution network.
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Abstract—This paper evaluates the stabilizing PR controller
gains and their selection for Single Phase Front End Converter
(FEC). Since the Single Phase FEC is usually operated at a
low switching frequency for high power applications, owing
to its inability to handle the switching and conduction losses;
the PR controller design becomes crucial for incorporating the
delays and associated stability issues. This paper thoroughly
derives the PR controller gains by employing the Stability Region
(SR) method for the Inner Current Loop of Single Phase FEC.
The SR method plots the boundary locus of the PR controller
gains, indicating the region of stable operation of the converter.
The deduced stabilizing controller gains are then thoroughly
examined for desired stability margins and system parameter
sensitivity. Scrutinizing various performance indexes, a stabilizing
PR controller set is eventually selected to be employed in
single-phase FEC. The presented analysis is validated through
MATLAB simulation results.

Index Terms—Proportional – Resonant (PR) controller, Single
Phase Front-End Converter, Low Switching Frequency, Stabiliz-
ing Controller sets.

NOMENCLATURE

vgrid Instantaneous Grid Voltage
igrid Instantaneous Grid Current
Ls Value of Boost Inductance
Rs Value of Series Resistance of Boost Inductor
Sa Switching state of Top Switch of Leg 1 of FEC
Sb Switching state of Top Switch of Leg 2 of FEC
C0 DC Link Capacitance
idc Instantaneous DC bus Capacitor Current
icap Instantaneous Capacitor Current
iload Instantaneous Load Current

I. INTRODUCTION

Over the years, Single Phase Front End Converters (FEC)
has been widely used in industrial and traction applications,
e.g., Auxiliaries converters and Traction converters. In general,
the front-end converter, shown in Fig. 1, connected to a Pulse
Width Modulated (PWM) Voltage Source Inverter (VSI), must
be able to regulate the dc link voltage by drawing only
active power from the grid. Additionally, it must also permit
bidirectional power flow to and from the grid.

The analysis of a single phase FEC in Stationary and Syn-
chronously Rotating Frame of Reference using Proportional

Fig. 1: A Single Phase Front End Converter.

(P) and Proportional-Integral (PI) controllers, respectively, at
high switching frequency has been presented in [1]. The major
drawback of controller implementation in a stationary frame of
reference is the presence of a finite steady-state error between
the reference current of the inner current loop and the actual
grid current. While the steady-state error is reduced to zero by
using PI in the synchronously rotating frame of reference, the
implementation of the controller increases the computational
burden of the system [2]. The introduction of the Proportional-
Resonant (PR) controller and its analysis based on the Internal
Model Principle explained in [3] allows the system to achieve
zero steady-state error as well as implement the controller
with a reduced computational burden as compared to the PI
controller in a rotating frame of reference.

In high-power applications, the switching frequency of the
power electronic converter is typically kept low to minimize
the switching losses occurring in the power devices. While
implementing the control algorithm in a digital platform, this
low switching frequency of the converter causes an inherent
PWM delay, which may affect the closed-loop implementation
significantly, and even cause instability issues in the power
converter, i.e., FEC. Therefore, it is essential for a FEC system
to take this PWM delay into account while designing the
closed-loop controller gains or to provide delay compensation
in closed-loop implementation. Since incorporating the delay
when designing the inner current loop of the FEC is common
practice, this work investigates the controller design approach
and associated stability difficulties for the same. For this, the
paper adopts the Stability Region (SR) method presented in [4]
to design the controller gains for the inner current loop of the
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FEC operating at low switching frequencies. The selection of
controller parameters resulting in the system’s stable operation
is further examined for the effect of parametric variation on
system stability margins, namely Phase Margin, Gain Margin,
and robustness [5].

Section II of the paper entails the Dynamic Modelling of the
Single-Phase FEC, control structure, and Time delay modeling
for the converter. Section III presents the approach to compute
the Region of Stable operation of the system in terms of
PR controller gains. Section IV deals with narrowing down
the stabilizing PR controller gains based on desired operating
conditions of Phase Margin, Gain Margin, Bandwidth of the
control loop, and Robustness of the system. The effects of
parametric variations on the indexes, as mentioned above, are
discussed in Section V. The presented analysis is validated
through MATLAB Simulations in Section VI, whereas Section
VII concludes the paper.

II. SYSTEM DESCRIPTION

A. Dynamic Model of Single Phase FEC

The following expressions represent the dynamic model of
a single-phase FEC illustrated in Fig. 1.

vgrid − vconv = Ls
digrid
dt

+Rsigrid (1)

idc = (Sa − Sb)igrid (2)

icap = idc −
Vdc
Rload

(3)

icap = Co
dVdc
dt

(4)

The definitions of various symbols in dynamic model is
already tabulated in nomenclature.

B. Control Structure

The conventional control structure for the FEC with series
inductor is shown in Fig. 2. In the control structure,

C1(s) = Kpv +
Kiv

s
(5)

Where, Kpv and Kiv are the Proportional and Integral gains
of the PI controller of the outer voltage control loop. Further,

C2(s) = Kpc +
2Krcs

s2 + w2
0

(6)

Where, Kpc and Krc are the Proportional and Resonant
gains of the PR controller of the inner current control loop.

The plant transfer function of the inner current control loop
as shown in Fig.(3) is,

Gm(s) =
1

Rs
(

1

1 + sTsys
) (7)

where,
Tsys =

Ls

Rs
(8)

As the PWM delay and concerned system stability is asso-
ciated with the inner current control loop, this paper focuses

Fig. 2: Control Loop Block Diagram of FEC

Fig. 3: Control Loop Block Diagram of Inner Current Loop

on analyzing the inner current loop PR controller gains at low
switching frequency. The outer voltage control loop has been
designed according to Symmetric Optimum Method as in [6].
The time delay modeling and transfer function, which need
to be studied owing to the low switching frequency of the
converter has been explained in the following sub-section.

C. Modelling of Delay

It is already discussed that the converter and PWM time
delay, particularly for low switching frequency operation,
must be incorporated in the controller design for the power
electronic system [7]. As given below in (9), this time delay
can be further approximated using Pade’s approximation to
ease the control design procedure [8].

Gconv(s) = e−sTd ≃ (
2− sTd
2 + sTd

) (9)

where, Gconv(s) is delay function in s-domain.
The converter delay duration, Td is computed to be 2.72 ms

for a switching frequency of 550 Hz [5]. This substantial delay
time is considered while designing the inner loop PR controller
parameters, and obtaining a satisfactorily performing stable
FEC system.

III. STABILIZING GAINS OF PR CONTROLLER

A. Stability Region Approach for Controller Design

The Stability Region (SR) approach for designing the inner-
control loop PR controller is illustrated here, which fundamen-
tally plots the stability boundary locus in the Kpc-Krc plane.

Consider a plant transfer function G(s) written in terms of
its numerator and denominator :

G(s) =
N(s)

D(s)
(10)

Now if we consider that the plant response is controlled
by a PR controller with a resonant frequency, w0 rad/s, the
characteristic equation of the resulting system would be:

∆(s) = (s2 +w2
0)D(s) + (Kpcs

2 + 2Krcs+ w2
0)N(s) (11)



Fig. 4: Stable and Unstable Region of Operation for different
values of Current Controller Parameters

Decomposing the numerator and denominator of Gs(s) into
their even and odd parts and replacing s = jw gives:

N(jω) = Ne(−w2) + jωNo(−w2) (12)

D(jω) = De(−w2) + jωDo(−w2) (13)

Substituting (12) and (13) into (11) and solving,

∆(jω) = [Ne(−w2)(w0 −Kpcw
2)−No(−w2)(2Krcw

2)+

De(−w2)(w2
0 − w2)] + jω[Ne(−w2)(2Krc)−

No(−w2)(Kpcw
2) +Do(−w2)(w2

0 − w2)]
(14)

Utilizing above characteristics equation, the boundary locus
for system stability can be found by finding the points on
Kpc-Krc plane such that,

∆(jω,Kpc,Krc) = 0 (15)

These are the values for which there exist purely imaginary
roots to the characteristic equation. Any point chosen within
the derived contour would result in a stable operating point
for the system.

B. Computation of Stability Region for Single-Phase FEC

The SR approach, explained in the previous sub-section is
employed for computing the region of stable operation of the
inner current loop for single-phase FEC. The plant transfer
function for the system under consideration is defined as:

Gplant(s) = Gconv(s) ∗Gm(s) (16)

With the PR controller, the characteristic equation of the
above plant transfer function control loop can be written as:

∆(s) = s4TsysTd + s3[(2Tsys + Td)−
G

Rs
TdKpc]

+s2(2 + w2
0TsysTd +

2GKpc

Rs
− 2GKrcTd

Rs
)

+s[w2
0(2Tsys + Td) +

4GKrc

Rs
− GKpcTdw

2
0

Rs
]

+2w2
0(1 +

2GKpc

Rs
)

(17)

(a) Stabilizing sets of PR controller with PM > 30 degree.

(b) Stabilizing sets of PR controller with PM > 30 degree and GM
> 6 dB.

Fig. 5: Stabilizing Sets of PR controller Parameters with
conditions on Phase and Gain Margin

Employing the procedure illustrated in the previous sub-
section, Fig 4. shows the plot of Kpc(ω)-Krc(ω) plane in the
feasible region of the parameters for the inner current loop
depicting the regions of stable and unstable operation. Any set
of Kpc and Krc lying within the region (highlighted in ’cyan’)
would ensure the stable operation of the system; therefore,
termed as ”Stabilizing Set” of PR controller.

IV. SELECTION OF STABILIZING SETS BASED ON
REQUIRED PERFORMANCE PARAMETERS

Though any set of Kpc-Krc from the stabilizing sets derived
in the previous section would result in the stable operation of
the system, the selection of the controller parameter can be
refined further by introducing desirable conditions on various
parameters namely, Phase Margin (PM), Gain Margin (GM),
Bandwidth (BW) of the inner current loop and Sensitivity
(S) of the controller. The following sub-sections analyze the
desirable condition on each of the aforementioned parameters
and their corresponding stabilizing sets in detail.

A. Phase Margin (PM) and Gain Margin (GM)

The Phase Margin and Gain Margin of a system is defined
as the maximum phase and gain the system can absorb
respectively, without becoming unstable when the disturbance
causing them occurs individually. The Phase and Gain margin
are the primary parameters while analyzing the closed-loop



(a) Stabilizing PR controller Sets with BW > 300 Hz

(b) Stabilizing PR controller sets with PM > 30 degree and GM >
6dB and BW > 300Hz

Fig. 6: Stabilizing Sets of PR controller Parameters with
conditions on Phase Margin, Gain Margin and Bandwidth of
the controller

stability of a system. Further, GM > 6dB and PM > 30
degrees are the desirable limits for the stable closed-loop
system to perform satisfactorily.

Fig. 5(a) illustrates the stabilizing sets of PR controller
parameters within the absolute stability limit wherein, the
Phase Margin for any selected stabilizing set is greater than 30
degrees. The intersection of the desired Phase Margin and Gain
Margin contour shown in Fig. 5(b), identifies the stabilizing
sets satisfying the above-mentioned condition on Phase and
Gain Margin simultaneously.

B. Bandwidth of the Control Loop

While selecting the controller parameters for the inner loop
of any multi-loop controller, the bandwidth of the controller
also plays an important role along with the Phase and Gain
Margins. In the FEC, a faster inner current control loop ensures
better dynamic response capability of the outer voltage control
loop.

Fig. 6(a) shows the plot of stabilizing sets with Bandwidth,
BW > 300 Hz within the Absolute Stability plot. Further,
Fig. 6(b) shows the plot of stabilizing sets of PR controller
parameters with the earlier mentioned conditions on Phase
Margin, Gain Margin, and Bandwidth of the inner current loop.

(a) Stabilizing sets of PR controllers with Ms < 2

(b) Stabilizing sets of PR controllers with PM > 30 degree and
GM > 6dB , BW > 300Hz and Ms < 2

Fig. 7: Stabilizing Sets of PR controller Parameters with
conditions on Phase Margin, Gain Margin, Bandwidth of the
controller and Nominal Sensitivity Peak

V. ANALYZING PARAMETRIC VARIATIONS AND
STABILIZING SETS

In traction application, the parameters of the FEC system
like Ls and Rs vary due to the factors like temperature and
converter switching [9]. Therefore, it is necessary to ensure
that the designed controller withstands such variations and
operates in the region of stability as discussed in the previous
section.

The classical control of systems hinges on the development
of frequency domain analysis with the use of simple graphical
tools like Bode plots, Nyquist plots, and Nichols charts.
However, such analyses are in general inapplicable in presence
of multiple uncertain parameters. To examine the robustness of
the system to such uncertainties, the nominal sensitivity peak
(Ms) of the system is defined as [10]:

Ms = max∞ω=0|S(jω)| (18)

where, S(jω) is known as the Sensitivity function, defined as:

S(jω) =
1

1 +G(jω)H(jω)
(19)

Generally, a system is considered robust to multiple parametric
variations if GM > 6dB and PM > 30 degree or in other
words, Ms < 2. Fig. 7(a) shows the stabilizing sets for the
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system robustness, i.e., the sensitivity peak (Ms) is less than
2. A stabilizing set selected inside the highlighted region can
be termed robust to system parametric variation.

Summarily, the intersection of all the stabilizing sets with
the aforementioned desirable control system parameters results
in the final stabilizing sets of PR controller parameters, as
illustrated in Fig. 7(b). Eventually, a stabilizing set will be
selected inside this common region for validating the analysis
through MATLAB simulations.

Further, the effect of variation of Ls and Rs is studied on
an arbitrary point, selected from the final stabilizing sets of
controller parameters derived from the previous section.

Fig 8. shows the variation in nominal sensitivity peak (Ms)
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Fig. 10: Magnitude and Phase plots of the arbitrarily selected
controller set outside and within the region of the desired
operation.

of the system upon ±10% variation in both Ls and Rs

simultaneously. It can be observed that Ms < 2 over the entire
range of parametric variation, indicating the system robustness
as expected from the analysis in the previous section.

Fig. 9(a) and 9(b) illustrate the effect of three-dimensional
variations in Ls and Rs on the Phase and Gain Margins of
the system respectively. It can be observed from the plots that
the variation in both PM and GM are within the expected
tolerances.

VI. RESULTS

The proposed method was conformed with the help of
frequency domain analysis in MATLAB. Fig. 10(a) shows the
magnitude and phase plot for a set of PR controller parameters
chosen arbitrarily outside the regions of Phase Margin and
Gain Margin concurrence and it can be seen that even though
the system is stable, the Phase and Gain Margins are well
below the desired values. The magnitude and phase plot in
Fig. 10(b) corresponds to the controller parameters within the
desired range of operation.

Fig. 11(a) and Fig. 11(d) show the instability oscillations
occurring in the grid current and the converter phase voltage
respectively, when the controller parameters are changed from
the desired region of operation to the unstable region of
operation. The chosen values for Kpc and Krc within and
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Fig. 11: Simulation Results: [(a),(d)]. Instability Oscillations in Grid Current and Converter Phase Voltage upon selection of
Controller Sets within and outside the stability region. [(b),(e)]. Inner Current loop response to step change in reference for
sets within and outside the stability region. [(c),(f)]. Inner Current loop response upon reversal in power flow direction for sets
within and outside the stability region.

outside the desired region of operation are (0.0072,2) and
(0.025,2.5) respectively. These results validate the designing
of stabilizing PR controller sets for inner-loop of single phase
FEC.

Further, the aforementioned selected controller sets inside
the region are also compared for their transient performances
with an arbitrarily chosen point lying outside the desired
region. For these selections, Fig. 11(b) and Fig 11(e) depict
the current controller response for a step change in the load
current at 2 seconds. Further, Fig. 11(c) and Fig. 11(f) show
the current controller response upon the reversal of power
flow direction in the single-phase FEC. It is evident from
the results that the proper selection of the PR controller for
inner control loop inside the stability region provides desired
performance. Axiomatically, the transient performance gets
affected by improper selection.

VII. CONCLUSION

The Stabilizing sets of PR controller parameters for a
single-phase front-end rectifier using Stability Region (SR)
analysis are presented in this paper. Employing this method,
the FEC system is ensured to remain stable for a low switching
frequency operation. The derived stabilizing sets are further
analyzed to acquire definitive stabilizing sets exhibiting de-
sired properties by finding the intersection regions of multiple
favorable contours. The derived stabilizing sets were analyzed
for parametric variation and found to conform to the preset

tolerances. The MATLAB simulation results are presented to
validate the analysis.
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Closed Loop Fault Tolerant Control Algorithm for
Brushless DC Motor Drives
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Abstract—In brushless dc motors, the hall effect sensors
are used to detect the position of the rotor. This paper
proposes a novel fault-tolerant control algorithm that can
work even if there is a failure in any of the hall sensors.
Along with this, a speed estimation algorithm is also pro-
posed that also can estimate the speed thus eliminating
the need for a speed sensor and increasing the reliability
of the motor. Compared with existing methodologies, the
proposed method can be applied to any of the hall sensors
in a much simpler manner. MATLAB/Simulink simulations
verify the performance of the proposed method.

Index Terms—Brushless DC (BLDC) motor,Close loop
speed control,Electric Vehicle, fault diagnosis, fault-
tolerant control, Hall effect sensors, signals, reconstruc-
tion.

I. INTRODUCTION

Electric Vehicles are the need of this climate-affected world.
Electric vehicles(EV) can reduce harmful greenhouse gas
emissions while also reducing the dependence on imported
petroleum for the transport sector.
For driving Electric Vehicles, a reliable motor drive system
is a must. There are four major types of electric motor drives
used for EVs, Brushed DC Motor drives, induction motor
drives, Switched Reluctance Motor Drives, and Brushless DC
Motor (BLDCM) drives. BLDCMs are incredibly appropriate
for EVs due to their high power densities, speed-torque
characteristics, high efficiency, large speed ranges, and
require little or no maintenance. Brushless construction lead
to reduced motor size, control be possible, high reliability,
and maintenance-free operation [1].
A power electronics converter is used for the commutation
in the BLDC motor instead of a mechanical commutator. To
operate the converter accurately, it requires the rotor position
that sensors or sensorless methods can obtain. The most
common sensorless method is the back-EMF zero-crossing
technique. Most sensorless methods are complex and are
sometimes costly due to additional voltage and current
sensors. In sensor-based methods, hall effect sensor-based is
the most popular because they have a low cost and are easy
to install. Hall sensors are mounted on a BLDC motor with
a 120-degree phase difference to detect the position of the
rotor. By decoding these hall sensors, the gating pulses for
the converter are decided. Therefore, the failure of any of the
hall sensors, which can be due to several reasons like extreme
operational environment, vibration, faulty connections, etc.,

Fig. 1. Block diagram of BLDC motor

will lead to unstable operation of the motor. [2].The basic
block diagram of BLDC motor drive is shown in figure 1
So, to improve the reliability of the hall effect sensor-based

BLDC motor, a fault-tolerant control system that can diagnose
the particular fault and is capable of reconstructing the signal
is desirable.

The starting research in [3] and [4] on the FTC is based
on Discrete Fourier Transform(DFT) analysis of the motor’s
line-to-line voltage and by combining the sensorless controller
with the drive system, respectively. In both the methods, the
sober calculation, and complexity included, the increased cost
restricts the uses to low-cost drives.
In [5], the three hall signals are transformed about αβ
reference to a spatially rotating vector for fault detection,
and a vector tracking observer(VTO) is used for signal
reconstruction that requires large memory and significant
processing time. In [6], the proposed failure detection method
has improved diagnostic speed, but there is a time lag
between fault detection and its identification that exhibits
severe transient current and speed drop that leads to false
alarm problems. In [7], by combining the VTO and the
method FD-3 used in [5], better performance is achieved, and
the problem of false alarms is resolved.
In the most recent work [2], Ali and Ahmed use the binary
functions for fault detection and identification that require
only 3b memory and eliminate the problem of the false alarm,
but there is a problem of transient current in some cases of
the fault, and in extreme conditions or steep load case, it can
trigger a false alarm as well.
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Fig. 2. BLDC motor equivalent circuit per phase

In the presented paper, the most generalized and simple
fault detection and gate pulse correction methods have been
proposed that lead to a smooth and reliable run of the motor.
The overall contribution of this work is as follows:

1) Novel fault detection and gate pulse generation methods
are presented that are easy to implement and can be
incorporated in low-cost drives also.

2) The speed estimation technique is developed that can be
used in speed control of the motor.

3) The proposed methodology is verified using detailed
simulation of BLDC motor drive system using MAT-
LAB/Simulink.

II. BLDC MOTOR DRIVE SYSTEM

A. Mathematical Modelling

In the BLDC motor, there exists a permanent magnet
mounted on the rotor and three stator phase windings in the
star connection. For simplicity, only single-phase winding of
the motor is considered shown in 2 for the modeling. There
are permanent magnets mounted on the rotor, with three stator
phase windings in star connection representing the motor’s
three-phase windings. These three phases of the motor are fed
by three-phase voltages 120◦displaced from one another.

In this work, the BLDC motor is mathematically modeled
in MATLAB/Simulink. The per-phase voltage equation for a
phase is given by:

Va = Ra.ia + La
dia
dt

+ Ea (1)

Vb = Rb.ib + Lb
dib
dt

+ Eb (2)

Vc = Rc.ic + Lc
dic
dt

+ Ec (3)

The torque equation for a simple system with inertia J,
friction coefficient B, load torque Tl and the rotor mechanical
speed(ωm) is

Fig. 3. Cross-section view of motor for sector-wise hall sensor output

T = J
dωm

dt
+Bωm + Tl (4)

T = kt.i (5)

i =
J

kt

dωm

dt
+
B

kt
ω (6)

By Substituting Equations and taking Laplace Transform, we
get

ωm(s)

Vd(s)
=

kt
JLas2 + (RaJ +BLa)s+ (RaB + ktke)

(7)

I(s)

Vd(s)
=

Js+B

JLas2 + (RaJ +BLa)s+ (RaB + ktke)
(8)

B. Hall Sector Identification

Hall sensors are generally used for getting the rotor position
information in bldc motor drives. The position of three hall
sensors placed in a three phase bldc motor is shown in Fig
3. The output of the Hall sensor is digital. It responds HIGH
(or 1) when under the North pole’s influence and LOW (or
0) when in the South pole’s influence. If all sensors are in
healthy condition, two states, “000” and “111” never occur
and are referred to as invalid states, so only six are the valid
states. These sensors change the state after every 60degree.
All sensors show logic ‘1’ for 180◦and logic ‘0’ for 180◦for
every 360◦electrical cycles, depending on the influence of the
magnet pole. Fig 3 shows the structure of 2 pole BLDC motor
with the indicated hall values for different sector.

C. Commutation

The gate pulses for the switches in the inverter circuit
driving the motor are generated with the help of Smart Gate
Pulse Generation and PWM current controller. These gate
pulses are being generated from the hall sensor inputs signals.



In Fig. 4, hall sensor signals and the corresponding gate pulses
generated are shown. The different possible states with respect
to the electrical angle are also shown. Ea, Eb, Ec, and Ia, Ib,
Ic are phase back-EMFs and phase currents, respectively.

Table I sums up all six states and corresponding switches
to be turned ON, the reference sector numbering taken and
the sum of hall inputs in decimal number, which is used for
analysis in this paper.

TABLE I
STATES AND CORRESPONDING ACTIVE SWITCHES

Ha Hb Hc Active
Switches

Sector

1 1 0 Q1,Q6 1
0 1 0 Q3,Q6 2
0 1 1 Q3,Q2 3
0 0 1 Q5,Q2 4
1 0 1 Q5,Q4 5
1 0 0 Q1,Q4 6

D. Closed loop Speed Control

Speed of BLDC motor can be changed by varying its current
or voltage.The speed of a motor generally drops with load,to
avoid this closed loop speed control is used to maintain the
speed of the motor constant irrespective of load changes.It is
desirable to achieve dynamic speed response(it measures how
effective the system responses to a change in the input signal)
and low current ripple in many electrical drive applications
during operation.In motor operation, the motor current and
torque are directly related to each other. Therefore, the torque
ripple can be controlled by regulating the armature current
ripple.

Fig.5 shows the block diagram model of the proposed tech-
nique developed in MATLAB/Simulink.The estimated speed
is fed back to the input and measured with the reference
speed value producing an error signal fed to a PI controller,
which controls the speed with proper proportional and integral
gain value. This PI controller nullifies the present error and
the past error. When passed through the PI controller, Speed
error produces the current reference value compared with the
DC, which is the maximum absolute value of the three phase
current. By proper switching operation, the VSI is controlled,
thus controlling the stator currents to the BLDC motor. Hall
signals are checked in the fault tolerant block, and if any
failure is found, then the corrected hall signals are passed to
the gate pulse generation block.

III. PROPOSED METHODOLOGIES

A. Fault Detection

In the Electric vehicle industry, BLDC motor is gaining
massive popularity due to its significant advantages. So, there
is a need for an intelligent system in the aspect to increase
reliability and protection. For instance, if a vehicle is running
and one of its hall sensors fails, it suddenly stops the driving
motor. These types of faults could be fatal as they can result
in stopping the vehicle at any time. Therefore, it is necessary

Fig. 4. Hall inputs, gate pulse for switches, back EMFs and phase
current waveforms in one electrical cycle reference.

to modify the algorithm to make the drive run smoothly even
with a faulty sensor.
The corrected Gate Pulse Generation systems and the hall
sensor Fault Detection (FD) are incorporated in the proposed
system to enhance the drive’s reliability. It is assumed that the
motor has started initially in healthy condition for the work.

The recent research on the FTC in [2] elaborated various
fault detection methods and their proposed binary method
in detail considering all six possible single Hall sensor
faults, i.e., Ha=0, Ha=1, Hb=0, Hb=1, Hc=0, and Hc=1
fault. [2] uses individual-specific digital logic circuits for
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TABLE II
STATES, NUMBERED SECTOR AND CORRESPONDING

NEEDED CORRECTED SECTOR FOR HA=1 FAULT

Ha Hb Hc Faulted
Sector

Corrected
Sector

1 1 0 1 1
1 1 0 1 2
1 1 1 0 3
1 0 1 5 4
1 0 1 5 5
1 0 0 6 6

each of these fault, which is computationally burdensome
on the processor and limits its applicability by increasing its
complexity. So, a simple and easy to implement generalized
fault detection method needs to be developed. Three different
digital logic-based fault detection methods are discussed in
this paper. Without losing the generality of these algorithms,
a Ha fault is taken for observation and analysis. The hall
sensors sequence inputs for Ha=1 and Ha=0 fault are shown
with the faulty and correct sector values in Table 2 and Table
3.
The proposed FD methods are as follows that can be
employed for detecting the fault in hall sensors:

Method 1: Occurance of “000” or “111” needs to be
checked. These two states never occur in healthy conditions,
so if any of these states occur, it concludes a fault is being
detected. This method may lead to delays in the detection
because ‘000’ or ‘111’ states may not be nearby states for
every fault time.

Method 2: As observed in Table-1, the number of 1’s
and 0’s in each hall signal never exceed the count of
three in one complete electrical rotation. Therefore, using
a count variable counts the number of binary 1’s and 0’s
in the input signals whenever there is a change in any
sensor states. The count could go beyond three in case
of fault. As shown in Table 2, the number of 1’s in Ha
input goes to 4 for Ha=1 fault. This technique also can
have some delay from the actual occurrence of fault to
the detection of it. It can be observed in Table II where if
the fault occurred in Sector 1 or 2, it gets detected in Sector 6.

Method 3: Comparing the actual hall inputs and hall
inputs generated from the corrected sector value. The

TABLE III
STATES, NUMBERED SECTOR AND CORRESPONDING

NEEDED CORRECTED SECTOR FOR HA=0 FAULT

Ha Hb Hc Faulted
Sector

Corrected
Sector

0 1 0 2 1
0 1 0 2 2
0 1 1 3 3
0 0 1 4 4
0 0 1 4 5
0 0 0 0 6

algorithm maintains the correct sector sequence even after
the fault in the hall sensor. The corrected hall signals are
generated based on the expected sector value by converting
the sector into a 3-bit binary equivalent stored in bits s2,s1,s0,
and the expected hall signals can be generated using K-map
reduced digital logic. The expected signals are compared with
the actual hall signals always to detect the fault. Hence, this
method can detect the fault instantaneously and is superior to
other methods discussed in faster detection of the fault. This
fault detection method is used in this paper.

TABLE IV
SECTOR AND CORRESPONDING HALL SIGNALS

Sector S2 S1 S0 Ha Hb Hc
1 0 0 1 1 1 0
2 0 1 0 0 1 0
3 0 1 1 0 1 1
4 1 0 0 0 0 1
5 1 0 1 1 0 1
6 1 1 0 1 0 0

In this method, a healthy start of the motor is assumed.
Therefore, the ’Sector’ value is correctly obtained from the
hall sensor inputs using Table I. Using the sector value in
digital form (s2, s1, s0), the hall input Haa obtained using
Table III is reduced using K-map, as shown in Fig. 6.

Suppose the actual hall signal does not match the generated
hall signals in a sector. In that case, the fault is detected, and a
variable F goes zero to one, which signifies the need to switch
to the corrected gate pulse generation system. Besides this,
two variables, k, and n are used where k increment at every
clock pulse while n stores the maximum value of k reached
in the previous sector. Practically, no motor can have a very
high variation (say 1.5 times) in the maximum values of k in
adjacent sectors due to its inertia. Hence, if this happens, it is
also because of a fault. In this condition also, F is changed to
1.

B. Corrected Gate Pulse Generation System

This system takes over when the fault is detected, i.e., F=1,
the gate pulses are generated based on the generated hall
signals, Haa, Hbb, Hcc from corrected sector value instead of
actual hall signals. Once fault is detected, the sector value is
updated using k and n using the before fault values of n. This
process may cause some delay in the updated sector and actual
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Fig. 6. Flowchart of proposed algorithm.

sector in which the machine is running. The delay can increase
with time leading to slower speed due to inaccurate sector
detection. Additional logic is included to make the sector
value synchronized with the actual sector in which the rotor
is currently placed. The states ‘000’ or ‘111’ definitely occur
once the fault is there in hall sensors. This state occurs for
the same number of clock pulses corresponding to the current
motor speed. Therefore, this will update to variable n and
setting the correct sector value in which this state would occur
for the specific fault. The actual sector would synchronize with
the estimated one once in every cycle.

TABLE V
FAULTY STATES AND CORRESPONDING CORRECTED

SECTOR

Faulty
State
”000”

Corrected
Sector

Faulty
State
”111”

Corrected
Sector

Ha=0 6 Ha=1 3
Hb=0 2 Hb=1 5
Hc=0 4 Hc=1 1

For Ha=0 fault, state “000” occurs for corrected sector value
of six. Similarly, for every fault case i.e. Ha=0, Ha=1, Hb=0,
Hc=0 and Hc=1, the correct sector setting values are different
which is given in Table4. Similarly, n is updated in every
electrical revolution once. The next following five states are
applied according to Sector value generated Hall outputs, i.e.,
Haa, Hbb, Hcc, which are directly passed to the corrected gate
pulse generation block. Until k is less than n, the sector value is
not incremented. Moreover, the k is again initialized to zero at
the moment when k reaches n. The complete flowchart of the

Fig. 7. Simulation Results: Hall Sensor Ha Input, Sector Count Value,
Actual Speed and Reference Speed with respect to time when Ha=0
fault introduced at t=3s.

proposed fault detection and corrected gate pulse generation
system algorithm is shown in Fig. 6

C. Speed Estimation System

It is necessary for the closed-loop speed control to know
the motor’s actual speed and compare it with the reference
speed. However, the time required will be more significant by
using the mechanical speed sensor that leads to slow control
over the motor. So, it is better to go with the speed estimation
technique.
Since n is storing the maximum value of clock pulses in the
previous sector, it concludes that the value of n reduces as
the speed of the motor increases. So, there comes an inverse
proportionality constant which is used to calculate the speed
with the help of n.

IV. SIMULATION RESULTS

Fig 5 shows the block diagram for the proposed method-
ology that incorporate the fault tolerant system in the BLDC
motor drive system. The simulation results for the discussed
topology are shown in Fig. 7 and 8 for the faults Ha=0 and



Fig. 8. Simulation Results: Hall Sensor Ha Input, Sector Count Value,
Actual Speed and Reference Speed with respect to time when Ha=1
fault introduced at t=3s.

Ha=1 respectively. It can be observed that even if the hall
signal goes to 0 or 1 continuously, the speed of the motor
remains constant without any drop and the sectors are also
maintaining their sequence.

V. CONCLUSION

The hall sensors play a critical role to run the BLDC motor
continuously, so this paper proposed a novel closed loop fault-
tolerant method for BLDC motor drives that helps to continue
running of the motor in the event of a hall sensor failure as well
as maintaining the speed. It also proposes the speed estimation
technique which eliminates the need for the speed sensors as
well as increases the overall reliability of system. The pro-
posed system is verified extensively using MATLAB/Simulink
and can be observed that the motor continue the run near to
its pre-fault running speed for all possible fault cases.
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Abstract—Interior permanent magnet synchronous motor is a
popular alternative in the EV industry due to its high power
density, high efficiency, and high torque-to-weight ratio. Among
the different arrangements of magnets, the V-shaped config-
uration has attained maximum attention among researchers
and the industry. However, compared to a V-shape permanent
magnet synchronous motor, the multi-layer and multi-segment
topology has definite merits in terms of speed range of oper-
ation and reduction in cogging torque. However, majority of
these topologies employ only rare-earth magnets. In this work,
a cost-effective multi-layer and multi-segment rotor topology
have been proposed. Different winding configurations have been
investigated. Simulation results as obtained from the 2D FEM
environment have been presented. A simplified study of the
overall cost of the magnet has also been reported.

Index Terms—Interior permanent magnet motor (IPM), Frac-
tional slot winding (FSW), Integral slot winding (ISW), Finite
element analysis (FEA), Air-gap flux density, Torque ripple,
Cogging torque, IPM Rotor Topology, Magnet material.

I. INTRODUCTION

Permanent magnet motors have gained widespread popular-
ity for electric vehicle applications due to their high efficiency
and power density. The majority of such motors (either for
two-wheeler or three-wheeler or four-wheeler applications)
employ rare-earth permanent magnets. However, there is a
dearth of rare-earth magnet resources across the globe, which
results in fluctuating prices. At the same time, such magnets
are susceptible to demagnetization on account of temperature
rise within the motor. The recyclability of such magnets is a
significant challenge because the extraction of pure rare earth
elements from ores requires the use of highly concentrated
mineral acids. This has a negative impact on the environment
due to acid leakage and the release of toxic gases generated
during leaching. Therefore, researchers are looking for alter-
nate motor designs having reduced or no rare-earth magnets.

As compared to surface-mounted permanent magnet motors,
interior permanent magnet synchronous motors (IPMSM) can
provide the reluctance torque (enabling higher speed range
of operation) and have less cogging torque. Different rotor
geometries of IPMSM have been investigated in the literature,

(a) (b)

(c) (d)

Fig. 1: (a) Conventional topology for Multilayer IPM (b) Baseline
topology for Multilayer IPM (c) Cogging torque comparision with
conventional topology (d) Torque-Speed characteristics comparision
with conventional topology

the most popular among these topologies being the V-shaped
type which is used in Toyota Prius [1]–[4]. This rotor geometry
provides a good trade-off between torque density and speed
range of operation. Reduction in cogging torque has been
achieved by suitable choice of slot-pole combination [5]–[8].
However, the traditional V-shaped design restricts one to use
only one magnetic material. It is not possible to use different
magnetic materials. As an alternative to a V-shaped design,
spoke-type IPMSM has been designed having greater amount
of ferrite in the d-axis [9]–[11]. On the other hand, multi-
segment and multi-layer type IPMSM can be considered where
more flexibility is available in terms of choosing the width,
thickness, and shape of permanent magnets and flux barriers.
The impact of choice of number of layers on the overall
performance of the IPM has been reported in [12]–[14]. It has
been found that the three-layered rotor configuration has the
edge over the double-layer counterpart. However, most of the
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Fig. 2: (a) Topology-1, where ferrite magnet placed on each layer of corner side and NdFeB on mid section side (b) Topology-2, where
NdFeB Magnet placed on each layer of corner side and Ferrite magnet placed on mid sectons parts of each layer (c) Topology-3, where
ferrite on first layer & last layer and NdFeB on mid layer (d) Topology-4, where NdFeB on First & last layer and ferrite on mid layer
(e)Topology-5, where first layer ferrite on corner side and NdFeB on mid section, second layer ferrite on mid side and NdfeB on corner
side, third layer NdFeB on mid side and ferrite on corner side (f) Topology-6, where first layer NdFeB on corner side and ferrite on mid
section, second layer NdFeB on mid side and ferrite on corner side, third layer ferrite on mid side and NdFeB on corner side

TABLE I: MAGNETIC MATERIALS

MAGNETIC MATERIALS
Magnet Br Hc BHmax TC Cost

(T ) (kA/m) (kJ/m3) (◦C) $
Nd2Fe14B 1.0-1.4 750-2000 200-440 310-400 100-180
SmCo5 0.8-1.1 600-2000 120-200 720 100-140
Alnico 0.6-1.4 275 10-88 700-860 40-100
Ferrite 0.2-0.78 100-300 10-40 450 2-15

topologies of multi-layer and multi-segment IPMSM still use
rare-earth magnets. This work investigates the performance of
the multi-layer and multi-segment IPMSM with a combination
of NdFeB and ferrite magnets.
The work is divided into four sections. Section II provides a
detailed description of different possible topological variations.
Section III presents the simulation results as obtained from FE
Simulation results. Section IV delivers the concluding remarks.

II. DESCRIPTION OF ROTOR TOPOLOGY

This work aims to reduce the amount of rare-earth perma-
nent magnets in a multi-layer and multi-segment topology. Fig.
1a shows the basic multi-layer configuration having permanent
magnets of equal width and thickness. One possible variation
of this topology can be a multi-layer and multi-segment rotor
with unequal magnet thickness and width but the same magnet

volume, as illustrated in Fig. 1b. This topology can provide
significant reduction in cogging torque (even with integral
slot winding) as compared to the conventional multi-layer
structure. By proper choice of magnet width, the air-gap flux
density can be sinusoidal, resulting in a significant reduction in
cogging torque, torque ripple, and stator iron loss. Considering
these advantages, this topology having unequal magnet width
in different magnet layers has been further investigated in this
work. One of the significant drawbacks of this topology is that
the magnets used here employ only rare-earth material. As an
alternative, different other topologies with reduced rare-earth

Fig. 3: Variation of magnet volume per pole corresponding to the
different topologies in Fig. 2



Fig. 4: B–H curves of NdFeB and ferrite PMs at different operating
temperatures

magnets can be developed. This work reports different possible
geometries of multi-layer IPM structures employing a combi-
nation of rare-earth and ferrite magnets without compromising
the torque density.
Different configurations are demonstrated in Fig.2. In
topology-1, the NdFeB magnets are placed in the middle, and
the ferrite magnets are placed in the wedges. Since the magnets
placed in the middle contribute to the major portion of the
magnetic flux density, the rare-earth magnets are placed in the
middle. In the second topology, the ferrites are placed in the
middle and the NdFeB magnets are put in the wedges. This
is done as ferrite magnets are susceptible to demagnetization.
Both these topologies can achieve a 50 % reduction in the
volume of rare-earth magnets. Further reduction in the volume
of rare-earth magnets can be achieved using the topology
shown in Fig. 2c where the amount of NdFeB magnets is
around 25 % of the total magnet volume. Also, another
possibility can be the topology shown in Fig. 2d. But this
configuration does not significantly change the use of NdFeB
magnets. The other two possibilities are illustrated in Fig. 2e
and Fig. 2f where the placement of the magnetic middle layer
is different from the other two layers. The middle layer in Fig.
2e uses NdFeB at the wedges, and the other layers use ferrite
at the wedges. Contrary to this, the topology in Fig. 2f places
NdFeB magnets at the wedges for the top and bottom layers,
while ferrite magnets are placed in the wedges in the middle
layer. Also, the other improvement in this topology is the flux
intensifying feature of the geometry as compared to the base
design. Since the pole arc of the first layer is less compared
to the other layers, the flux linkage in the stator increases,
and therefore, the maximum value of torque increases. This
helps to achieve higher torque density since the overall motor
volume remains the same.
The volume of the magnets are computed using the following

relationship:

Vm =

3∑
k=1

4∑
j=1

(wy(k,j) ∗ hy(k,j)) ∗ lstack (1)

TABLE II
MACHINE RATINGS

S. No Parameters Values

1 Output power 5 kW

2 Number of poles winding 8

3 Number of slots 48

4 Power factor 0.95

5 Base speed 2800 rpm

6 Magnetic Material NdFeB, Ferrite

7 Max Speed 5600 Rpm

where, wy(k,j) denotes width of j-th segment magnet placed on
k-th layer and hy(k,j) denotes thickness of j-th segment magnet
on k-th layer, lstack represents the stack length of the rotor.
Fig. 3 provides a chart to summarize the ratio of NdFeB and
ferrite magnet volume. Among these different configurations,
the third topology deploys a minimum amount of NdFeB mag-
nets; therefore, further investigations are performed using this
topology. Fig. 4 demonstrates the B-H curve corresponding to
NdFeB and ferrite magnets corresponding to various operating
temperatures. The remanent flux densities, coercitivity, B-
H product, and Curie Temperature of the commonly used
magnetic material are summarized in Table-I. It is found that
ferrite has significantly less remanent flux density as compared
to NdFeB. Therefore, the average or the peak value of air-
gap flux density produced by such magnets will also reduce.
This will result in the reduction of torque output and overall
torque density of the motor. Fig. 5 demonstrates pattern of
the flux-lines in the rotor core. By moving the layers closer
to the air gap, the flux-linkage to the stator becomes higher,
and this causes unequal spacing between the flux barriers.
Further increase in the torque can be obtained by increasing
the volume of ferrite magnets. Fig. 6 demonstrates the revised
design of the IPM motor where the volume of ferrite magnets
has been increased to improve the torque density. However,
the volume of NdFeB magnets is kept constant.

III. SIMULATION RESULTS AND DISCUSSION

This section demonstrates the simulation results correspond-
ing to the four possible combinations of rotor geometry de-
scribed in the previous section. The simulation studies indicate
the impact of rotor geometry on the air-gap flux density,

Fig. 5: Modification of conventional topology by the varying spacing
between the layer



TABLE III
DIMENSIONS OF THE DESIGNED IPMSM

S. No Parameters Values

1 Stator outer diameter 139 mm

2 Stator inner diameter 97 mm

3 Air gap 0.5 mm

4 Stator stack length 69 mm

5 Rotor outer diameter 96 mm

6 Rotor inner diameter 28 mm

7 Magnet Position 32 mm

Fig. 6: Configuration of IPMSM with increased volume of ferrite
magnets

Fig. 7: Air-gap flux density pattern for all topology variation of
integral slot winding

cogging torque, torque ripple, and torque speed characteristics
of the designed motor. Simulations are carried out using the
JMAG FE Simulation software package.

A. Results for integral slot winding

At first, the performance of this IPM topology for integral
slot winding has been investigated. The number of stator
slots is 48, while the number of poles on the rotor is 8.
Fig. 7 demonstrates the flux density pattern corresponding to
all the rotor geometries described in the previous sections.
The topology with all NdFeB magnets (of unequal width
and thickness) has been considered as the base design, and
performance of the other topologies is compared with this
design. It is found that the average value of air-gap flux
density is significantly lower when the volume of ferrite

Fig. 8: Cogging torque waveform for all the topology of integral slot
winding

Fig. 9: Torque-ripple pattern for all the topology of integral slot
winding

Fig. 10: Torque-speed characteristics for all the topology of integral
slot winding

magnets is around 75 % of the total magnet volume. Since
the remanent flux density of ferrite magnets is much less as
compared to NdFeB magnets, the average air-gap flux density
is significantly lower. On the other hand, if the percentage
of NdFeB magnets is significantly higher, then the average
flux density is almost close to the base design. Since there
are six slots per pole, the number of notches in the air-gap
flux density waveform is six. Similar results are obtained for
the torque-speed curves. Since the flux density and the stator
flux linkages reduce, the torque obtained at starting (or below
speed) is significantly reduced. The maximum torque obtained



Fig. 11: Airgap magnetic flux density pattern for improved topology

Fig. 12: Cost estimation comparison with improved topology

for topology-3 (having significant volume of ferrite magnets) is
around 15 N-m instead of 18 N-m for the base design. In order
to compensate for the reduction in torque output, the volume of
the ferrite magnet is increased by 1.5 times. However, this will
not incur a significant increase in cost as the ferrite magnets
are readily available. Fig. 12 displays the comparison of the
magnet cost in the proposed configuration against the one in
the baseline topology. Also, note that the cogging torque is
the minimum for the third geometry as compared to others, as
the air-gap flux density is minimum. However, the peak value
of cogging torque is not within 1 % of the rated torque, which
is one of the design targets. Therefore, further investigations
are performed on the slot-pole combinations to decrease the
cogging torque to less than 1 %.

B. Results for fractional slot winding

The primary motivation for opting for fractional slot wind-
ing is reducing the cogging torque percentage. Therefore,
further investigations are carried out to choose the correct
number of stator slots. The number of stator slots should be
a multiple of the number of phases. This is done to avoid
unbalance in the winding. Since the number of phases is three,

Fig. 13: Cogging torque improvement with fractional slot winding

Fig. 14: Torque-speed characteristics for improve topology with
fractional slot winding

the number of stator slots is chosen as a multiple of three.
Also, a goodness factor called CT -ratio has been defined in
literature as follows:

CT =
PIPM ∗ Ss

LCM(Ss, PIPM )
(2)

where, PIPM denotes the number of stator poles and Ss the
number of stator slots. If the value of CT is less, then the
number of peaks appearing in the cogging torque waveform
will be more, and the peak value will reduce. It has been found
that 36 slots on the stator provide a CT value of 2, and the
peak value of cogging torque is found to be around 0.9 N-
m (which is less than 1 % of the continuous rated torque).
The results are displayed in Fig. 13. The use of fractional slot
winding does not significantly decay the winding factor, and
therefore, the maximum value of torque at the starting is close
to that for the case when the number of slots on the stator is
48 (i.e. the IPM is wound with integral slot winding). Fig.
14 shows the relevant torque-speed curves over the operating
speed range of 0 to 5600 rpm. Fig.15 and Fig.16 show the
variation of iron loss with respect to speed for the baseline
and proposed topology, respectively. The comparison of the
values for the iron loss at 3000 rpm is summarised in Table-
IV. Harmonic spectra of torque ripple for proposed topology
has shown in Fig. 17 which is in accordance with the analysis
presented in [15].



Fig. 15: Variation of iron loss with speed for the baseline topology

Fig. 16: Variation of iron loss with speed for the proposed topology

TABLE IV
IRON LOSS (W)

Iron loss (W) for topology @ 3000 (rpm)
S.No. Rotor Topology Iron loss(W)
1 Baseline Topology with 36/8-slot-pole com-

bination
158.67

2 Proposed topology with 36/8-slot-pole com-
bination

149.404

Fig. 17: Harmonic order of torque ripple for the proposed topology

IV. CONCLUSION

The work has described a different configuration of multi-
layer and multi-segment topology of IPMSM. A three-layer
structure has been considered, with four segments per struc-
ture. Due to the dearth of rare-earth permanent magnets, the
proposed topology uses both NdFeB and ferrite magnets. Dif-
ferent possible combinations of ferrite and permanent magnets
have been reported in this work. Among these combinations,
the one with 75 % reduction in NdFeB magnets has been taken
up for further study. It has been found that such a reduction
in the usage of NdFeB results in a considerable decrease in

torque output. In order to achieve the same output torque,
the amount of ferrite magnets needs to be increased to two
times. However, since the ferrite magnet price is only about
6 % of that of the NdFeB magnet, the overall reduction in
magnet price is achieved. The overall cost of the magnet in
the proposed topology is around 25 % of that of the topology
using NdFeB only. Therefore, this topology can be beneficial
in reducing the necessity of using rare-earth magnets without
sacrificing the output torque and can have a good prospect in
the EV motor industry.
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Abstract— Dual-inverter drives produce multilevel voltage 

across the phase windings of the drive motor of electric vehicles 

(EVs) with an improved harmonic profile, lower phase current 

ripple leading to higher efficiency, a wider speed range, and 

lower electromagnetic interference when compared to a single 

inverter drive (EMI). In this research, a method for charging an 

electric vehicle (EVs) battery using a five-phase open end 

winding induction motor (FPOEW-IM) drive from a three-

phase grid supply is proposed. The grid supply is converted to 

DC using the controlled three-phase active rectifier, which 

serves the purpose of PLL restraining the use of any other 

source side converter to achieve UPF (Unity Power Factor) 

operation. To charge the battery, the second inverter (Inverter-

II) and the EV motor windings are then reconfigured as an

interleaved DC-DC converter with no switching losses. When in

charging mode, motor windings itself function as filter

inductance avoiding the use of additional filters. Using the two

voltage source inverters (Inverter-I and Inverter-II), the EV

motor windings are excited from both ends when the vehicle is

in drive mode. Through the use of a Single Pole Double Throw

switch (SPDT) and Single Pole Single Throw (SPST) switches,

the dual-inverter can be reconfigured from drive mode to the

suggested charging mode. Through simulation in the

MATLAB/Simulink to charge a lithium-ion battery bank, the

suggested charging topology approach is verified.

Keywords— Battery charging, Controller, DC-DC Converter, 

Multiphase induction motor. 

I. INTRODUCTION

The rise in attention towards EVs is escalating in present 

scenario on account of its advantages like efficiency, 

environment-friendly nature, development in modulation 

technique of PWM in power electronics converter etc. The 

key concern is creating an infrastructure that can sustain the 

high charging demands that will unavoidably be observed in 

the future, as the outcome of an increase in EVs. Moreover, 

compared to a 3-phase drive, multi-phase drives (MPDs) 

have enhancing features gaining popularity. In MPDs, as two 

of the (p-1) degrees of freedom present in a p-phase star-

connected Induction Motor (IM) with an isolated neutral are 

necessary to produce the revolving MMF. As a result, (p-3) 

phases can be opened while the machine can still work and 

produce a smooth torque without vibration or noise 

and undesirable torque ripples [1]. Additionally, because the 

semiconductors only need to tolerate a small portion of the 

dc-bus voltage, they support greater voltage applications. As

a result, a larger power rated drive can be driven with the

available semiconductor ratings because multiphase

topologies distribute the supply current to more phases and

multilevel topologies distribute the supply voltage to more

switches. Their primary benefit is a significant reduction in

voltage and current THD, which has a direct impact on power

quality and torque ripple [2]. Harmonic contents are created 

during the operation of a power electronics converter with 

inverter drivers including both linear and non-linear loads. In 

order to avoid this, filters are used. LC filter neutral point DC 

level capacitor five phase inverter drive is found to have 

lower harmonic content and THD [3].  

The three-phase induction motor's stator windings can 

be employed as a grid connecting inductor under the 

condition that the rotor remains stationary during charging 

mode i.e., reusing of the original three-phase motor and 

inverter design as a result, the cost of converting a drive train 

into a charging circuit is lower. There is no need for extra-

large inductors, capacitors, a PFC circuit, a rectifier, sensors, 

or controllers. [4] 

 Along with variable speed drives, pulse width 

modulation (PWM) approaches are becoming more and more 

common. To achieve changing frequency and voltage, these 

PWM techniques are implemented in voltage source 

converters (VSC). Space vector pulse width modulation 

(SVPWM) is the most widely used PWM technology. Using 

SVPWM techniques, the stator harmonic currents in a 

multiphase machine can be controlled [5]- [8]. For applying 

SVPWM to a dual inverter drive supplied through a common 

DC bus leads to Common Mode Current (CMC) which is 

undesirable. To avoid CMC, both inverters in the drive train 

are operated at 120° phase shift which leads to 

underutilization of available space vector locations which is 

improved in 144° decoupled PWM technique but leads to 

high ripple in motor phase current [9]. Further a method to 

improve utilization of space vector locations known as 

Sample Averaged CMC Elimination (SACE) is implemented 

in paper [10] but it produced high current ripple which was 

suppressed by using Decoupled SACE (DSACE) technique 

in [11]. A decoupled and SACE PWM technique is 

implemented for dual inverter FPOEW IM drive with 

common DC source in which 180° decoupled PWM 

technique is explained resulting in no CMC as well as 

reduced ripple in motor phase current [12].   

There are two different kinds of chargers: on-board 

chargers and off-board chargers for EVs using multi-phase 

drives for propulsion mode. The whole charging and 

operating equipment are located on the vehicle itself with an 

on-board charger. This is possible with a traditional on-board 

charging setup, in which the EV's charging and driving are 

handled by separate circuits. This leads in higher costs, a need 

for additional space, extended charging times, or integrated 

chargers where the gear for charging and driving are 

combined. The leakage inductance of the traction motor 

windings serves as the grid-interfacing inductance in 

integrated chargers. Grid side inductances can be removed by 
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using the traction motor inductances of electric vehicles. 

Reactive power compensation may also be offered to the grid, 

showing the potential of the vehicle to the grid [13]. In this 

scenario, either the rotor must be detached or the motor's 

torque output must be reduced to zero using the proper 

modulation schemes and stator winding arrangements so that 

the motor must not rotate during charging. This can be 

achieved by control circuit or system reconfiguration during 

charging mode of operation in EVs [14] and [15]. There are 

two stages of a bidirectional EV charger consisting of three-

phase AC/DC PWM converter stage, which controls the DC 

link voltage primarily, and a DC/DC stage, which allows 

charging or draining of the output battery depending on the 

flow of power [16]. The charging power of innovative form 

of three-phase integrated chargers is twice as great as the 

traction power, and the suggested system can still function as 

a fast three-phase charger without creating a torque if an issue 

arises with the inverter legs [17]. The dual-inverter traction 

system offers an effective and lightweight solution that is 

appealing to EVs since it increases speed range and integrates 

the battery without the usage of dc/dc power converters or 

additional magnetic materials. Despite the need for two 

inverters, the cost is slightly higher because each inverter 

stage is only rated for half the total processing power. 

Through the differential connection of two voltage-source 

converters, the dual inverter enables power transfer between 

two isolated dc sources and the open-ended windings of the 

motor [18] and [19].  

By rebuilding the motor inductance of the FPOEW-IM 

drive as filter inductance during charging, the study suggests 

a new topology for charging batteries. In the proposed system, 

a three-phase active rectifier is reconstructed from a five-

phase inverter which is operated in association with grid side 

PLL resulting in UPF operation as well as assist in switching 

of three-phase active rectifier avoiding the requirement any 

additional source side converter for same reason. Also, during 

charging, inverter-II acting as a DC-DC interleaved converter 

keeps its upper switches ON and lower switches off 

permanently which means no constant switching and hence no 

switching losses in inverter-II during charging.  Additionally, 

in this system zero-torque in IM is achieved during charging 

mode. The standard on-board AC charger can be replaced with 

three phase AC charging with on-board converters, saving 

space and money in EVs. In this paper a three-phase charging 

mechanism is proposed for FPOEQ IM drive EV with zero-

torque and other control strategies explained in further 

sections. Additionally, Sections II and III, respectively, give a 

full description of the suggested charging approach as well as 

its control. In Section-IV, the charging strategy and drive 

mode operation is discussed in relation to the simulation 

results. 

II. PROPOSED CHARGING METHODOLOGY

In this study, it is suggested to use a dual-inverter drive 

train to feed a five-phase open end winding induction motor 

(FPOEW-IM) to charge a battery. 

The proposed topology, which is shown in Fig. 1, 

consists of two five-phase inverters that supply a dual-fed 

five-phase induction motor drive, a DC-DC converter 

attached to inverter-II that controls the flow of power for 

charging and discharging the battery connected to the DC-DC 

converter through a DC link. An on-board dual-inverter drive 

and reconfigurable switches are used to incorporate this 

topology. A table below lists the switches that were used 

(Table 1). 

TABLE I. SWITCH DETAILS 

Sr. 

no. 
Switch Type 

Name 

Denoted 

Charging 

mode 

Drive 

mode 

1. 

Single pole single throw 

switches with pole P 

(SPST) 

S ON OFF 

2. 
Single pole double throw 
with pole P (SPDT) 

P P at T1 P at T2 

3. 

Single Pole Single Throw 

switches attached to pole 
T1 (SPST) 

p, q, r, 

and s 
ON OFF 

4. 

Single Pole Single Throw 

switches attached to pole 

M (SPST) 

M OFF ON 

Switch P works at pole T1 at charging mode (when T1 is 

activated, switches p, q, r, and s are closed), and at pole T2 

when in drive mode. When the switch P is at pole T2 (during 

drive mode), the SPST switches attached to pole M are 

closed, and when charging mode is in effect, they remain 

open. In order to properly assemble the short-circuit of the 

five-phase inverter-I side end in FPOEW-IM and deliver 

charging current parallel across the five windings, switch M 

is kept open. (Fig.1.) 
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Fig. 1.  Proposed topology of dual-inverter drive battery charging for 

FPOEW-IM 

A. Charging Mode

Three-phase grid supplies are used as inputs to the first

three legs of the supply side inverter (i.e., inverter-I) in this 

mode, while the remaining two legs are left open (with their 

switches off) to render them inactive. The five-phase inverter-

I therefore functions as a three-phase active rectifier. Switch S 

is maintained at pole T1 in this instance, whereas switch M is 

left open. During charging, the converted three-phase active 

rectifier (inverter-I) uses a PLL-controlled switching 

mechanism, which is covered in more detail in the following 

sections. In this mode PLL is implemented to make the 

rectifier supply compatible with the grid supply as well as it is 

used for generating switching pulses for three-phase active 

rectifier (Fig.2.). Unlike in other methods, this method 

eliminates the requirement of any additional source side 

converter for this purpose. Therefore, a three-phase converted 

active rectifier (inverter-I) is used to convert this three-phase 

controlled supply into a DC supply. Five windings of the 



FPOEW-IM that have been shorted from the supply end, 

receives the positive output of this DC supply in parallel. Due 

to this reason, there is no presence of any alternating magnetic 

field in the IM resulting in zero-torque during charging. The 

negative of this DC supply is brought straight to the battery 

through DC-DC converter as illustrated in Fig. 2. In this case 

with the provided states of switches, the inverter-II (battery 

side inverter) is operated as a five-phase interleaved DC to DC 

converter. The switches of inverter-II are controlled in such a 

fashion that the five upper switches in the inverter are kept on 

and the lower five are kept off supplying power to battery. Due 

to such operation of switches, continuous need of switching is 

avoided resulting in no switching losses in five-phase 

interleaved DC to DC converter (inverter-II). With switches 

and motor winding serving as filter inductance, inverter-II 

functions as an interleaved DC-DC converter. Through a 

regulated DC link and DC-DC converter with switches DC_U 

and DC_L, a regulated DC supply is also provided to the 

battery bank for charging. This DC-DC converter's control 

pulses come from a PI controller, which is explained in more 

detail in the next section. (Fig.2.) 
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Fig. 2. Charging configuration of proposed topology 

Zero torque charging implementation 

There is no rotating magnetic field present in the stator 

of the motor since the converted three-phase active rectifier`s 

(inverter-I) positive input is supplied in parallel to each of the 

five phases in five phase drive. As in five-phase IM, five 

phases (say a, b, c, d, e) are considered with a phase 

difference of 72° and 50 Hz frequency. So, in drive mode 

these phases will get magnetized sequentially with 72° phase 

difference to rotate motor with a pulsating magnetic field. 

Unlike drive mode, in charging mode as positive of the 

converted DC voltage (from three phase active rectifier) is 

applied parallelly to the five windings simultaneously with 0° 

phase difference and hence, there is no pulsating magnetic 

field to rotate the motor.   

As frequency f=0 and pole P, 

speed N� = ����� = 0  (1)
Any induction motor requires two fluxes (stator and 

rotor) to rotate, the initial of which is generated by the power 

source and the latter of which is induced (shorted rotor 

conductors placed in alternating magnetic field). The needed 

torque, a desirable quantity for any motor to rotate, is 

produced by the interaction of these two fluxes. In the 

particular case discussed in this paper during charging mode, 

even though the rotor conductors are shorted, they do not 

interact with rotating magnetic field of stator. Hence, no 

current is induced in rotor winds leading to no rotor torque. 

As the condition mentioned above for rotating a motor is not 

fulfilled, there is no torque, no slip and no speed during 

charging mode. ���  � ��� cos �          (2) ���- Electromagnetic torque produced� - Magnetic Flux��  - Rotor Currentcos � = Rotor Circuit Power Factor

   As all the variables in RHS of equation (2) are zero, the 

electromagnetic torque produced is also zero. No rotational 

force, and hence no torque, is produced during charging mode. 

No rotation occurs during this process, hence battery charging 

with a zero speed IM drive is successful because no torque 

charging is accomplished. 

B. Drive Mode

  The FPOEW-IM drive for an EV is powered by the 

battery supply in this mode. Switches under pole T1 are open 

in a driving situation, meaning that the switches under throw 

T1 (p, q, r s) are all off. In this mode, which connects the five-

phase input supply to five-phase motor in open end fashion, 

the single pole switch M is kept closed (Fig.1.). To generate 

potential in the DC link with capacitor C, a controlled and 

regulated supply from the DC-DC converter is provided. In 

order to run an EV through the FPOEW-IM, supply is 

provided to both inverters (inverter-I and inverter-II) from 

this established DC link. No matter the state of charge (SoC) 

of the battery bank or the voltage level in drive mode, the 

battery side DC-DC converter helps to maintain a constant 

voltage at the DC connection. 
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Fig. 3. Drive mode configuration of proposed topology 

Both inverter`s switching pulses are regulated by a 

unified five-phase SVPWM method in order to maximize the 

use of the DC bus and minimize Common Mode Current 

(CMC). For this control technique, reference signals are 

generated with DSACE PWM technique with no CMC and 

reduced motor phase-current ripple [12] (Fig.3.). 

III. CONTROLLERS FOR PROPOSED CHARGING TECHNIQUE

A. Converted Three Phase Active Rectifier

The reutilized inverter-I controller sends pulses to the

first three legs of inverter-I (switches a, b, c, a`, b`, c`) during 

charging operations, turning it into a three-phase active 

rectifier as shown in Fig. 4. Initially a PLL is implemented to 



make the three-phase supply from the grid to be compatible 

with the motor during charging as well as to control grid side 

THD. Secondly, three-phase grid current (Iabc) is converted 

into dq0 form using Park`s Transformation obtaining Id, Iq 

and I0. Finally, to achieve required DC bus voltage Vdc, a 

closed loop controller is designed which ultimately control 

the output of active three-phase rectifier. In this controller, 

initially bus voltage (Vdc) is compared with a Vdc_ref voltage 

to generate error signal which is further sensed by PI 

controller to generate Id_ref. Iq_ref is taken to be zero. Now, 

Id (active current) and Iq (reactive current) obtained from grid 

current before are then compared with the dq-axis reference 

currents (Id_ref and Iq_ref=0) to acquire error signals. This 

error signals are further controlled with a PI controller to 

obtain voltage Ud and Uq. Obtained signal Ud is added to 

(LωIq+Vd`) to get Vd and Uq is added to (-LωId+Vq`) to get 

Vq, where “ω” is grid frequency, L is filter inductor used in 

LCL filter and ultimately Vd` and Vq` are the calculated 

difference between grid supply and rectifier output (Vdc). The 

value (LωIq+Vd`) and (-LωId+Vq`) is derived in equation (5) 

and equation (6) explained below. ���� = � � �! + �#�  (3) 
  All the terms in equation (3) are converted into dq0 form for 

calculation purpose by using Park`s transformation matrix 

shown in equation (4) in stationary reference frame. 

%������
& = �' ∗

⎣⎢
⎢⎢
⎡1 − �� − ��0 √'� − √'��� �� �� ⎦⎥

⎥⎥
⎤ 1�#�2��

3  (4) 

 After solving the above equation, and Fig. 4. �# = �#` +  ω� �2  + 6#   (5) �2 = �2` −  ω� �#  + 62  (6) 

  To obtain the switching pulses sine PWM modulation 

scheme is used. The relation between modulation index and 

dc bus voltage is given by equation (7). �#278# ∗ �#�2  (7)
where md is modulation index and therefore obtained signal 

is multiplied with 2 / Vdc to get Ed and Eq. 

Fig. 4. Converted three phase rectifier controller stating PLL and reutilized 
inverter-I control scheme 

In the charging control mechanism, the dq-axis 

component is totally decoupled using the feed-forward 

decoupled control. To produce the reference sine waves for 

PWM, the resulting quantities (Ed and Eq) are both subjected 

to the inverse Park's transformation. To generate the switching 

pulses for the converted three-phase inverter-I, the sine 

triangle PWM approach is employed, with the other two legs 

of the inverter left open.  

B. Interleaved DC-DC Converter Controller for Inverter-II

The inverter-II is made up of five interleaved legs for

the DC-DC converter. The stator windings of the EV motor 

serve as an interface to create a DC input positive port output 

of the aforementioned converted three phase active rectifier 

and also serve as a boost inductor for the built-in DC-DC 

converter. The capacitor C, motor winding serving as a boost 

inductor, and two switches from each leg of Inverter- II 

delivering power to additional DC-DC converter circuit are 

all components of the interleaved DC-DC converter. In this 

control mechanism, the upper five-switches of inverter-II are 

kept ON and the lower five-switches are kept off (as shown 

in Fig. 2.). So, the movement of supply during charging after 

passing through motor inductance moves through upper 

switch of inverter-II and finally builds-up the battery voltage 

through DC bus. During Drive mode of operation to improve 

DC bus consumption, this controller uses a DSACE SVPWM 

approach to regulate the five-phase inverter-II. 

C. Control of DC-DC Converter

Both in charging mode and drive mode, the DC-DC

converter is crucial in maintaining the needed voltage level 

across the DC link. It is possible to manage the DC link from 

the battery side while taking power from the charger at the 

desired power level thanks to the bidirectional functionality of 

these DC-DC converters. After AC analysis of the DC-DC 

converter the transfer function obtained in equation (8). 

:;(<)#(<) =  �= ��>?@A ><BCD  (8) 

The above equation is passed through a PI controller 

with closed loop unity feedback. The obtained transfer 

function of this closed loop system is compared with the 

Integral of Time Weighted Absolute Error which is a third 

order equation to obtain the parameters of PI controller. The 

bidirectional DC-DC converter with the compensator transfer 

function, as illustrated in Fig. 5, regulates the necessary DC-

link voltage for AC charging in order to produce control duty 

ratio and PWM pulses for the DC_U and DC_L switches. 

 Fig.5. Controller for DC-DC converter 

IV. SIMULATION RESULTS AND DISCUSSION

The proposed charging approach is simulated in 

MATLAB/Simulink with the parameters stated in Table II. 

The inductor Lf is determined above its critical value to 

operate the charging in Continuous Conduction Mode (CCM). 

The simulation is carried out for 1 sec. The nominal voltage 

of the battery is designed to be at 230 V. If similar 

configuration is implemented to fill another battery by adding 

a DC-DC converter and a battery at other end along with 



exchanging the control theory for both the inverters, two 

batteries can be charged but not simultaneously. Two batteries 

can supply a commercial EVs which is operated around 450 

V. 

Fig. 6. Grid Voltage and grid current during charging mode 

Fig. 6. Displays the grid voltage and grid current during 

charging mode of operation inferring that PLL is implemented 

during charging. It is seen that grid voltage and grid current 

are in phase implementing UPF in the charging mechanism. 

FFT window spectrum and THD of Grid side current is 

presented in Fig. 7. (a) and Fig. 7. (b) respectively. It is seen 

that, after applying PLL there are 17% harmonics in grid 

current which has scope for improvement. 
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Fig. 7. (a) FFT window of grid current and (b)THD analysis of grid current 

 Fig. 8. displays the battery parameter during charging 

mode. The battery is charging with a constant current of 50 

amp (negative sign indicates the flow of current into the 

battery). Also, the charging voltage is held around 600V and 

the SoC of the battery is seen to be increasing. 

The three phase 415V supply is converted in DC by 

three-phase rectifier in inverter-I as discussed in section II. 

The obtained DC supply is shown in Fig.9. (a). The positive 

port of this DC supply is connected to five-phases of the 

FPOEW-IM drive parallelly as illustrated in Fig 2. Hence, 

zero torque and speed of motor is achieved during battery 

charging as shown in Fig.9. (b). and Fig.9. (c). 

Fig. 8. Battery parameters 

(a) 

(b) 

(c) 

Fig.9. (a)Supply voltage (b) Torque and (c) Speed characteristics of 

motor during battery charging. 

Fig. 10. presents the results of proposed system in drive 

mode of operation relatable to Fig. 3. It shows five-phase 

stator current (with reduced ripple due to DSACE technique) 

in Fig. 10. (a), speed of the drive (Fig. 10. (b)) and torque 

characteristics when applied the load of 20 Nm at 0.5 sec time 

of the drive in Fig. 10. (c).  

(a) 

(b)



(c) 

Fig. 10. Drive mode results (a)Five-phase stator current, (b)Speed and 

(c)Torque 

TABLE II: SIMULATION PARAMETERS 

Sr. no. Parameters Value 

1. DC-link capacitor (C) 1000mF 

2. Filter capacitor (Cf) 850µF 

3. Filter inductor (Lf) 70mH 

4. Battery bank 230 & 90 Ah 

5. Charging supply phase voltage (grid) 415 V 

V. CONCLUSION

   A method of battery charging through FPOEW-IM drive is 

achieved with simple switching reconfiguration is proposed 

and its simulation is implemented in this paper. Battery in 

commercial EVs can be charged using this technique. Motor 

windings is used as filter inductance reducing the ripple in DC 

supply obtained from three-phase active rectifier for further 

charging the battery during charging (avoids the need of 

additional filters). Hence, saving the space as well as 

additional cost. Implementation of PLL results on 

compatibility of grid supply with inverter resulting in unity 

power factor as well as assist in three-phase active rectifier 

switching, avoiding use of any additional converter for this 

use and ultimately decreasing component count of the system. 

During charging, zero-torque operation of IM is achieved with 

no additional controlling and minimum efforts reducing the 

complexity of the system. In charging mode, there is no 

switching in inverter-II benefiting into no switching losses in 

inverter-II.  
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Abstract—The rapid advancement of Li-ion battery technology
over the past decade has been largely responsible for the radical
transformation of the electric vehicle (EV) market around the
world. But the high-energy battery fire risk and hazard is
becoming a key problem for EVs. The risks of thermal runaway,
failed battery management, and fire in Li-ion batteries are
examined in this paper as they pertain to EV fire safety. This
article focuses largely on analysing battery fires in electric
vehicles (EVs) and hybrid electric vehicles in order to provide
a comprehensive understanding of the fire risk and dangers
connected with battery-powered EVs.

Index Terms—Electric vehicle (EV), Thermal runaway, Electric
Vehicle Supply Equipment (EVSE), Battery Management System
(BMS), Lithium-Ion Battery.

I. INTRODUCTION

THE electric vehicle (EV) was first developed in the 1800s
as a direct result of a number of significant advancements

made in the field of the battery technology and electric motor
[1]. The desire for electric vehicles peaked briefly in the
early 20th century due to fuel shortages and environmental
concerns [2]. From the 1930s onward, however, people’s
enthusiasm for electric vehicles steadily waned as the price of
oil and gasoline decreased and became more readily available.
This made it possible for gasoline-powered vehicles to go
both further and faster [3]. There are billions of internal
combustion engine (ICE) vehicles on the road today, and are
responsible for the use of approximately 87% of our world’s
petroleum and around 33% of total energy [4]. The public’s
energy vulnerability, a growing global population, and the
consequences of global warming all contribute to a greater
need for ecologically responsible transportation solutions.
This, along with the progress in making lithium-ion batteries,
makes it possible for more electric cars to be on the road.
Li-ion batteries are viewed as the fundamental technology
that will pave the way for EVs and eventually supplant the
internal combustion engine as the dominant power train in
automobiles. In addition, they are the most practical option for
storing renewable energy in power systems. Due to their high
operating voltage, minimal memory effects, and high energy
density, Li-ion batteries are the dominating source for portable
electronic devices. In various industries, Li-ion batteries are
flourishing globally. Most passenger cars in the world are in
China and the United States. The EU comes in third position
[5], [6]. In 2019, China had approximately 50% of the world’s
total number of all-electric passenger vehicles on its roads. At
the moment, this change is most noticeable in how public
transportation works in big cities. This is because lithium-ion
battery packs are getting more expensive and heavier. Since

city driving involves shorter distances and more frequent stops,
smaller batteries can be used. Long-distance buses, on the
other hand, would either need batteries that were very big
and heavy or batteries that were constantly being charged.
The combustibility of energy transport mechanisms is directly
connected to their fuel. Fuels including petrol, diesel, and
natural gas are often used in traditional automobiles. If this
fuel is not stored and handled properly, it might explode. Most
electric vehicles nowadays are powered by lithium-ion batter-
ies, which operate on the same concept. Some characteristics
of a burning Li-ion battery include thermal runaway and the
venting of combustible and hazardous gases. This suggests
that while the danger of electric car fires is different from
that of conventional vehicle fires, it may not be significantly
higher.The thermal runaway of Li-ion battery is the primary
cause of EV fire mishaps.
Self-ignition in parked cars owing to arson or prolonged
mistreatment, for example, fire during the charging process,
fire while driving, and fire after the traffic accident such as
the high-speed collision, are typical causes of EV fires. As
a result, in contrast to fire in ICE vehicles, fires that occur
in electric vehicles are characterised by a high propensity for
self-ignition during ordinary charging, parking, and driving
scenarios. This tendency is caused by the thermal runaway of
the Li-ion battery.
Li-ion batteries are hampered by their limited working tem-
perature range and charge/discharge rates [7]–[10]. Working at
a high temperature accelerates the degradation of the battery’s
capacity and also reduces its lifespan. Li-ion batteries have
the potential to fail owing to rapid self-heating or ther-
mal runaway if subjected to conditions beyond their design
window, perhaps setting fire to nearby objects. The three
categories of Li-ion battery misuse situations are heat misuse,
electrical misuse, and mechanical misuse. Overheating [11]
and exposure to fire are examples of thermal misuse. Electrical
misuse includes overcharge [12]–[14], over discharge [15], and
external/internal short circuit [16]. The state of mechanical
misuse includes impact, penetration, and bending [17]–[21].
The Li-ion battery failure causes, failed BMS, risks of thermal
runaways and the corresponding hazard mitigation techniques
are going to be discussed here as a part of this review’s overall
objective.
After a brief introduction of various EV fire accidents in the
first section, the basic causes of thermal runaway and fire in
single Li-ion cells as well as in the battery packs are elaborated
in section II and III. Preventive measures, guidelines for safe
handling and use is discussed in Section IV and Section V
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II. OVERVIEW ON EV FIRE

There has been a lot of press about EVs and accidents
involving fires since they first appeared on the market. It’s
possible that a high number of batteries are used in EVs.
Because the energy needs of a standard EV are thousands
of times higher and far more rapidly increasing than those
of a standard smartphone, this is essential. Electric vehicle
batteries need to provide a lot of power (up to 100 kW) and
a lot of energy (up to tens of kWh). Important constraints,
such as those imposed by weight and size, are also overcome
by these solutions, and all this is accomplished while keeping
costs low. Cells, modules, and a pack are the basic building
blocks of electric vehicle batteries. The building block of a
Lithium-ion battery is the battery cell, which is then combined
with other cells in series or parallel to create a battery module.
The cells are fastened within a frame that insulates them from
temperature extremes, vibration, and impact. The battery pack
is the component that connects all the individual modules to
one another and to the pack’s physical structure. Structure,
wiring, cooling systems, and power electronics all make up
this infrastructure. Additionally, several modules have built in
power, charging, and temperature management systems. The
common name for it is ”Battery Management System” (BMS).
The EV’s massive energy storage capacity is made possible by
this compact structure. On the downside, this makes it more
difficult to regulate temperatures within the pack.
Lithium-ion battery failure rate is 1 in 40 million if kept
and operated within manufacturer-recommended limits [23].
Failure is more likely when subjected to overcharging, ex-
ternal temperature, or mechanical misuse. There have been
numerous battery failure events, many of which have resulted
in significant damage to cell producers and businesses using
Lithium-ion battery technology, despite the fact that various
safety precautions have been integrated into commercial cells.
Some of the EV fires that occurred are included in TableI,
and pictures of the damage are shown in Fig.2, Fig.3 and
Fig.4. Mechanical and electrical misuse can also cause thermal
runaway as that of thermal misuse.
To learn more about the Li-ion battery short circuit as a
part of mechanical misuse, nail-penetration can be a sample
case of the same. Internal current path forms when a nail is
inserted into the cell body, connecting electrode and current
collectors, and the electrodes can come into touch with one
another owing to deformation. This results in an abundance
of joules of heat being generated. The temperature rises from
the site of entry throughout the cell. The reactions between
the aforementioned active battery components are prompted
by the high temperature. At last, the electrolyte and electrode
shoot out of the penetration site and the safety valve, creating
a jet of flame as shown in a schematic representation of
Fig.1. When the battery management system is not working
properly, one of the most prevalent forms of electrical misuse
is overcharging the battery. The malfunctioning mechanism
of the overcharge drew a significant amount of attention.

When lithium is withdrawn from the cathode in an irreversible
manner, the structure of the cathode undergoes alteration. If the
battery is overcharged any further, the cathode resistance will
increase, which will cause the temperature of the cell to rise
due to the Joule heating as shown in a schematic representation
of Fig.1. Additionally, the electrolyte reacts with the oxidized
cathode, which will cause the cathode’s structure to break
down and will cause the cell to heat up even more.
Because most EVs are still new and the number is growing
rapidly, when EVs catch fire, the battery is often the cause.
Other causes include charging system failure, cable overload,
combustible substance ignition, and arson. EV fires are new
and difficult.
They can be categorised:

• Stationary EV burns (referred to as spontaneous or self-
ignition). Low/high temperatures or humidity may cause
this. It can cause ’spontaneous’ cell failure. These failures
are usually caused by overuse of Li-ion batteries.

• The charging EV catches fire. This failure may be caused
by overcharging the Li-ion battery, but it’s usually caused
by malfunctioning charging stations and/or cables. This
is also the source of Li-ion battery fire mishaps in other
electrical gadgets, including hover boards and smart-
phones with poor battery. management.

• An accident or other abuse damages an EV’s Li-ion
battery. The Li-ion battery ignites during or after the
accident due to severe battery damage. With more EVs
on the road, the likelihood of these incidents will rise.

• An EV’s battery was subjected to thermal assault and
rekindled after the initial fire.

• Arson, wildfires, or a burning structure near the vehicle
ignite the battery or EV.

One of the issues with batteries is that even when they are
completely discharged, the numerous individual cells still store
a significant amount of energy. Whether a battery is full or
empty. the possibility of this energy escaping uncontrollably
is what causes ’thermal runaway,’ in which rising temperatures
and gases like hydrogen and oxygen feed on themselves in a
self-reinforcing cycle until the cells burn and burst. There is a
potential for deflagration due to the formation of a poisonous
vapour cloud. A battery management system or circuit breaker
will not prevent thermal runaway once it has begun.

III. PREVENTIVE MEASURES

The risk of a failed battery is primarily determined by
two factors: the amount of heat generated and the presence
of flammable and/or hazardous gases. As a result, a battery
system’s safety can be enhanced in two ways: first, by pre-
venting the condition that causes heat and gas to be produced;
and second, by controlling the production of heat and gas
to reduce the severity of the failure. A safer Li-Ion cell
can be designed in two ways: by increasing stability through
chemistry and/or structural changes, or by including built-in
safety features. Systems that house Li-Ion batteries can be
made safer by the addition of thermal management and/or
fire suppression features. Preventive modifications to Li-ion
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Fig. 1. Schematic showing sources of EV fire accidents
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Fig. 2. Recent EV fire 1: (a) Renault-Samsung SM3.Z.E caught fire in Korea
(b) Pure battery electric bus caught fire in Shenzhen, China, while not charging
(c) Fire in Yiema, Battery EV (d)& (e) Tesla Model S released smokes and
the fire was suppressed by injecting water and foam into a Tesla Model S in
California, USA (f) Battery pack fire while testing (g) EV fire in parking lot
in Hangzhou, China. (h) Fire during charging in Anhui, China (i) Fire in Tesla
Model S in norway’s supercharging station (j) Fire while EV being charged
in Beijing, China (k) Lifan 650 EV battery pack fire (l) Tesla Model S fired
in parking lot (m) Fire due to faulted battery in an electric bus [22].

battery components have been a major focus. The alterations
can be classified as follows: Cathode, anode, and electrolyte
alterations.

A. Cathode Alterations

Coating is a popular method of cathode modification used
to increase the material’s thermal resilience. TiO2 was used
to coat the Li(Ni1/3Co1/3Mn1/3)O2, which had no effect
on the lattice but did increase the discharge capacity and
cycle stability. In comparison to uncoated Lithium Cobalt
Oxide (LCO), MnSiO4-coated LCO has increased overcharge
tolerance and thermal stability [24]. Coating is proven to

be effective, but other methods, including metal substitution
and cathode doping, are demonstrated to further increase its
thermal stability [25].

B. Anode Alterations

Surface modifications are one type of anode alterations.
Ultra thin direct atomic layer deposition was used on the
anode in [26], and the results showed that Al2O3 atomic
layer deposition could improve the safety performance of
natural graphite composite electrodes. N,N-diallyic-diethyoxyl
phosphamide is a new phosphamide addition that may increase
heat stability.

C. Electrolyte Alterations

Several electrolyte additions were investigated to improve
thermal stability or overcharge protection in electrolyte and Li-
ion cells. Combining nonflammable phosphonate electrolytes,
cathodes, and alloy anodes [27], [28] produces safer Li-ion
batteries. The phosphonate electrolyte is electro chemically
compatible and fire-retardant, and its LiFePO4 and anode
materials have equivalent charge-discharge performance to
conventional electrolytes.

D. Devices for Safety

Ventilation, an interrupting current device, a positive tem-
perature coefficient device, a shutdown separator, and a battery
management system(BMS) are all examples of safety features
built into Li-ion batteries [29].

IV. SAFE HANDLING AND RECOVERY

A. Safety Tests

Before being used in EVs, Li-ion batteries must pass various
tests (IEC 62133, SAE J2464, ISO 12405-3, IEC 62660-2,
ISO 6469-1, SAE J2929, IEC 62660-3) varies for country to
country. EV batteries are tested for performance and safety.
The safety test shows internal or exterior failure causes. In
the abuse test handbook, the full suite of misuse tests for



TABLE I
RECENT FIRE ACCIDENTS IN EV

S.No. Month, Year Location Vehicle Remarks
1 January, 2018 Chongqing, China Tesla EV Accidental ignition while the vehicle was parked
2 March, 2018 Bangkok, Thailand Porsche Panamera, PHEV The car’s charging wire hooked to an unprotected socket
3 March, 2018 Catalonia, Spain BMW i3 REx,PHEV Accidental ignition
4 March, 2018 California, USA Tesla Model X, PEV 5 days later, the fire rekindled twice at the tow yard
5 May, 2018 Florida, USA Tesla Model S Fire suppressed promptly but rekindled at the tow yard
6 May, 2018 Ticino, Switzerland Tesla EV A car crashed, flipped, and caught fire
7 May, 2018 Shandong, China Local PEV Spontaneous ignition caused fire
8 June 2018 Shenzhen, China Local PEV Crashed barrier and caused fire
9 June, 2018 Hubei, China Zhong Tai PEV Fire due to self-ignition inside vehicle

10 Dec, 2018 California, USA Tesla Model S Re-ignition in parking lot
11 Jan, 2019 Gelderland, Netherlands Jaguar I-Pace No battery was involved in the vehicle’s front fire
12 February, 2019 Pittsburg,Pennsylvania Tesla model S Caught fire in a garage, two months later caught fire again
13 July, 2019 Montreal, Canada Hyundai Kona Electric Exploded when parked unplugged in a garage
14 September, 2019 Leonstein, Austria Hyundai Kona Electric Battery fire occured while driving
15 February, 2020 Florida, US Porsche Taycan Burnt while parked in a residential garage
16 May, 2020 Korea Hyundai Kona EV Caught fire after full charge at the electric charging station
17 August, 2020 South Korea Hyundai Kona EV Caught fire while parked after a full charge
18 September, 2021 Telangana, India ePluto from Pure EV Large amount of smoke came beneath the seat before fire
19 December, 2021 Haryana, India Cargo scooter from HCD India Caught fire while being charged
20 December, 2021 Mumbai, India X1 Super Eco scooter Plumes of smoke came out of parked scooter
21 March, 2022 Maharashtra, India Ola S1 Pro Parked EV caught fire due to thermal runaway
22 March, 2022 Tamil Nadu, India Okinawa Autotech scooter Battery caught fire while being charged
23 April, 2022 Andhra Pradesh, India Boom Electric Scooter Blast occurred while being charged
24 April, 2022 Telangana, India Pure EV Electric scooter Battery exploded in a house
25 April, 2022 Andhra Pradesh,India ePluto from Pure EV Caught fire, probable thermal runway
26 April, 2022 Maharashtra,India 20 Jitendra Electric scooters Scooter transport container caught fire
27 May, 2022 Telangana,India Benling EV Bike Exploded while being charged
28 May, 2022 Odisha,India Photon Hero Electric scooter A short circuit at the socket when scooter being charged
29 May, 2022 Tamil Nadu,India Okinawa Praise Pro scooter Caught fire as the scooter has not been serviced
30 June, 2022 Gujarat,India ePluto 7G e-scooter Battery caught fire while being charged
31 June, 2022 Maharastra,India Tata Nexon EV First EV car fire accident in India, parked car caught fire
32 September, 2022 Telangana,India Gemopai scooter Fire erupted at an electric scooter showroom
33 October, 2022 Maharastra, India Batt:Re LO:EV scooter Battery exploded while being charged

TABLE II
DEGREES OF DANGER AND THEIR DESCRIPTIONS [33]

Level Elucidation Categorization and the Repercussions
0 No effect Functionality unaffected
1 Activated passive protection No harm, reversible function loss. Replace or reset the device
2 Fault/Damage No danger, but RESS damage; permanent function loss. Rebuild
3 Trivial venting/leakage RESS weight loss 50% electrolyte indicates cell leaking or venting
4 Extensive venting/leakage RESS weight loss greater than 50% electrolyte indicates cell leakage or venting
5 Crack/Split RESS container mechanical failure expels material’s kinetic energy and isn’t enough to cause exterior harm
6 Fire Ignition and continuous combustion (greater than a second), omitting sparks
7 Explosion/Blast Rapid energy release/Flying RESS debris that can inflict structural and/or bodily harm.

*RESS-Rechargeable Energy Storage System

EV and HEV use cases was laid out. Mechanical, thermal,
and electrical mistreatment of batteries are the three most
common causes of thermal runaway. Therefore, these three
types of exploitation are included in the misuse test manual,
which is meant to mimic real-world use. Misuse tests that are
often used to evaluate EV battery packs and whole EVs as
depicted in Fig.5. Cell, module, pack, and vehicle levels are
all included in the scope of the test standards [31]. Tests should
measure numerous factors. Voltage, current, and temperature
are typical. IEC 62660-2 requires voltmeters to have 1MΩ/V
resistance. The surface temperature measuring device mea-
sures cell temperature [32]. Quantifying and assessing toxicity
and flammability of Li-ion battery emissions is addressed in

depth by several standards, such as SAE J2464:2009 and
SAE J2929:2013. The composition of the detected emissions
needs to be below a particular threshold [33]. The European
Council for Automotive Research and Development (EUCAR)
has classified potential dangers based on the level of danger
as shown in Table II.

B. Handling Actions

More specific guidance on how to respond to accidents
involving common hybrid and electric car makes and models
may be found in the most recent edition of the National Fire
Protection Association (NFPA) Electric vehicle emergency
field guide [34]. There are two parts to the guide. In the first
section, titled ”Initial Procedures,” steps are taken to locate the



(a)

(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 3. Recent EV fire 2: (a) Hong Kong’s first electric bus fire (b) Tesla
Model S smashed into a barrier in Austria and caught fire (c) After a collision
near Seattle, a Tesla Model S caught fire (d) Fire destroyed the owner’s plug-
in hybrid Toyota Prius (e) PHEV Porsche Panamera caught fire in Thailand
(f) Kia 2013 Optima Hybrid caught fire (g) Beijing bus chain fires [22]

car and then immobilise and deactivate it. Second, you need
a plan for putting out fires.
If a hybrid or electric vehicle catches fire, firefighters must
put out the blaze in accordance with the department’s nor-
mal operating procedures and the NFPA’s vehicle firefighting
guidelines (standard operating procedures).
The following is a summary of various national codes of
practise that together describe the best method for putting out
fires involving electric vehicles.

1) Locate the car in question. In a number of nations
in Europe, fire and rescue centres have the ability to

(h) (i)

(a) (b) (c)

(d)

(g)

(e) (f)

Fig. 4. Recent EV fire in India: (a) Self ignition in Ola S1 Pro in Maharashtra
(b) e-Pluto caught while charging in Andhra Pradesh (c) Okinawa Autotech
scooter caught fire in Tamilnadu during charging (d) 20 Jitendra e-Scooters
caught fire during transportation in Tamilnadu (e) Boom e-scooter caught fire
in Andhra Pradesh (f) Local e-bike caught fire in Tamilnadu (g) X1 Super
Eco scooter caught fire in Mumbai (h) Massive fire in EV Parking lot due to
vehicle battery explosion in Delhi (i) Fire in Tata Nexon EV in Mumbai due
to internal short circuit [30].

(a) (b)

(c) (d)

(e) (f)

Fig. 5. (a) Thermal misuse test of an EV battery where the battery was heated
externally, (b) Drop test on EV (c)&(d) Mechanical misuse test (Crushed
battery pack of capacity 40 Ah, 16.8 V, and SOC=100%), (e) EV lit by an
external fire source (f) EV fire suppression test [28]

request information about a vehicle based on its licence
plates. This can assist the firefighters in unequivocally
identifying the correct rescue datasheet.

2) Determining the firefighting plan based on the situation.
3) Protecting the people should be the first priority.
4) Reducing the fire’s spread or putting it out completely,

and, if the vehicle is charging, turning off the power
source, if possible.

5) The vehicle should not be transported right away once



the fire has been put out, next step is to wait before
moving the vehicle.

6) Due to the re-ignitable battery, an EV should be parked
outside after a fire before being discarded. Last is on-site
cleaning. Because electric vehicle batteries can rekindle,
certain disposal methods are required after a fire. After
an accident, the car should be stored in the open.

V. CONCLUSIONS

When it comes to widespread use of electric vehicles and
energy storage systems, the primary concern is safety. Most
cases of thermal runaway in batteries are caused by the heat
emitted as a result of an internal short circuit or chemical
interactions between battery components. Both exterior flames
that penetrate the battery and internal fires that occur within the
battery owing to, say, internal faults or external heat fall under
the category of battery abuse, as do road accidents. Various
strategies for preventing and recovering from risks related to
lithium-ion batteries in EVs have been given in this paper.
Another difficulty is stranded energy after a fire, which can
lead to re-ignition even hours or days later. There is still work
to be done to improve the safety level of traction batteries in
order to ensure the well-being of passengers and the EVs.
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Abstract—Induction motors are predominating in the heavy 

traction applications such as mining trucks and locomotives. 

However, they have a limitation of operating at low and zero 

speeds with high currents at low frequency caused by thermal 

cycling capability of the traction inverter. The thermal cycling 

problem of the traction inverter can be solved by using open-

end winding motor configuration being fed from a SiC dual 

inverter. This paper proposes nearly constant losses current 

regulation strategy and implementation of the field-oriented 

control system for such traction induction motor. It is shown 

that proposed current regulation strategy helps to reduce 

deviation of losses in the semiconducting devices at low and zero 

speeds from 100 % to approximately 20 % from the average 

value. This results in significant increase of the traction inverter 

lifetime in such heavy conditions. 

Keywords—induction motor, traction drive, open-end 

winding, field-oriented control, SiC-MOSFET. 

I. INTRODUCTION

The main type of electrical machine used in the heavy 
traction applications is an induction motor. It is used in 
locomotives [1], mining dump trucks [2], propulsion systems 
of ships, etc. However, there is one operation mode, which is 
extremely difficult for power electronic devices and specially 
for the traction inverters with induction motors. It is operation 
at low or zero speeds. For example, the drivers of the mining 
truck should exclude use of electrical braking system during 
stops, and application of mechanical braking system is 
mandatory. 

The root of the problem is in the low frequency currents 
flowing in the induction motor at zero and low speeds if the 
motor is producing the torque. When the truck is stopped at 
some elevation angle and uses electrical braking system to 
sustain its position as shown in Fig. 1a, then it must produce 
some torque in order not to roll down. The induction motor 
operating principle is based on the difference between the 
rotational frequency and the frequency of the supply current, 
which is called slip and approximately proportional to the 
produced torque (see Fig. 1b). This slip is small, and the motor 
manufactures are trying to design their machines with such 
small slip as possible because it defines efficiency of the 
motor. The smaller is the slip, less are losses in the rotor. The 
smaller is the slip, the higher is temperature deviation of the 
power electronics, which is so-called thermal cycling [3], [4]. 

At the standstill the motor produces torque, and the 
frequency of the stator current is small as shown in Fig. 1c. 
This current heats the power semiconductors in the traction 
inverter, but as the thermal time constant of the junction is 
small the temperature deviation is high. Even the power 
module is designed to be used in traction applications such 
operation conditions cause failure of the traction inverter in 
several hours due to thermal cycling aging. Similar problem 
occurs when heavy vehicle just starting its movement.  

Fig. 1. Operation of the mining truck with traction induction motor at zero 
speed and some elevation angle. 

To avoid this problem active thermal control can be used. 
For example, in [5] it was suggested to adjust gate resistance 
in the IGBT driving circuits depending on the flowing current. 
However, this solution is too complex and expensive. In [6] it 
is suggested to vary switching frequency, again making it 
faster at low currents and lower at high. This can be applied to 
sinewave current waveform, but there are two restrictions. 
Pulse-width modulation (PWM) frequency should be multiple 
of some base value due to interaction between other phases. 
Moreover, the maximum PWM frequency is limited by the 
IGBT-driver, and it is not possible to stabilize temperature at 
nearly zero current. 
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In [7] the space-vector current regulation was suggested, 
which not only increases maximum output torque of open-end 
winding (OEW) machines, but also reduces maximum 
junction temperature and temperature deviation. In [8] the 
nearly constant losses (NCL) current regulation strategy was 
suggested for permanent magnet synchronous motors. It is 
applicable for open-end winding motors fed from dual 
inverters based on SiC switching devices. However, this 
method doesn’t control direct axis current precisely; therefore, 
it is not suitable for induction motors. 

This paper proposes a control strategy for an induction 
motor, which takes into account magnetization process in the 
machine and makes proper correction of the current references 
to ensure the stability of the referenced torque. The deviation 
of losses in the switches were reduced from 100 % to 40 % 
(peak to peak) from the average value. This helps to increase 
the lifetime of the power modules approximately 20 times 
compared to conventional sinusoidal current regulation. 

II. NEARLY CONSTANT CURRENT REGULATION FOR

INDUCTION MOTOR 

The open-end winding motor has independent phases and 
current in each phase can be regulated independently. This 
means that unlike star-connected machine the sum of currents 
is not equal to zero. The sum of the current is called zero 
sequence current, and usually engineers are trying to reduce 
or exclude it by means of hardware or software solutions. For 
example, split power supplies for dual inverter configuration 
eliminate this current completely. Fig. 2 demonstrates the 
topology of the drive with OEW motor fed from dual inverter 
with a single power supply. Zero sequence current can be used 
to shave the peaks of the phase currents in space vector current 
regulation strategy. It was shown that space vector current 
regulation reduces the silicon temperature deviation of the 
inverter switches when the drive is operating at low speeds. 
But it is possible to go further and make losses in the switches 
nearly constant regardless of the current rotor flux angular 
position. 

Fig. 2. Topology of the drive with open-end winding motor and SiC-
MOSFET dual inverter. 

A. Mathematical Approach to Evaluation of the Current

References

Induction motor usually controlled using field-oriented
control. Two current controllers regulate direct and quadrature 
axes currents. The direct axis is oriented along rotor flux 
linkage vector and its current is so-called magnetizing. The 
quadrature axis current defines torque of the motor with 
respect to the value of rotor flux linkage: 
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where isγ is the zero-sequence current, which is currently equal 
to zero. 

The obtained currents have different values. The current 
with lowest absolute value has the smallest impact to the 
output torque, and this current can be adjusted to the value 
closed to the average of absolute values of two other phase 
currents: 
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The modified current reference has the same sign, but its 
absolute value has been changed. This change affects the 
produced torque; therefore, the references of two other 
currents should be corrected. The new direct and quadrature 
current references can be evaluated using inverse 
transformations: 
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These references should be corrected according to the 
torque equation (1). There are two variables in it: one is the 
rotor flux linkage, another is q-axis current. The first one 
cannot be changed instantly by adjusting the commanded 
current. Therefore, it is required to adjust q-axis current 
according to: 
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where ˆ
rΨ  is the estimation of rotor flux linkage magnitude. 

After that equations (2) and (3) should be processed with 
the new current references. The obtained current references of 
each phase should be corrected with zero-sequence current, 
which places maximum and minimum current references at 
the equal distances from zero: 
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This zero-sequence current should be regulated by the 
zero-sequence current controller, which operates in parallel 
with d- and q-axis current controllers. 

B. Control System Structure

The proposed current regulation technique is applicable
only at low and zero speeds where the back-EMF is low and 
transition of the currents from positive to negative values is 
fast enough comparing to the entire revolution. When speed 
increases the space vector current regulation can be used as a 
optimal control strategy. With further increase of the speed 
conventional sinewave current regulation can be used in order 
to decrease losses in the electrical machine. 

The input of the control system is the torque command Tref 
and the reference of the rotor flux linkage Ψr ref. The last one 
with the estimation of flux linkage, which is coming from the 
rotor flux linkage observer, forms the input of the flux 
controller (FC). The FC output is the reference of the 
magnetizing or direct current of induction motor. The torque 
reference in its turn is used to evaluate the reference of the 
quadrature current component using (1). 

These two current references should be processed as it was 
considered in the previous subsection. Finally, three 
references for d-, q-, and zero sequence currents are provided 
to the current controllers. The d- and q- axes voltage 
references are converted into the αβ stationary reference 
frames and then into three-phase voltage references. Each of 
these references is applied to its open-end winding. The 
current feedback is read from all three phase current sensors 
since their sum is not equal to zero having additional zero 
sequence component. These three currents are transformed 
into the αβ reference frame and then to the dq reference frame 
in order to provide the feedback to the current controllers. The 
block diagram of the control system is shown in Fig. 3. 

The flux linkage observer operates with the phase voltage 
commands, stator currents, and rotor position or speed. The 
implementation of the rotor flux linkage observer lies out of 
the scope of this paper. 
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Fig. 3. Control system for induction motor with NCL current regulation. 



C. Model of the Drive

The model of the drive was implemented in PSIM. This
software allows to evaluate losses in the power electronic 
devices. The implementation of sinusoidal current regulation 
model is shown in Fig. 4a, whereas model with current 
regulation with nearly constant losses is presented in Fig. 4b. 

a) 

b) 

Fig. 4. Model of the drive with sinusoidal current regulation (a) and nearly 

constant losses current regulation (b). 

III. SIMULATION RESULTS

A. Control System Configuration

The tests of the proposed method were performed using
parameters listed in TABLE I. The SiC power module 
CAB450M12HM3 was used. 

The simulation considers standing of the vehicle at some 
elevation angle as shown in Fig. 1a. Thus, the rotor is locked, 
and the control system implements some referenced torque of 
1000 Nm. The frequency of the stator currents is defined by 
the slip in this operation mode. 

The operation of the drive with the sinusoidal current 
references is shown in Fig. 5. The time from 0 to 0.5 s is used 
to magnetize the induction motor. Then the referenced torque 
is applied. The production of torque results in the slip of the 
motor. So, the phase current vector starts to rotate with some 
frequency depending on the torque produced. In this 
experiment it is approximately 1 Hz. The losses in the power 
module change in the range between zero and 600 W per 
switch, while the junction temperature varies between 60 and 
110 °C. 

Fig. 6 shows the same processes in case of current 
regulation with nearly constant losses. Now the losses in the 
switch vary in the range between 300 and 600 W. The 

deviation of the junction temperature is much smaller than for 
sinusoidal current regulation and is lies in the range between 
90 and 110 °C for the worst case. 

TABLE I. MODEL PARAMETERS 

Parameter description Value 

Control System 

Modulation frequency 12 kHz 

Torque reference 1000 Nm 

Referenced rotor flux linkage 0.78 Wb 

Inverter 

Heatsink temperature 50 °C 

DC link voltage 600 V 

Electric motor 

Stator resistance 14.85 mΩ 

Stator leakage inductance 0.303 mH 

Rotor resistance 9.30 mΩ 

Rotor leakage inductance 0.303 mH 

Mutual inductance 10.46 mH 

Rated power 150 kW 

Pole pairs, “p” 2 

In both control system the torque is stabilized. However, 
in case of the NCL current regulation, it is not possible to 
stabilize magnetizing current. Therefore, it is changing around 
its references value. 

IV. CONCLUSIONS

The problem of thermocycling effect, which is 
conventional for traction induction motor drives, can be 
solved in its open-end winding configuration if SiC traction 
inverter is used. The proposed current regulation strategy with 
nearly constant losses significantly reduces magnitude of the 
thermal cycles in the switches. In the particular configuration 
the deviation was reduced from 50 to 20 °C. This corresponds 
to approximately 20 times longer lifetime of the power 
semiconducting devices. 

The proposed current regulation technique can be used at 
low and zero speeds, whereas at high speeds it is advisable to 
implement sinusoidal current regulation. The NCL current 
regulation has higher average losses in the switches; however, 
maximum losses are not bigger than in case of sinusoidal 
current regulation. 

Further research will be devoted to experimental 
validation of the proposed solution with induction motor. 
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Abstract—Three wheeler Auto-rickshaw/ Light Electric Ve-
hicles have a 48V/60V lead acid battery, which is charged
from a 220V RMS AC single phase supply. A converter system
introduced in this paper has a weak bus voltage, varying with
the input line cycle with a constant conversion gain. This type
of bus voltage enables the use of a very low valued capacitor at
the link. This reduces cost, space and improves reliability of the
overall system. The front end is realized with a bridgeless power
factor correction circuit with high efficiency at this power range
of 800W. Back end battery facing converter creates a pulsating
current waveform, varying at twice line cycle, delivering the
required average current to the battery. Buck converter operates
using a hysteretic current control mechanism, reducing flux swing
in inductor core. The converter system is designed for a 12A
average charging current through the battery. The design is
extensively simulated using PLECS simulation platform. High
power factor and reasonable THD is achieved across the whole
converter operating range.

Index Terms—component, formatting, style, styling, insert

I. INTRODUCTION

Single phase chargers taking power from 220V standard
AC voltage mains and charging a 48V/ 60V battery is the
typical application for three wheeler EVs [1]–[5]. Usually this
is achieved by a two stage converter structure, a front end
power factor correction AC-DC unit followed by a battery
current interfacing DC-DC converter. These converters are
typically designed for a stiff DC bus voltage, which requires
large DC bus capacitors, usually realized by electrolytic ca-
pacitors. These electrolytic capacitors take a large space in the
converter board, and they have a known lifetime problem. As
these chargers are operated for long overnight charging, these
electrolytic capacitors need to be oversized in order to meet
AC current draw requirements. This increases space in the
board as well as cost of the charger. A topology which creates
a pulsating link need to employ only a low valued capacitors,
which have high lifetime and thermal tolerance. This can
improve the reliability and lifetime of the charger. To solve
this issue, a range of converters and control techniques have
been proposed to reduce bus capacitance value [6] [7]. This
paper employs a two stage converter system with minimal bus
capacitance, thus eliminating electrolytic capacitors from the

converter. The proposed approach reduces space requirement,
improves reliability and reduces cost burden on the system.

A three wheeler Auto-rickshaw battery requires around 600
– 800 W for overnight charging, thus efficiency and thermal
management becomes key concern for the front end Power
Factor Correction (PFC) topology. Discontinuous Conduction
Mode (DCM)/ Critical Conduction Mode (CrCM) type single
switch boost converters have a large volt-ampere rating of the
switch, which makes it unsuitable for this power range [8] [9].
Continuous Conduction Mode (CCM) Bridgeless topology has
emerged as a promising solution for active PFC at this near
kW power range [10] [11]. Bridgeless boost converter has
lower conduction loss due to lower number of switch count
in the series path. Also, the two legs operate symmetrically
in alternate line half cycles, reducing thermal stress on the
converter. This converter system employs a weak pulsating
DC link, thus small valued film capacitors are sufficient. This
converter draws a fairly sinusoidal current from mains with
fairly high power factor input behavior. As back end converter,
buck converter provides nice current shaping function with
low ripple. As batteries tend to have a large time constant, a
pulsating current with low form factor (peak to average ratio)
is usually acceptable as long as the average current equates to
the required charging current. A combined controller having
both feed-forward and feedback elements is proposed and
verified in this paper. DC link voltage reference wave-shape is
defined in the controller as having a constant gain to input AC
line voltage. For proper control operation, a resistive type input
behavior is emulated in the buck converter using a hysteretic
current controller. This type of control gives an opportunity to
vary load resistance at bus capacitor output. This property can
be very useful in damping unwanted overshoot.

This manuscript is organized the following way. Section II
explains the circuit topology, operation and proper component
selection. Section III details the control structure. Section IV
is the simulation results. PLECS standalone is used as the
simulation tool. Concluding remarks and future works are
listed in Section V.
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Fig. 2. Front End Converter Operation in Positive and Negative Cycles Respectively

II. CIRCUIT DESIGN AND OPERATION

A. Circuit Topology and Operation

This paper proposes a two stage converter system de-
sign.The circuit schematic is drawn in Fig. 1. Front End
converter is a bridge-less power factor correction (PFC) unit
with a single inductor. Conventionally, a PFC front end is
comprised of a diode bridge and a DC-DC boost type con-
verter. Usual power factor pre-regulators have a second stage
following the initial boost stage in order to interface with
the load. This paper employs a traditional bridgeless structure
with reduced number of components and only one inductor in
the AC side. Usual bridgeless PFC front end suffers from a
comparatively higher conducted common mode noise in the
bridge legs. The source of the common mode current being
voltage swing across the switches and mains ground. This
particular system employs a pulsating bus voltage, thereby
significantly reducing voltage swing across the switches, as
mains voltage and DC bus voltage follow closely. Fig. 2a
illustrates the front end circuit during positive half cycle.
During this cycle, diode D1 and anti-parallel diode of switch
S2 is conducting during off period of switch S1. In the on
period of switch S1, diode D1 turns off, while the anti-parallel
diode keeps on conducting. Switching voltage at the switch
node is reduced in this particular topology design as bus
voltage is designed for a much smaller value and it closely
follows the input ac voltage. During Negative half cycle, the
front end circuit operation can be shown in Fig. 2. In this
cycle, diode D2 conducts while switch S2 is switching. This
paper analyzes switch node voltage swing over whole line

cycle and compares it with the case of a fixed DC voltage.
Bridgeless topology has higher efficiency as this converter
has lower number of semiconductor devices in the conduction
path. Thus, this alternate boost converter structure significantly
reduces the thermal stress on the switches.

Bridgeless PFC topology is a boost type converter. Thus, the
bus voltage (VBus) needs to be higher than AC line voltage
Vac. Load to this converter is a battery with a nominal voltage
of 60V. At low state of charge (SOC), battery voltage is around
32V - 35V. As the converter downstream is an unidirectional
buck topology, bus voltage defined in the controller have to
be of higher magnitude than this sensed battery voltage in
order to ensure current conduction during whole line cycle.
Minimum bus voltage is defined as kbVBatt(u(t)−u(t−t1))+
kbVBatt(u(t − t2 − u(t − tper)), here kb = 1.2. Conversion
ratio is defined with M (M > 1 [1.3-1.4]). This way, we can
define the bus voltage as following:

Vbus = kbVBatt(u(t)− u(t− t1)) + kbVBatt(u(t− t2)

− u(t− tper)) +M rect(Vac)(u(t− t1 − u(t− t2)))
(1)

This waveform can be visualized in Fig. 3. Control loop
calculations require the two points t1 and t2 which can easily
be calculated using the following following two equations.

t1 = t0 +
1

2πf
sin−1 kbVBatt

MVp
(2)

t2 = tper −
1

2πf
sin−1 kbVBatt

MVp
(3)



Fig. 3. Weak Bus Voltage Reference Waveform
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The buck converter is emulating a resistive input behavior.
It creates a current in proportion to bus voltage through the
battery. The zoomed in current waveform is shown in Fig. 4.
Here, current is regulated along a defined current envelope
through hysteretic current control technique.

Iav =
Vbus
Rbk

(4)

Here, Rbk is the emulated buck resistance.
The average current through the battery can be obtained

by simple integration of the current waveform. Neglecting the
current ripple, one can calculate the average current as:

Idc =
1

π

[ θc∫
0

Imindθ +

π−θc∫
θc

Iavdθ +

π∫
π−θc

Imindθ

]
Here, the two quantities Imin and Imax can be expanded

as:

Imin =
kbVBatt − VBatt

Rbk

Iav =
m rect(Vac)− VBatt

Rbk
Here, θc corresponds to angle at time t1, which is symmet-

rical in half input line cycle, given boost gain M is constant.
This gives:

Idc =
1

π

[
2VBatt

(kb − 1)
Rbkθc −

VBatt

Rbk
(π − 2θc) + 2MVm cos θc

]
(5)

TABLE I
WEAK BUS CHARGER DESIGN SPECIFICATIONS

Nominal power rating 600 [W]
Battery Voltage Range, VBatt 35 - 60 [V]

Gain Constant, kb 1.2
Gain Constant, M 1.3

Reference Bus Voltage VBusref = kbVBatt +MVac

Minimum Bus Voltage 42 [V]
Maximum Bus Voltage 407 [V]

This equation has only one unknown θc, which can be easily
calculated by equating kbVBatt and Mrect(Vac).

B. Converter Requirements and Component Selection

Auto-rickshaw battery chargers are typically overnight
chargers. These products draw power from single phase AC
mains, which is 220V RMS for South-East Asia. A battery
charger for auto-rickshaw takes 220V line voltage input and
charges an array of lead acid battery. Each battery has a
nominal voltage of 12V and stored charge capacity varying
from 50Ah to 100Ah. Depending on mileage and number
of passengers, these vehicles carry a battery pack of 4 or 5
batteries in series. The designed converter needs to charge
this battery from low SOC up-to nominal voltage. Present day
chargers which are available in market have a typical 10A
charging current. In the middle, the bus voltage is pulsating,
following input voltage shape with a constant conversion
gain. Back end buck converter is unidirectional. That places
a requirement on the bus voltage to be higher in magnitude
than battery voltage. Reference bus voltage is higher than
load battery voltage by a factor kb near line voltage zero
crossing and protection mechanisms are required to turn off
buck converter in case of under-voltage condition at bus. These
requirements are summarized in Table I.

Bridge-less PFC front end is a single stage design. It has two
active switches and two diodes in its bridge legs in its mini-
mum cost realization. These converters are very cost sensitive,
thus only Si based devices are considered. Maximum regulated
bus voltage is typically around 410V. Switching frequency of
around 100 kHz requires the use of a MOSFET device. The
chosen switching device for S1 and S2 is IPA50R500CE. It is
a 500 mΩ device with a blocking voltage of 500V and forward
RMS current rating of 10A. Switching diodes D1 and D2 are
realized with IPA50R500CE. These 600V devices have low
junction charge and thus minimum reverse recovery losses.
Bus capacitor is designed to be only 10 µF and PFC inductance
value is designed to be 1.2 mH.

Buck converter is unidirectional with a resistive input behav-
ior. As this converter employs a hysteretic current regulation
technique, it is possible to accurately predict average and
peak current ratings of the switching device and diode. For
a nominal current rating, this converter is supplying 10A of
average current at converter output battery terminals. This cor-
responds to a peak current rating of 16 A, as current through
these devices resemble a rectified sinusoidal waveform. In
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order to meet voltage and current requirements IPA60R180P7S
MOSFET device is employed. Similarly, diode takes majority
of current and is a major loss source in this buck converter.
RFV30TG6S diode is chosen for this purpose. Inductance is
designed to keep switching frequency below 100 kHz during
majority portion of high load cycle.

III. CONTROL ARCHITECTURE

This converter has a combined control architecture. Each
converter in front end and back end are independent in its
control operation. A central challenge in this converter is the
lack of energy storage element in the bus, thus a cycle by
cycle energy balance is required between the input line power
drawn and output battery charging power. This energy balance
calculation sets the bus voltage reference. More specifically,
The energy balance is achieved by varying the gain M and kb
in bus voltage reference waveform. Front end PFC converter
tries to track this reference voltage waveform with a high
power factor and low THD mains current draw. Front end PFC
has a dual loop control with both feed-forward and feedback
elements. Outer loop compares sensed bus voltage Vbus,sense
with reference bus voltage Vbus,ref . Difference between the
two gives the error signal Verr, which is integrated using a
PI controller. Output of this voltage loop is fed to the inner
loop multiplier block. Inner loop line voltage waveform acts as
the feed-forward reference for mains current. This waveform
is sensed and normalized with a constant gain to feed into
the current control loop as a control reference shape. This
reference current shape is fed as a multiplier to the voltage
control loop output. Multiplier output then becomes the ref-
erence for current control loop. This reference is compared
with line current sensing IL,sense. Difference between to two
is fed through a current controller. A fixed frequency PWM
modulator is employed with a 100 kHz triangular carrier.

Details of the Front end converter control is illustrated in Fig.
5.

The buck converter is designed to present a resistive input
behavior. This is quite convenient as it gives the opportunity to
vary effective load resistance at PFC output. Input resistance is
a control parameter which determines overall average current
delivered to battery. As battery current is pulsating over half
line cycle period, it is integrated over the same period and
sampled through a sample and hold block. Buck inductor
current is averaged over twice line cycle frequency period
to determine average current delivered. Buck modulator is
designed to be a hysteretic current controller, which gives
a close control over current shape as well as current ripple.
A PI controller is designed to track a reference DC current
delivered to the battery. Battery current reference is derived
from charging profile pre-programmed in the controller and
depends on battery chemistry, construction and state of charge.

IV. SIMULATION RESULTS

Converter design was verified using PLECS simulation
tool. The bus voltage reaches steady state reference voltage
waveform within a few line half-cycle. Fig. 7 refers to DC
link voltage reference and actual voltage respectively. It shows
that the Bus voltage tracks the reference quite well, with a
steady state error of 4.2%. Start-up distortion in bus voltage
is reduced as well. One notable fact is that the bus voltage
struggles to keep low voltage reference due to low value of
the voltage and it results in a sag condition. A challenge in
this design is crossover distortion in line current waveform.
This condition can be explained with help of Fig. 8. This
figure has two parts, top sub-figure is a zoomed in waveform
of current zero crossing. In the same time axis, bus voltage
and bus voltage reference are visualized in lower sub-figure.
Here, the residual voltage at bus capacitor results in ringing



Fig. 7. Bus Voltage Reference (Green) and Actual (Red)

Fig. 8. Line Current Distortion

of line current, which increases line current THD and reduces
input power factor. Greater than 0.9 power factor can be
achieved with this converter. This is a this sag in is line current
waveform. Line current follows the line voltage quite well with
a Total Harmonic Distortion (THD) of around 10%. A power
factor of over 0.9 is achieved at full load. Three line cycle input
line current waveform is given in Fig. 9. Table II lists converter
performance in a 5 operation points. Here, low current draw
has higher THD but higher efficiency as well. Power factor of
greater than 0.9 is achieved along whole operation range.

Fig. 9. Line Current Waveform

TABLE II
WEAK BUS CHARGER PERFORMANCE DATA

ILine [A] IDC [A] THD [%] PF η [%]
3.5 15.3 11.9 0.97 93.5
3.2 13.94 13.3 0.96 93.9
3 12.7 17.5 0.94 94.2

2.5 11.2 0.9363 0.87 94.9
2 8.15 21.1 0.9 95.7

V. CONCLUSION AND FUTURE WORK

This paper introduces a bridgeless PFC Charger with a
weak pulsating DC link. This approach markedly reduces
the DC link capacitor to only 10 µF. This eliminates bulk
capacitor and therefore improves reliability and lifetime of
the charger. An specific Bus voltage waveform is programmed
which ensures charging over whole line half-cycle with low
peak to average current ratio. This converter tracks this voltage
quite effectively within a few line cycle with no overshoot. A
fairly high power factor with moderate THD can be achieved
across the complete load range. Low value of bus capacitor
and residual voltage creates a cross-over distortion which
reduced THD and power factor to a certain extent. tracks the
reference Input current is near sinusoidal with some crossover
distortion and ringing. The authors plan to work on the control
algorithms in future work to improve THD values.
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Performance Analysis of an Adaptive MPPT 

Control for a Grid-connected PV Solar System
M. Nasir Uddin1, Jeffrey Andrew-Cotter1, and Ifte Khairul Amin2

Abstract— This paper presents an adaptive maximum power 

point tracking (MPPT) control of a grid-connected photovoltaic 

(PV) energy conversion system utilizing neuro-fuzzy (NF) 

technique. The particle swarm optimization algorithm is used to 

train the membership functions while the recursive least squares 

algorithm is used to update the consequent parameters of the NF 

based MPPT scheme to cope with changing operating condition 

of PV solar system. The MPPT algorithm maximizes conversion 

efficiency by adjusting the duty cycle of the buck-boost converter 

to change the output voltage of the solar panel and hence, 

achieving the maximum panel output power for a given set of 

environmental conditions. The training data for NF scheme is 

obtained by operating the system using the perturb and observe 

(PO) MPPT algorithm. The performance of the proposed NF-

based MPPT algorithm is validated in both simulation and real-

time. The prototype PV system is built and the designed NF-

based MPPT algorithm is implemented in laboratory 

environment using the DSP board DS1104. It is found that the 

proposed NF-based MPPT scheme achieves a very fast response 

with minor oscillations while transferring maximum power from 

solar panel to the grid line as compared to the conventional PO 

based MPPT scheme. 

Keywords— Photovoltaic (PV) system, particle swarm 

optimization (PSO), adaptive maximum power point tracking, 

neuro-fuzzy system, buck-boost converter, energy conversion. 

I. INTRODUCTION

There is a significant demand for renewable energy systems 

to ensure sustainable and environmentally friendly living. Solar 

photovoltaic (PV) energy systems are of particular interest due 

to the availability and portability of such systems. According to 

the Canadian renewable energy association (CanREA), solar 

energy is one of the lowest cost sources of new electricity 

generation in Canada and its’ demand is rapidly growing. As 

per CanREA, Canada’s total installed solar energy capacity 

reached 2.4 GW (gigawatts) in 2021. 

To produce electricity, solar PV modules rely on weather 

conditions such as sun irradiance, ambient temperature, 

shading etc. The PV curves for a solar panel show that there is 

one optimal point on the curve corresponding to the maximum 

power under no shading condition. Since the MPP changes 

with a change in weather conditions, an algorithm/controller is 

required to track this maximum power point and force the solar 

panel to operate at that point at all times. Among various types 

of MPPT methods commonly used methods are PO and 

iincremental conductance schemes. However, these two 

methods are not stable since the PV characteristics are highly 

nonlinear. 

To overcome the limitations of the traditional controllers 

(e.g., proportional-integral, nonlinear, slide mode, etc.) 

artificial intelligence algorithms-based methods are becoming 

increasingly popular for application in DC-DC converters, 

motor drives, renewable energy conversion and many other 

applications due to their flexibility in designs and capabilities 

to provide more efficient operation [1-3]. In this work, an 

adaptive neuro-fuzzy (NF) system is utilized for MPPT control 

of the proposed PV system.  The adaptive NF system is a fuzzy 

logic system that uses neural network training methods to tune 

various linear and nonlinear parameters in the fuzzy system 

which removes the need for previous system knowledge that 

fuzzy logic inherently requires [2]. For the proposed system, a 

hybrid learning algorithm is used which implements the 

recursive least squares estimator (RLSE) for linear consequent 

parameter training and particle swarm optimization (PSO) for 

nonlinear membership function parameter training. The 

proposed learning algorithm is a derivative-free algorithm so 

any discontinuities in the system do not affect the training. The 

algorithm is also capable to search for the global optimum and 

hence, achieves the best possible performance for the system. 

 Majority of the published works on NF-based MPPT 

control of DC-DC converters utilized the basic hybrid learning 

algorithm which will not be capable of handling the 

nonlinearities in PV system [4,7-18]. Authors in [11] proposed 

a novel MPPT algorithm based on Lagrange interpolation and 

PSO. Their control algorithm improved the stability and 

tracking efficiency of the system. The authors of [6] proposed 

an NF scheme that uses a modified particle swarm 

optimization (PSO) to train all of the system parameters in 

which they implemented the selection operator from genetic 

algorithms to remove the worst member of the population 

during training with PSO. This work only discussed NF 

system training and does not apply the NF system to a solar 

energy conversion system for maximum power point tracking. 

A Grey Wolf Optimization based MPPT algorithm was 

developed considering partial shading condition in [12] which 

may not suitable to cope with all possible operating 

conditions. In [7], an improved PSO was used directly to 

search for the maximum power point. The authors did not use 

1. Department of Electrical Engineering

Lakehead University, LU-GC program

Barrie, ON, Canada, L4M 3X9

Email: muddin@lakeheadu.ca

2. Department of EEE

Shahjalal University of Science & Tech.

Sylhet-3114, Bangladesh

Email: iftekhar-eee@sust.edu

Phone:+8801911034624

Paper Id - 145



the PSO for training the NF system but instead used it for 

online searching of MPP. This method eliminates almost all 

oscillations once the maximum power point is reached. The 

authors of [13] designed a basic NF system using the Neuro-

Fuzzy designer and apply the NF system directly to a quasi-z-

source inverter for maximum power point tracking and DC-

three phase AC conversion. However, this paper did not 

provide any comparisons between the proposed algorithms 

and conventional or alternate MPPT methods. Moreover, most 

of the reported works on PV solar energy conversion have 

stopped at the DC link by considering a resistive load directly 

connected to the output of the converter [14,15,18-20]. 

To the best of the author’s knowledge, the proposed 

RLSE-PSO training algorithm has never been used before to 

optimize NF system parameters for solar photovoltaic system 

maximum power point tracking to cope with uncertainty in 

solar irradiation. The system proposed in this paper is a 

complete system with a three-phase inverter to obtain AC 

signals for grid connection. Therefore, the proposed NF-based 

adaptive MPPT scheme for PV system is more practical than 

the aforementioned works and also improves the performance 

over the traditional MPPT methods.  

II. MPPT SCHEME FOR PV SYSTEM

In order to transfer maximum power to the grid/load, it is 

hard to match the load impedance to the impedance of the PV 

panel with changing environmental conditions. Therefore, a 

buck-boost converter with an MPPT algorithm is used to 

match the impedance of the load to the solar panel. Changing 

the duty cycle of the converter changes the impedance 

apparent to the panel. Thus, the buck-boost converter can be 

used as an impedance matching circuit to guarantee maximum 

power transfer from the solar panel to the load by operating 

the solar panel at its maximum power point (MPP) at all times 

regardless of weather conditions. The irradiance significantly  

influences the PV output current/short circuit current and 

hence the maximum power point of the PV panel. Typical P-V 

and I-V curves of solar panel are shown in Fig. 1 for various 

irradiance conditions. The temperature of the panel also 

influences the PV output voltage/open circuit voltage but does 

not have a significant effect on the MPP as compared to 

changing irradiance conditions. Since the temperature of the 

panel does not significantly affect the power output of the 

panel, a constant temperature of 25°C is considered while the 

irradiance is considered to be in the range of 300-1000 W/m2. 

A. PROPOSED NF SYSTEM

The proposed MPPT algorithm implements a first order

Takagi-Sugeno-Kang (TSK) system with the 5 layer NF 

system [2]. The inputs are chosen to be PV voltage and PV 

current and the output is chosen to be the duty cycle for the 

converter. Two Gaussian membership functions per input are 

used to create four rules. The rules for the NF controller are: 

where, Ai (i=1, 2, 3, 4) are the input membership functions 

containing nonlinear parameters; (pi, qi, ri)  (i=1, 2, 3, 4) are 

the linear parameters for the consequents; and  are the 

voltage and current of the photovoltaic cell, respectively. 

 Instead of the general fuzzy system representation, the 

fuzzy system can be transformed into a five-layer network 

representation as shown in Fig. 2. For this representation, 

there are two inputs with two membership functions per input 

and one output. There are also four rules used in this NF 

system. Here, the output of layer-1 is the membership 

function’s value at the specified input (fuzzification). The 

output of layer-2 is the firing strengths corresponding to each 

rule. The output of layer-3 is the normalized firing strengths. 

The output of layer-4 is the final output of each rule. The 

output of layer-5 is the defuzzified overall system output. 

Fig. 2. Structure of the proposed five layer NF system. 

To design a fuzzy logic system, no mathematical model of 

the system is required. This feature is beneficial because, 

many physical systems such as PV based solar energy 

conversion system are complex and difficult to model due to 

system uncertainties. Furthermore, the fuzzy logic is superior 

to the traditional proportional-integral-derivative (PID) 

Fig. 1. I-V and P-V curves for PV panel at various irradiances. 

Input 

output 



controller to handle system nonlinearities since a linear 

approximation around the operating point is usually performed 

to design a PID controller for a nonlinear system. Also, 

classical controllers have the downfall of being designed to 

control a system at a specific operating point. If the operating 

point changes, the controller needs to be re-tuned or a 

different PID controller is required. For a fuzzy logic 

controller, there is a range of operating points defined by the 

universe of discourse for a specific application. Therefore, if 

the operating point changes, the fuzzy logic controller will still 

be effective at controlling the system under the condition that 

the new operating point is within the designed universe of 

discourse. Since an NF system is a fuzzy logic system, NF 

system benefits from the features of fuzzy logic. 

B. TRAINING OF NF PARAMETERS USING PSO-RLSE

Gaussian membership functions have two parameters that

need to be chosen: center and standard deviation. NF system 

uses neural network training algorithms to tune all parameters 

of the system. A hybrid training algorithm is used in this work 

in which RLSE is used to train the linear consequent 

parameters and PSO is used to train the nonlinear membership 

function parameters.  The recursive least squares estimator is 

defined by the equations below: 

where, θk+1 contains an estimate of the optimal linear 

parameter values; ak+1 is a vector containing the coefficients of 

the linear parameters to be optimized; yk+1 is the desired 

system output; Po=αI, where α is a large number; θo is usually 

initialized to a vector of zeros; k=1, 2, …, N; N is the number 

of training data pairs. 

 Traditionally, the hybrid algorithm uses LSE and gradient 

descent (GD) for training. GD uses the derivative of the 

objective function to search for the minimum of the objective 

function but has a high tendency to get caught in a local 

minimum and never find the global optimum [3]. As such, an 

algorithm that does not use the derivative of the objective 

function is of particular interest. The proposed NF system uses 

PSO for nonlinear parameter training due to its inherent ability 

to search for the global optimum and not get caught in local 

optima. By choosing the personal and global learning rates 

correctly, the PSO algorithm is stable and will guarantee 

convergence. Particle swarm optimization mimics a flock of 

birds travelling in which each individual in the flock moves 

based on their previous position as well as better positions 

found by other members of the flock [6]. As a result, the 

swarm (or flock) moves towards the best solution for a given 

problem.  Therefore, by using PSO, the global minimum of 

the objective function can easily be found depending on the 

initial positions of the members in the population and 

improves the tracking of the maximum power point as 

compared to conventional MPPT methods. An explanation 

and analysis of PSO can be found in [5]. The flow chart for 

the proposed PSO method is shown in Fig. 3. 

The update of particle velocity and position is achieved by 

the following equations: 

where, v is the velocity of each particle; w is an inertia weight 

that reduces the effect of the previous velocity as the search 

progresses; c1 and c2 are the local and global learning rates 

respectively. Note c1+c2≥ 4 for stability of the search; 

rand(0,1) is a random number between 0 and 1; gbest is the best 

position among all members (globally best position); pbest is 

the best position for a given particle (personal best position); 

x is the current position of the particle. 

Fig. 3.Flow chart of the PSO. 



III. SIMULATION RESULTS

A MATLAB/Simulink model is developed to test the 

proposed NF-based MPPT control of the PV solar energy 

conversion system as shown in Fig. 4. The model consists of a 

PV array connected to a buck-boost converter. The output of 

the buck-boost converter is connected to a three-phase inverter 

through a DC link. The output of the inverter is connected to 

the grid and to a three-phase resistive load. Control of the 

inverter is done in the d-q reference frame with tuned 

proportional-integral (PI) controllers controlling the d and q 

voltages of the three-phase output. The PWM logic signals are 

generated through sinusoidal pulse width modulation (SPWM) 

and applied to the inverter. The NF system calculates a duty 

cycle that is applied to the switch of the DC-DC converter in 

order to operate the solar panel at its maximum power point. 

This operation allows maximum possible power to be 

transferred to the DC link at all times. For training purpose, 

the root mean square error tolerance is set at 20% and the NF 

system is trained for 85 epochs. Training was completed for 

more than 85 epochs but no change in the error function was 

observed. Since the error converges in 85 epochs, no more 

epochs are required for training purposes.  

After training is finished the resulting membership 

functions for PV voltage and current are found as shown in 

Fig. 5. Figure 6 and 7 show the output power of the solar 

panel for the proposed NF-based MPPT and conventional 

P&O based MPPT control of PV system, respectively. Table-I 

compares the actual power output of the panel and theoretical 

power output (obtained from the PV curves) at various 

irradiances for the proposed system. It is shown that the NF 

system is very effective at forcing the solar panel to operate at 

its MPP with a fast response and almost no oscillations at the 

MPP regardless of irradiance conditions. The proposed NF-

based MPPT algorithm outperforms conventional PO based 

MPPT by achieving a faster response and fewer oscillations at 

each MPP resulting in less power loss due to oscillations at the 

MPP. Thus, the proposed NF-based MPPT scheme is capable 

of transferring more power to the DC link resulting in a more 

efficient system as compared to the system using conventional 

PO-based MPPT.   

Fig. 5.   Input membership functions of the NF controller. 

Fig. 6.   Solar panel output power for the proposed NF-based MPPT. 

Fig. 7.   Solar panel output power for the conventional PO based MPPT. 

Figures 8 and 9 show the three-phase voltage and current, 

respectively, at the output of the inverter for the proposed 

system. It is shown that both the current and voltage are 

almost perfectly balanced sinusoidal with a frequency of 

60Hz. The total harmonic distortion (THD) for the both the 

phase voltage and current is found to be less than 1%. Thus, 

the proposed PV panel output can be effectively connected to 

the grid line. It is of interest to consider the effects of a current 

surge in the dc link. Generally, the surge current is considered 

to be three times that of current under normal operating 

conditions. As such, 30A of surge current is introduced to 

verify the operation of the proposed NF-based MPPT 

controller. A step input of 30A is applied at time 0.166s for 

the duration of 0.166s which is shown in Fig. 10. 

Fig. 4. Block diagram of the proposed PV solar energy conversion system. 



TABLE-I: COMPARASION OF PV PANEL OUTPUT POWER FOR THE PROPOSED 

MPPT SCHEME 

Irradiance 

(W/m2) 

Theoretical 

Power (W) 

Actual Power 

(W) 

300 275 275 

450 414 414 

500 460 460 

700 642 641.5 

850 776 775 

1000 908 906 

Figure 11 shows the corresponding solar panel output 

power. It is proven that even with the large dc link current 

surge, the proposed MPPT controller is able to extract 

maximum power from the PV array in the same manner as 

normal operating conditions. Figures 12 and 13 show the 

corresponding voltage and current waveforms at the inverter 

end with dc link current surge, respectively. Both of the three 

phase output currents and voltages at the inverter end have a 

THD less than 5% that meets the IEEE standard 519-1992. 

The simulation results of a dc link current surge show that the 

proposed NF-based MPPT with RLSE-PSO training algorithm 

can handle a wide range of abnormal operating conditions in 

the system. 

IV. REAL-TIME IMPLEMENTATION AND RESULTS

The proposed NF-based MPPT controller with RLSE-PSO 

training algorithms is implemented in real-time 

implementation using the dSPACE DSP board DS1104. The 

power supply unit from LabVolt (Series-8930-20) with solar 

panel emulator software is used to emulate the function of PV 

module. The irradiance level, and number of PV modules in 

series and parallel can be changed in the module. The 

irradiance level can be varied from 0 to 1000 W/m2. The solar 

emulator configuration provides maximum power of 80W at 

an irradiance of 1000W/m2 with maximum peak current at 

2.05 A. The voltage at the maximum power point is 39V for 

all irradiances. The PWM pulses are generated in Simulink 

and provided to the converter-switch through the dSPACE 

board. The buck-boost converter is connected to a 100Ω 

resistive load while the irradiance is varied. The prototype 

laboratory setup for PV-solar system is shown in Fig.14. The 

solar panel emulator isn’t shown in the figure due to its 

distance from the rest of the circuitry. After training data is 

obtained by running the system with the P&O algorithm, the 

proposed RLSE-PSO training algorithm is used to optimize 

the NF system parameters to effectively model the system. 

Fig. 10.   DC link current with dc link current surge of 30A. 

Fig. 11.   PV output power with dc link current surge of 30A 

Fig. 8.   Three phase output voltage at inverter end. 

Fig. 9.   Three phase output current at inverter 



Fig. 12.   Phase voltages at inverter end with dc link current surge of 30A. 

Fig. 13.   Currents at inverter end with dc link current surge of 30A. 

Fig. 14. Laboratory setup for real-time implementation of the proposed PV 

system. 

As such, the trained NF controller will extract maximum 

power from the solar PV array at all times. Figure 15 shows 

the input membership functions obtained after training the 

real-time system by using the solar panel emulator. Figure 16 

illustrates the system response while operating the system with 

the P&O MPPT algorithm. It is shown that the P&O algorithm 

is not effective at tracking the maximum power point and 

suffers from large oscillations (Fig. 16(c)). The oscillations 

result in major power loss and the inability to effectively track  

Fig. 16. System performance of the P&O-based MPPT controller at 

1000W/m2: (a) duty cycle, (b) solar panel output current, (c) solar panel 

output power, (d) solar panel output voltage. 

the maximum power point of the solar panel. The system is 

activated at 5 seconds. Until 5 seconds, the solar panel is 

connected to an open circuit since the buck boost converter is 

not switching with PWM pulses. As such, the open circuit 

voltage of 48V and no output power are measured. 

Figure 17 shows the system running with the proposed 

NF-based MPPT controller at an irradiance level of 1000 

W/m2. It is shown that the proposed controller effectively 

forces the solar panel to operate at its maximum power point 

with no oscillations (Fig. 17 (c)). Therefore, no power is lost 

due to oscillations as in the P&O-based system’s case. It is 

proven that the proposed training algorithm and designed NF 

controller provides a significantly better response than P&O 

MPPT algorithm. The duty cycle, PV output voltage, PV 

output power and PV output current are constant around 69%, 

39V, 2.05A and 80W, respectively. 

It is of interest to prove the system can handle different 

irradiance levels while still maintaining maximum power 

extraction for a given irradiance condition. Therefore, step 

changes in irradiance are performed to obtain the system 

response when the irradiance changes abruptly. Fig. 18 shows 

the NF system-based MPPT controller system response with a 

step-down change from 1000W/m2 to 500W/m2. It is found 

that the MPP point settles from 80 W to 40 W c Fig. 19 shows  

Fig. 15.   NF system input membership functions after training 



Fig. 18. System performance of the NF-based MPPT controller with 

irradiance step change from 1000W/m2 to 500W/m2 (a) duty cycle, (b) solar 

panel output current, (c) solar panel output power, (d) solar panel output 
voltage. 

Fig. 19. System performance of the NF-based MPPT controller with 
irradiance step rise from 300W/m2 to 700W/m2 (a) duty cycle, (b) solar panel 

output current, (c) solar panel output power, (d) solar panel output voltage 

the NF system-based MPPT controller system response with a 

rise of irradiance from 300W/m2 to 700W/m2 in the solar 

emulator. From Figs. 18 and 19 it is illustrated that the 

proposed controller effectively forces the solar panel to 

operate at its MPP regardless of the irradiance level. Further, 

the system achieves a fast response with no oscillations at the 

maximum power point regardless of the type of change in 

irradiance. The x-axis (time) is not representative of real time 

as down sampling is used to obtain the figures. In reality, the 

system operates much faster. Further experiments are 

performed to verify the proposed controller is able to maintain  

Fig. 20. System performance of the NF operation-based MPPT controller with 

load step change from 100Ω to 80Ω at 6 seconds (a) duty cycle, (b) solar 

panel output current, (c) solar panel output power, (d) solar panel output 
voltage. 

solar panel MPP operation with a step change in the load. The 

system is running with a 100Ω load at 1000W/m2 when the 

load resistance is abruptly changed to 80Ω. The load change 

occurs at t=6 sec. It is shown in Fig. 20 that the step change in 

load resistance does not affect the MPP operation and the 

proposed controller effectively maintains maximum power at 

80W from the solar panel without any major disruption in 

power level. 

Table-II shows a comparison of the theoretical and actual 

solar power output for the NF system-based real-time system 

trained with the proposed RLSE-PSO algorithm. It is shown 

that the proposed system is able to very closely extract the 

maximum possible power without large oscillations from the 

solar panel regardless of the irradiance level. Therefore, the 

proposed NF system and training algorithm results in higher 

efficiencies than existing perturb and observe MPPT methods 

used in industry. 

TABLE-II: COMPARASION OF PV PANEL OUTPUT POWER FOR THE PROPOSED 

MPPT SCHEME IN REAL TIME 

Irradiance (W/m2) 
Theoretical Power 

(W)
Actual Power 

(W)

300 24 21 

400 32 29 

500 40 38 

600 48 46 

700 56 54 

800 64 62 

900 72 71.5 

1000 80 79 

V. CONCLUSION

An adaptive maximum power point tracking control of PV 

solar system utilizing NF technique has been presented in this 

paper. The particle swarm optimization is used to train the 

membership functions and the recursive least square algorithm 

is used to update the consequent parameters of the NF 

controller to cope with uncertain and variable weather 

conditions of PV system. The proposed NF-based MPPT 

Fig. 17. Performance of the proposed NF-based MPPT controller at 

1000W/m2; (a) duty cycle, (b) solar panel output current, (c) solar panel 

output power, (d) solar panel output voltage. 



scheme with the RLSE-PSO training algorithms provides the 

necessary duty cycle to control the buck-boost DC-DC 

converter that ensure maximum power transfer to the DC link 

at all operating conditions. A PI controlled three-phase 

inverter is implemented to connect the PV system to the grid. 

It is found from simulation and experimental results that the 

proposed NF-based MPPT controller is able to effectively 

extract maximum power from the panel under varying 

irradiance conditions while achieving a very fast stable 

response. The performance of the proposed NF-based MPPT 

scheme is also compared with the conventional PO based 

MPPT scheme. It is found that the proposed system achieves a 

faster response with significantly less oscillations as compared 

to the conventional MPPT scheme. Besides, the designed 

controller is capable of retrieving surge current at dc-link end. 

Therefore, the proposed NF-based MPPT coupled with the 

RLSE-PSO training algorithms can be considered as a 

potential candidate for industrial solar energy conversion 

system that is capable of transferring maximum power from 

PV panel to the grid line coping with the system uncertainties. 
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Abstract— Opportunities for advancing power management 

system (PMS) have arisen due to the growing emphasis on 

enhancing the fuel economy of maritime transportation. This 

work examines the ideal functioning of a multi-energy ship 

microgrid to lower the ship’s running cost and fuel emissions in 

light of the rapidly expanding shipping sector. This microgrid 

consists of a synchronous generator (SG) driven diesel generator 

(DG) set, solar photovoltaic array (SPV), battery, and onboard 

electric loads. Power quality problems, such as voltage 

imbalance, frequency jump, grid voltage distortions, etc., are 

typical in ship power systems and negatively impact onboard 

electric loads. The frequency-adaptive moving average filter 

(FAMAF) is employed in the first voltage source inverter (VSI) 

to improve the system’s power quality. FAMAF phase-locked 

loop (FAMAF-PLL) is deployed to accurately track grid voltage 

when the vessel receives shore power supply. In order to ensure 

the stability of the DC bus, the proportional-integral (PI) 

controller is tuned using the Pelican optimization algorithm. 

Keywords—SG-DG, SPV, BES, FAMAF-PLL, Shipboard 

microgrid.  

I. INTRODUCTION

The transportation business is rapidly becoming the backbone
of national economies, with sea transportation accounting for
80% of global commerce. However, because of the extensive
use of fossil fuels, the maritime fleet contributes significantly
to greenhouse gas emissions and other emissions [1-2]. Thus,
global concerns over air quality and fuel usage have resulted
in stricter shipping regulations. As a result, academics and
businesses have a growing interest in a more efficient and
clean onboard energy system. Based on this, renewable
energy resources have been integrated into the ship power
system.
In the same context, the energy storage system (ESS), like a
battery or fuel cell, has increasingly been incorporated into
ships to serve as a power buffer, balancing production and
demand [3]. The ESS may shift peak load demand into
multiple time periods, allowing the shipboard generation to
function economically and environmentally friendly. Given
that diesel engines continue to power more than 95% of ships,
increasing the efficiency of conventional fuels is more
urgently required. One option to enhance fuel economy is to
operate the fixed-speed DGs at a higher load factor [4]. The
cold ironing mode is the operating state in which the ships are
supplied with electricity from the shore power station while
berthing. It aids battery charging and provides power to
essential loads while non-essential loads are shut off [5-7].
However, using various energy sources, such as traditional
gensets, power electronics converters, and the presence of
onboard electric loads, may increase the complexity and
degrade the power quality, necessitating the usage of
adaptive filters [8-9]. The authors in [1,3,4,5,10] have utilized
different power management system (PMS) strategies for
coordinating various power sources to enable cost-effective
and environmentally friendly operations. The authors of [11-
12] have proposed different filters and phase-locked loops
(PLL) for fast synchronization to the shore power station. In
[13], the frequency-adaptive moving average filter (FAMAF)

is put forward, improving MAF’s dynamic performance and 

giving fast frequency information. The FAMAF-PLL is
advantageous over standard synchronous reference frame
PLL (SRF-PLL) as it has a better DC offset, harmonics and
voltage imbalance rejection capability.
The reliability of the DC-link voltage is essential.  It is
typically regulated using the typical PI controller.
Optimization approaches have been extensively used for PI
controller gain, reducing Vdc transients in both stable and
dynamic states and increasing stability. The genetic
algorithm (GA) and particle swarm optimization (PSO) are
the most common techniques [14-15]. In this work, the
Pelican optimization algorithm (POA) is used as it has better
convergence and extraction of components of the load current
[16].
Therefore, in this paper, the modeling of the ship microgrid
is done in the MATLAB-Simulink platform. The rule-based
PMS is employed to ensure the power flow among power
sources, loads and seamless transition among three modes:
islanded, diesel-generator connected, and shore supply
modes. The FAMAF-PLL is applied for filtering and
synchronization purposes. The POA is used for the
optimization of the DC link voltage for better stability and to
enhance the power quality of the ship power system.

II. SYSTEM CONFIGURATION

The layout of the shipboard system is exhibited in Fig. 1. The
onboard electric loads are powered by a 60 kVA diesel-
engine synchronous generator and a 62 kW solar photovoltaic
(SPV) system. The automatic voltage regulator (AVR) is
operated to provide excitation to DG. The 120-kWh battery
is connected in parallel, acting as a DC generator or a DC load
under different conditions. Using a boost converter, the
output voltage of the SPV unit is boosted to 750V. A PMS
controls a microgrid’s power flow, including the battery’s
charge level, the surrounding temperature, load power, etc.

III. CONTROL METHODOLOGY

The sections that follow describe different controllers.

A. Control of the SPV System

Perturb & observe method is the most common method for
the extraction of maximum power from the SPV unit.
However, its drawback includes oscillation around maximum
power point (MPP), which has the outcome of a loss of
energy. Moreover, it is unable to track the MPP under varying
solar radiations. Thus, the incremental conductance method
is put forward [17]. In this method, power differentiation with
respect to the voltage at MPP is equal to zero. The MPP is
tracked when evaluating the incremental conductance
(ΔI/ΔV) with instantaneous conductance (I/V), as shown in (1)
and increasing or decreasing the Vref with the fixed step size.

ΔI/ΔV = -I/V, at MPP

ΔI/ΔV < -I/V, right of MPP (1)

ΔI/ΔV > -I/V, left of MPP
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Fig. 1 Structure of shipboard power system

B. Pelican Optimization Algorithm
The Pelican optimization algorithm (POA) is a new stochastic
nature-inspired algorithm. It is based on pelicans hunting
their prey. It offers the benefits of minimal adjustment
factors, rapid convergence, and straightforward computation.
It consists of two phases: exploration and exploitation phase.
In the first phase, the pelicans determine the prey’s position

and fly in that direction from a high altitude. In the next
phase, in order to catch fish, pelicans swim to the surface,
spread their wings on the water’s surface to propel the fish
upward, and then catch the fish. Modeling pelican behavior
enables the projected POA to converge to better hunting
areas. In this paper, the proportional gain (kp) and integral
gain (ki) for tuning Vdc1 are made with POA for its bus
stability.
The objective function as integral time absolute error (ITAE)
is expressed as,

*
1 1 1

0 0

dc dc lossCF t V V dt t V dt
 

= − =  (2)

Subject to 0≤ kp≥ 2, 0≤ ki ≥2

C. First VSI control

The FAMAF ensures the enhancement of the power quality
of the microgrid. The first VSC operates in the current control
manner.

a) Unit Templates Extraction
Phase load voltages help in the extraction of the unit
templates for the first VSI.

1
a la

b lb
t

c lc

v

v
V

v







   
   

=
   
      

(3)

Here, Vt demonstrates the peak load voltage that is expressed
as,

2 2 22
( )

3t la lb lcV v v v=  + + (4)

b) Fundamental Weights of Load Currents Extraction
The FAMAF assists in extracting the active weight
component of the load currents. It is utilized to block the
lowest-order harmonic caused by the unbalanced point of
common coupling (PCC) voltages. The transfer function and
its block diagram are given in Fig. 2.
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Fig. 2 Block diagram of FAMAF

The load currents ilabc are transformed to dq frame currents
ildq. It is then passed through the MAF. The MAF is generally
treated as an ideal low pass filter with its transfer function
written as,

1
( )

T s

MAF

e
G s

T s





−
−

= (6)

Here, the window width is defined as Tω whose value is
normally taken as 0.01s. By taking Tω as 0.01s, MAF is
responsible for filtering out the harmonics having integral
multiples of the frequency of 100Hz. Thus, the value of Tω 

dictates the dynamic response time and the lowest harmonic,
which is filtered out. However, as the window width is larger,
it has a prolonged dynamic response. Moreover, under
varying frequencies under the actual case, MAF cannot filter
out the harmonic components due to its fixed Tω. Thus, the
problem of large window width is overcome by DSOGI-FLL. 
The output of the MAF are converted to αβ components
which are fed to a dual second-order generalized integrator-
frequency locked loop (DSOGI-FLL), as shown in Fig. 3. The
transfer functions for band-pass filter D(s) and low pass filter
Q(s) form the structure of DSOGI-FLL.
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Here, the value of attenuation coefficient k is selected with
the following formula,

2

'
nk

 



 
= (9)

The center frequency ω’ is estimated from the FLL block
with the help of a negative gain integrator. The DSOGI-FLL
is wielded to filter the fundamental negative sequence
component while giving information on the PCC’s frequency 

accurately and quickly. It helps in reducing the delay time of
MAF by updating the Tω. In addition to this, the DC offset
and the three-phase imbalance are eliminated by it. The
following equation selects the window width of MAF to filter
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the high-order harmonics along with ±6th order harmonics
and to reduce the response time. 

3 '
T




= (10)

The fundamental weight of the load current is represented by
(11) has the filtered positive sequence component of the load
current.

2 2
aw ( i ) ( i ) 

+ += + (11)

c) Determining of Feed-Forward Weight
The feed-forward weight is determined to reduce the
oscillation seen in Ipv due to the changing atmospheric
conditions.

( )2

3
pv

pvff
t

P h
w

V
=  (12)

Here, Ppv(h) represents the instantaneous SPV output power.

d) Determining Active Loss Weight
By managing the active loss component, the first VSI draws
current from PCC to guarantee that Vdc1 is matched to the
reference DC link voltage (V*

dc1). It is illustrated as,

1 1( ) ( 1) ( ( ) ( 1)) ( ( ))loss lolo ssss loss p i lossw h w h k V h V h k V h= − + − − + (13)

with the Vloss(h) calculated as,
*

1 1( ( )( ) )loss d dccV h VV h h= − (14) 

Here, the value of proportional and integral gain is calculated
with the help of the Pelican algorithm to ensure that Vdc1 is
matched to V*

dc1 closely under all working conditions.

e) Determination of Reference Currents
The resultant weight for the first VSI is expressed as,

h pvff loss aw w w w= − − (15)

Therefore, the wh ensures the computation of reference
currents for the first VSI as,

*
1a h ai w =  , *

1b h bi w =  , *
1c h ci w =  (16)

f) Switching Pulses Creation
The difference between the reference phase current and the
measured first VSI output currents is given to the hysteresis
current controller to generate switching pulses (A1-6), as shown
in Fig. 4.

D. Switching Strategy for Second VSI

The battery is connected to the second VSI. The second VSI
works in standalone, DG-connected, or grid-connected mode,
as depicted in Fig. 5.

1. Islanded Mode
The VSI acts as an off-grid inverter. The load receives power
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Fig. 4 Control architecture of first VSI

from the SPV unit. Depending upon the loading conditions,
the BES acts either as a DC generator or a DC load.
The reference phase load voltages are expressed as,

* * ( )la tl nV sin tv = (17) 
* * ( 120 )lb tl nV sinv t = − (18)
* * ( 120 )lc tl nV sinv t = + (19)

where V*
tl represents the peak voltage while ωn represents the

nominal frequency.
The differences between (vla, vlb, vlc) and (v*

la, v*
lb, v*

lc) are
provided to the non-ideal proportional resonant (PR). The PR
controller is preferred over the PI controller as it allows for
finite gain and fast response. The controller outputs are the
reference phase load currents; those are again evaluated to the
measured load currents (ila, ilb, ilc). The errors are given to the
hysteresis current controllers. The hysteresis window, which
generates the switching pulses, is selected as 0.01 of load
current.
2. Diesel Generator Connected Mode
The SG-based DG is connected to the system in this mode of
operation, allowing the VSI to operate in the current-
controlled mode. The AVR is operated to ensure the diesel
voltage is within the operating limit. The subsequent
subsections illustrate its working.

a) Extraction of Unit Templates of DG Voltages
The DG unit templates are extracted from the DG phase
voltages as,

1
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(20)

Here, the Vdgt denotes the peak of the DG voltages.

b) Calculation of Feed-Forward Weight
In order to have a more stable and rapid convergence, the
feed-forward weight is determined as,

( )2

3
pv

dgf
dgt

P h
w

V
=  (21)

c) Reference Currents
The weight wn is expressed as,

n a dgfw w w= − (22)

Here, wa is calculated from (13).
The fixed-speed SG-driven DG performs better when
operating between 80-100% of its capacity.
Thus, it is fed to the limiter to satisfy the following constraints,
0.80* rated rated

dg dg dgP P P  (23) 

Now, the reference phase DG currents are achieved as,
*
dga r dgai w =  , *

dgb r dgbi w =  , *
dgc r dgci w =  (24)



Fig. 5 Control design for second VSC

d) Switching Pulses Generation
The hysteresis controller generates the switching pulses when
it is fed with the errors (i*

dga-idga, i*
dgb-idgb, i*

dgc-idgc).
3. Shore-Supply Mode
The shore power station provides power to charge the BES in
the ship power system. During this operation, maximum loads
along with the DG as the vessel is in the harbour. It is also
referred to as cold-ironing mode.

a) Creation of Grid Unit Templates
The grid unit templates are expressed as,

1
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gc grc

v

v
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(25)

and the Vgrt is the peak grid voltage.

b) Computation of Fixed-Power Weight
As the shore supply is constant, the weight is expressed as,

2

3
g

grf
grt

P
w

V
= (26)

where the Pg is the fixed power provided from the shore
power station.

c) Computation of Reference Grid Currents
The reference phase current is determined by the fixed power
weight as,

*
gra grf grai w =  , *

grb grf grbi w =  , *
grc grf grci w =  (27)  

d) Switching Pulses Generation
The switching pulses for cold-ironing mode are initiated when
the hysteresis controller is provided with the errors (i*gra-igra,
i*

grb-igrb, i*grc-igrc).

 

 

 

 

 

 

 

 

 

E. PMS Control
The FAMAF-sPLL, as described in Fig. 6, is a hybrid pre-
filter FAMAF extended to the SRF-PLL. The FAMAF-PLL
ensures the synchronization of the grid, SG-based DG set to
the power system. It helps in calculating the frequency and
phase angle of the three-phase signal, even under distorted
conditions. Its open loop transfer function is expressed as,
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Fig. 6 Structure of FAMAF-PLL

The PMS guarantees a seamless transition between the three
modes (islanded, DG, and the cold ironing mode), The
parameters, such as the frequency of the shore-supply, DG,
and the load; the phase angles of the DG, the shore-supply,
and the load; the amplitude of the grid and the DG; the power
balancing equation; and the battery charge, are continually
monitored by the PMS. According to Fig. 7, PMS sends a
signal to the switches and second VSC to operate under
different working conditions.

IV. RESULTS AND DISCUSSION

The performance of the ship power system is simulated in
MATLAB under different working conditions.
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Fig. 7 PMS flowchart for transition among three modes

A. Berth-out Operation

Under this condition, the ship is in regular water. Here,
constant irradiation of 1000W/m2 is assumed. The SPV unit
supplies power to both BES and onboard electric loads. The
battery is charging during this operation.   The second VSI
operates in an islanded mode. The DC-link voltages Vdc1 and
Vdc2 are regulated within 5% of 750V. Fig. 8 depicts its
performance. Under this operational mode, the harmonic
spectra of vla and ila are 0.41% and 0.04%, respectively.

Fig. 8 Response of microgrid under berth-out operation

B. DG Operation

Sometimes, the SPV system is unable to meet the load
demand, and the battery’s state of charge is also very less. 

Thus, during this case, the PMS sends the signal, turns ON the
DG to meet the load demand, and charges the BES. Thus, the
second VSI operates in DG-connected mode. As seen in Fig.
9, the synchronization of DG to the microgrid starts at 0.4s.
However, DG having a high rating requires time to connect
with the power system. Here, the pre-synchronization time is
0.15s as the DG is connected at 0.55s. There is a high inrush

of idg at the beginning, but it settles down. Since the BES is
associated directly with the VSI to the PCC, a second
harmonic is injected into BES. During this time, DG and SPV
units provide power loads and battery. Similarly, the vdg and
idg have a level of total harmonic distortion of 0.06% and
0.13%, respectively.

Fig. 9 Performance evaluation under DG mode

C. Shore Supply Operation

In this paper, the electrical grid is assumed to supply power
to the loads and BES during the cold-ironing mode. Moreover,
maximum loads are shut down as the ship is at berth. The cold-
ironing mode starts at 0.95s while the grid starts supplying
power to BES and loads from 1.04s. Fig. 10 exhibits the
performance of the ship power system under shore-supply
operation. Phase ‘a’ of grid current has a THD level of 0.23%
during the cold-ironing mode.

D. Analysis of DC-link Voltage

Table-I depicts the optimized values of proportional and
integral gains for Vdc1. As seen in Fig. 11, the Vdc1 settles faster
for POA’s optimized values than GA and PSO. During DG-
connected mode, both GA and PSO have more fluctuations
than POA. At the start of cold-ironing mode, the GA’s 

optimized Vdc1 has a large overshoot. The overall performance
of the microgrid improves with the wloss current component as
it has fewer current ripples.



Fig. 10 Performance of the microgrid under berth-in operation

TABLE I. VALUES OF KP AND KI

Vdc1

Optimization techniques kp ki

GA 1.8268 1.0938

PSO 1.9113 1.9658

POA 1.6683 1.8895

Fig. 11 Dynamic performance of the DC-link voltage

V. CONCLUSION

The global public interest in lowering greenhouse gas
emissions is a significant motivator in the design and
operation of marine transportation networks. Therefore, a
proposed microgrid is modeled for small boats where DGs
are only used for emergency mode when the other sources
cannot meet the load demand. Higher harmonic distortions

caused by various loads, power converters, etc., cause
multiple issues, such as electrical equipment failure,
increased power losses, overheating, decreased measurement
accuracy, etc. Therefore, a FAMAF filters the harmonics and
improves the power quality. The harmonic spectrum of vla, ila,
vdga, idga, igra are less than 5% which satisfies the IEEE
Standard 519. THE FAMAF-PLL is wielded for
synchronization to the shore power station. The optimized PI
controller by POA ensures that Vdc1 is regulated, resulting in
enhanced power quality and stability. The rule-based PMS is
helpful for the seamless transition between the three modes
easily.
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Abstract—A Power imbalance and Harmonics Damping 
based reference current generation method for the reliable 
operation of DFIG under distorted grid voltage is proposed in 
this manuscript. The dominant imbalance and harmonic 
components such as negative sequence voltage, 5th and 7th 
harmonics in grid voltage lead to power oscillations of 200Hz, 
300Hz, 400Hz and 600Hz in the stator active and reactive power 
aiding the unreliable operation of DFIG and grid instability, in 
addition to the creation of braking and forward torques. Thus, 
necessitates the need for a new set of current references which 
can mitigate the effect of these dominate oscillations on DFIG 
performance. In this regard, modified current references are 
generated for d-q axes control of RSC to minimize the imbalance 
and harmonic contents in electromagnetic torque and stator 
active and reactive power through a single target of damping the 
power oscillations. Whereas, GSC focuses on mitigating the DC 
link voltage fluctuations while facilitating unity power factor 
operation at the grid side. The new reference currents for RSC 
and GSC are obtained by adding the negative sequence voltage, 
fifth and seventh harmonic compensating currents to the steady 
state current references to meet the target. The proposed 
scheme is validated using PSCAD/EMTDC simulations on a 
2.3kVA DFIG. 

Keywords— Doubly fed Induction Generator (DFIG), Power 
imbalance and Harmonics, Rotor Side Converter (RSC), Grid Side 
Converter (GSC) and Harmonics 

I. INTRODUCTION 

Wind is one among the largest sources of renewable energy 
with DFIG as the most efficient and widely used variable 
speed generator across the globe, capable to support the 
reactive power demand of the generator by magnetizing from 
the rotor circuit, while facilitating decoupled reactive and 
active power control through Rotor Side Converter (RSC) 
current control. 

However, the main drawback of DFIGs is that, they are 
extremely sensitive to any sort of grid distortions, especially 
unbalance or harmonics in grid voltage which makes the 
power control of DFIG a tedious task as the machine stator 
windings experiences huge unbalanced/ harmonic currents 
leading to additional air gap flux as the stator of DFIG is 
connected directly to the grid. Thus, leading to mechanical 
wear and tear of the generator, over heating of windings, 
unbalanced/harmonic grid currents, further adding to the 
power quality issues. Under balanced grid voltage, the air gap 
flux is having only forced flux component. However, under 
the presence of dominant harmonic components like 5th and 
7th harmonics in grid voltages, DFIG rotor will experience 
braking and forward torques with 600 Hz ripple owing to 
5thand 7thharmonic voltages due to the additional backward 

and forward rotating natural fluxes in the airgap at a speed of 
-5ωe and +7ωerespectively.

Fig. 1 Block Diagram of DFIG 
Further, stator and grid side reactive and active power contain 
pulsations 200Hz, 300Hz, 400Hz and 600Hz along with 
speed and torque ripples. Also, the stator and grid currents 
will be polluted with harmonics and there will be ripples in 
rotor currents as well. If pertinent control actions are not in 
place, this situation is harmful to the machine and for the grid 
as well as it can further weaken the grid leading to a complete 
collapse of the grid stability. 

Several control schemes are illustrated for the effective 
power control of DFIG while minimizing the harmonic 
currents in the windings; compensating the oscillations in 
power and electromagnetic torque; elimination of stator flux 
oscillations; ripples in DC link voltage along with reactive 
power compensation to maintain sinusoidal current exchange 
at grid terminals under harmonically distorted grid voltage. A 
DPC scheme established in the d-q frame using Frequency 
Adaptive Vector PI (FAVPI) is proposed [1] without Phase 
Locked Loop (PLL) for obtaining balanced and sinusoidal 
stator currents eliminating sequence component separation 
and dual vector control targeted to control the 2θs and 6θs 
pulsations owing to harmonics and negative sequence 
voltages. Simultaneous control of torque ripples is achieved 
by the proposed scheme. However, there are still pulsations 
in the torque and power; and the stator currents are still 
unbalanced and contain harmonics. 

An improved DPC scheme integrated with second-order 
vector integrator for vector control targeting three different 
control targets such as smooth stator reactive and active 
powers; balanced stator current; and ripple free grid side 
reactive power and electromagnetic torque; eliminating the 
need of PLL was proposed [2]. The test results reported 
reveals that the control targets are achieved effectively; 
however, there are sustained oscillations in other untargeted 
variables.  

A stator harmonic current elimination technique for DFIG 
under distorted grid voltage using integer and inter harmonics 
[3] using an incomplete derivative controller for eliminating
the negative sequence stator currents is reported targeting
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dynamic response and disturbance rejection. A feed forward 
regulator to eliminate the effects of harmonically distorted 
stator currents on DFIG performance is reported [4]. A 
control strategy for DFIG under unbalanced and 
harmonically distorted grid voltages is reported targeting the 
discrete control targets such as, ripple free grid side active 
and reactive power; and balanced and sinusoidal grid currents 
using PI and vector PI controllers for RSC and GSC control 
is proposed [5]. 

An impedance reshaping method for HFR damping and 
harmonic current mitigation is proposed in [6] for improved 
DFIG operation. A control strategy for DFIG system 
targeting discrete targets as sinusoidal grid current; and ripple 
free grid power for grid connected DFIGs with parallel 
compensation subjected to harmonically distorted grid 
voltages is proposed [7]. 

An improved repetitive control scheme for DFIG to 
maintain sinusoidal stator current during harmonically 
distorted grid voltages is proposed [8] DFIG. However, there 
are still ripples in power and torque and stator currents are not 
ripple free as well. A stator current harmonic elimination 
method to suppress the5th and 7th order harmonic currents 
using resonant controller is proposed [9]. The proposed 
scheme is established by adding an additional harmonic 
current elimination loop with resonant controllers for RSC 
current control in addition to PI current controller for steady 
state current making the control complex. 

Methods for simultaneous power control of DFIG under 
grid distortions, especially under unbalanced grid voltage is 
proposed in [10] and [11] for simultaneous mitigation of 
active and reactive power, torque and DC link voltage 
pulsations while maintaining unity power factor operation at 
grid terminals. The effect of harmonics in the sensorless 
operation of DFIG is elaborated in [11].  

The effect of grid voltage harmonics on DFIG 
performance, especially its impact on the stator flux is 
elaborated in [12]. In [13], GSC is used as an active filter for 
compensating the harmonics currents to meet nonlinear load 
current demand. A Harmonic Vector Control (HVC) based 
control logic is proposed to mitigate the stator current 
harmonics due to harmonically distorted grid voltage [14], 
with a prime target to mitigate the torque pulsations. 
However, the control approach is complex as it involves 
several PI control loops for the control of individual harmonic 
components of current. An additional series grid side 
converter is used to compensate the effects of voltage sags, 
unbalance and harmonic in grid voltage facilitating improved 
low voltage ride through capability [15]. 

Reported literatures on DFIG control under grid voltage 
harmonics reported so far reveals that, the discrete control 
target approach to control the RSC and GSC targets leads to 
sustained oscillations/pulsations in unrestrained variables 
such as in dc link voltage, and grid side reactive and active 
powers along with unbalanced and harmonic grid currents. 
Further, it can be noticed from the literature that, 
simultaneous mitigation of power and torque harmonics 
along with minimization of grid current THD is left 
unaddressed for power control of DFIG under harmonics in 
grid voltage.  

In this regard, this paper proposes a novel power control 
scheme for the reliable operation of DFIG under 
harmonically distorted grid voltage through simultaneous 

mitigation of pulsations in DFIG torque and powers while 
maintaining the stability of the grid. A power harmonics 
damping based modified RSC and GSC reference current 
generation scheme is used to mitigate the oscillations in 
reactive and active power, electromagnetic torque and DC 
link voltage, while facilitating reactive power compensation 
at the grid terminals. The effectiveness of proposed scheme 
under different events is validated using PSCAD/EMTDC 
simulations. This paper is organized into different sub-
sections such that the mathematical model of DFIG under 
harmonically distorted grid voltage is described in section II, 
Power Harmonics Damping Method is described in section 
III, Control of Rotor Side Converter in section IV, Control of 
Grid Side Converter in section V and Simulation Results and 
discussions in section VI. 

b

q⁺ 
Vₛ 

+7ωₛ

a

c

d⁺ 
φₛωₛ 

 β 

μ 

-5ωₛ
 α  θₛ 

V₅ˍ  

V₇₊

Fig. 2 Space Vector Diagram 

II. MATHEMATICAL MODEL OF DFIGUNDER HARMONICS IN 
GRID VOLTAGE

The distribution of space vectors is as shown in Fig. 2. The
stator flux is oriented along the d-axis and the stator voltage 
is oriented along the q-axis. These stator voltage and flux 
components in d-q axes under balanced grid conditions are 
termed as positive sequence quantities. The stator and rotor 
flux equations in d-q reference frame can be obtained from 
the d and q-axis equivalent circuit in Fig. 3 and 4 as follows 

Fig. 3 d-axis equivalent circuit of Induction Machine 

Fig. 4 q-axis equivalent circuit of Induction Machine 



              (1) 
              (2) 
      (3) 
      (4) 

During balanced grid voltage conditions, the flux along q-
axis is zero i.e. and the value of stator voltage along 
d-axis is zero i.e. . The components of magnetization
currents in d-q axes are given by

             (5) 
    (6) 

The stator active and reactive powers under balanced grid 
voltages can be written as 

     (7) 

     (8) 
However, during imbalance and harmonically distorted grid 
voltage conditions, the stator winding of DFIG experiences 
oscillations in stator currents as it is directly associated with 
the grid. The stator voltages and currents in d-q reference 
frame under negative sequence voltage, 5th and 7th harmonic 
content in grid voltage can be given by 

    (9) 

                  (10)
Here, ,  ,  ,  are  positive sequence voltages 
and currents in d-q axes , , , ,  are  negative
sequence voltages and currents, , , ,  are
fifth harmonic sequence voltages and currents and ,

, ,  are seventh harmonic sequence voltages
and currents at 100Hz, 300Hz frequency with respect to the 
positive sequence frame. 

In addition, as mentioned earlier, the dominant imbalance 
and harmonic components such as negative sequence voltage, 
5thand 7thharmonic voltages lead to braking and forward 
torques in addition to the fundamental torque. Further, the 
stator reactive and active power remain pulsating with 
200Hz, 300Hz, 400Hz and 600Hz components leading to the 
unreliable operation of DFIG and instability of the grid. 
Further, these imbalance and harmonic components in grid 
voltage sets up additional natural fluxes in the air gap rotating 
in the backward and forward direction w.r.t to the 
fundamental flux at a speed of -ωe, -5ωe and+7ωe speed 
respectively. These undesirable effects such as pulsations in 
active and reactive power, electromagnetic torque and DC 
link voltage on DFIG need to be curtailed for the reliable 
operation of DFIG under harmonics in grid voltage.  

III. POWER  IMBALANCE AND HARMONIC DAMPING METHOD

A modified reference current generation method to mitigate 
the undesirable effects of grid voltage imbalance and 
harmonics on DFIG performance is proposed. Here, the 
proposed Power imbalance and Harmonics Damping method 
focuses on simultaneous elimination of reactive and active 
power, electromagnetic torque and DC link voltage 
oscillations experienced by a grid connected DFIG under 

distorted grid voltages while facilitating reliable operation of 
DFIG. Here, RSC is equipped to minimize the oscillations in 
electromagnetic torque and stator reactive and active power 
through a single target of damping the stator power 
oscillations, by forcing the pulsating terms of active and 
reactive powers to zero while maintaining decoupled steady 
state power flow control. Likewise, GSC targets to maintain 
ripple free DC link voltage while maintaining zero reactive 
power consumption from the grid. 

IV. CONTROL OF ROTOR SIDE CONVERTER

The imbalance and harmonic components in the d-q axes grid 
voltages and currents will lead to pulsations in active and 
reactive powers as detailed below 

         (11) 
     (12) 

where, the anticipated steady state powers (active and 
reactive) are 

    (13)

    (14)
The remaining terms in (11) and (12) are the pulsating terms 
which are not desirable for the system, which are as follows: 

   (15) 

        (16) 
Further, to eliminate the pulsating terms in (15) and (16), 
these oscillating power terms will be forced to zero through 
modified compensating reference current injection through 
RSC and GSC. RSC will be controlled to reduce the 
oscillations in reactive and active power, and electromagnetic 
torque; while GSC will be controlled to reduce the ripples in 
DC link voltages and maintain unity power factor by 
compensating reactive power at grid side. From (15) and (16) 
the active and reactive powers oscillations terms at 2 , and 
±6   are equated to zero and then the rotor reference currents 
of d-q reference frame for the proposed target is calculated 
and these currents are injected to the rotor terminals to 
compensate the reactive and active power, and torque 
pulsations. The required compensating reference currents for 
d-q axes control to eliminate the effect of fifth and seventh
harmonic grid voltages on stator currents and further on
powers can be derived by equating the active and reactive
power pulsations at 6  and 12  to zero as shown in (17).



    (17) 

Further, from (13)-(16) and (17), the stator steady state, and 
5th and 7th harmonic compensating stator reference currents 
can be obtained as 

   (18) 

Here  can be derived by solving (17) where i,j = 1 to 8. 
The stator reference currents in the positive d-q frame are 
obtained as shown in (18) by equating the oscillation terms in 
(17) to zero. The stator voltage in d-q frame can be written as

(19) 

 (20) 
     (21) 

Neglecting the resistance drop, the above stator voltages can 
be written as 

   (22) 

          (23) 

   (24)
Further, after equating (23) & (24), the following flux 
components can be calculated as follows 

   (25) 

   (26) 

   (26) 

   (27) 

Further, the rotor reference currents can be obtained from 
stator reference currents and stator flux as follows 

  (28) 

Finally, the total rotor reference currents are obtained by 
adding the rotor reference currents in the positive sequence 
frame along with the fifth and seventh harmonic 
compensating currents as shown below. 

   (29) 

    (30) 
Further, using the rotor current references, the rotor side 
control voltages can be generated for the targeted RSC 
control as follows. 

      (31) 

     (32) 

V. CONTROL OF GRID SIDE CONVERTER

GSC is controlled to reduce the ripples in DC link voltage 
while maintaining unity power factor at the grid side. Here 
also compensating current references are generated as in 
RSC. The active and reactive power at the grid side can be 
written as 

     (33) 

    (34) 
    (35) 

    (36) 
Harmonics in grid voltage lead to pulsations in the DC link 
voltage and harmonics in the grid current. This can be 
nullified by modifying the GSC reference current control 
signals considering the grid side power oscillations terms i.e. 
active and reactive power harmonics   terms at 6  and 12  to 
zero as shown in (37). 



      (37) 

The required GSC current references for the above target are 
finally generated by adding the positive sequence, fifth and 
seventh harmonic compensating reference currents as 
detailed below. 

  (38) 

Proposed Power Harmonic Damping Control (RSC) 
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Proposed Power Harmonic Damping Control (GSC)
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(b) Reference Current Generation for GSC
Fig 5. Schematic diagram of proposed current generation scheme for (a) RSC and (b) GSC



(39) 

    (40) 
Finally, from the GSC current references, the GSC control 
voltages can be generated as follows. 

               (41) 

          (42) 

    (43) 

VI. SIMULATION RESULTS AND DISCUSSIONS

The proposed power harmonic damping based modified 
reference current generation scheme is validated on a 2.3 
kVA DFIG based system using PSCAD/EMTDC 
simulations.  

Fig.5 shows the schematic diagram of the proposed 
scheme. Here, the reference values of Psref, Qsref, Qgref, and 
Vdc(ref)are set as 1.5kW, 0kVAR, 0kVAR and 150V 
respectively (machine parameters of DFIG are given in 
appendix). The performance of DFIG is validated under 
harmonically distorted grid voltage with 10% harmonics in 
grid voltage (10% of fundamental voltage), which accounts 
to 3% of 5th harmonic in phase-A and 7% of 7th harmonic 
voltages in phase-B as shown in Fig. 6. 

At t=5s, 5th and 7th harmonic voltages are injected into the 
Phase-A& phase-B of grid voltage. It can be noticed that, 
without power harmonic controller, there are sustained 
oscillations in stator active and reactive powers, and 
electromagnetic torque which further leads to harmonics 
stator, rotor and grid currents; and pulsating DC-Link 
voltage. However, by injecting the new control currents at 
t=10s, it seen that the power harmonics in stator active power 
and torque are reduced significantly by 69% and 60% 
respectively. Further, it is also observed that the stator current 
THD is reduced from 4.5% to 2% after damping the power 
harmonics. Further, the proposed control logic is validated for 
higher voltage harmonics of 17% harmonic content in grid 
voltage (17% of fundamental voltage) also, which accounts 
to 7% of 5th harmonic in phase-A and 10% of 7th harmonic 
voltages in phase-B as shown in Fig. 7 and observed 
significant reduction in power harmonics in torque and power 
(Fig. 7 (c), (e)). The THD in stator current with the controller 
is observed to be 3%. 

The test results show the efficacy of the proposed power 
harmonic damping controller in simultaneous mitigation of 
power harmonics in active and reactive power, 
electromagnetic torque and DC link voltage in facilitating 
reliable operation for a grid connected DFIG under 
harmonically distorted grid voltages as shown in Fig. 6. It can 
also be noted from Fig. 6(f) that, though the grid voltage is 
polluted with harmonics, the machine is still delivering the 
desired steady state power to the grid with negligible 
oscillations (low THD) at unity power factor.

Fig 6. Simulation results under harmonically distorted (10%) grid voltage condition (a) three phase supply voltages (V), (b) Synchronous speed (rps),  
(c) Electromagnetic torque (Nm),  (d) actual and reference currents (A) (e)  Stator active power (kW), (f) three phase stator currents (A)(scaled three phase 
stator currents (A) under balanced grid voltage (f1), with injected harmonics and without controller(f2), with Power Harmonic Damping controller (f3)),  (g) , 
actual and reference currents(h) stator Reactive power (kVar), (A) and (i) DC-link voltage (V). 
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Fig. 7 Simulation results under harmonically distorted (17%) grid voltage condition (a) three phase supply voltages (V), (b) Synchronous speed (rps),  (c) 
Electromagnetic torque (Nm),  (d) actual and reference currents (A) (e)  Stator active power (kW), (f) three phase stator currents (A)(scaled three phase 
stator currents (A) under balanced grid voltage (f1), with injected harmonics and without controller(f2), with Power Harmonic Damping controller (f3)),  (g) , 
actual and reference currents(h) stator Reactive power (kVar), (A) and (i) DC-link voltage (V). 

VII. CONCLUSIONS

A Power Harmonics Damping based reference current 
generation method for the reliable operation and 
simultaneous control of DFIG parameters under 
harmonically distorted grid voltage is proposed in this paper. 
Here, the modified current references are supplemented with 
the steady state current references to eliminate the effect of 
fifth and seventh harmonic content in grid voltage on DFIG 
performance by equating the oscillating power harmonics at 
6  and 12  to zero, to facilitate simultaneous elimination of 
reactive and active power, electromagnetic torque and DC 
link voltage pulsations experienced by the DFIG under 
harmonically distorted grid voltages. It can be observed from 
the results that, simultaneous control of reactive and active 
powers, torque and DC link voltage is achieved with the 
proposed power harmonic damping method with a reduced 
stator current THD of 2%.   

VIII. APPENDIX
Parameters of DFIG

Doubly Fed Induction Generator: 2.3 kVA, 50 Hz, 4-Pole, Stator: 415V 
(Y), 4.7A; Rotor: 185V (Y), 7.5A; Machine parameters: Rs=3.68 Ω, 
Rr=5.26 Ω, Ls=Lr=0.307 H, Lm=0.282 H, J=0.012 kg-m2, B=0.033 kg-
m2/s 
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Abstract—This paper presents a three-phase, four-wire, 
grid-integrated, solar photovoltaic energy management system 
with battery backup. The solar energy conversion-battery 
energy storage (SEC-BES) system is compatible both in grid-
connected mode (GCM) and islanded mode (IM), respectively. 
The system is self compatible to seamlessly transit between the 
two modes. In GCM, the system operates using grid-following 
control as a controlled current source, while in IM, the system 
operates using grid-forming control as a controlled voltage 
source. Modified reduced order generalised integrator 
(MROGI) is incorporated into the control strategy which 
enables the voltage source converter (VSC) to also operate as a 
static compensator. As a result, power quality issues at the grid 
interface get resolved. In grid forming strategy, the VSC adopts 
a multi-loop control strategy so that a proper sinusoidal supply 
is available across critical loads. Multiple-power-sampling 
based perturb and observe maximum power point tracking 
algorithm has been adopted in this investigation which is 
compatible especially with slow/rapidly changing 
environmental conditions. In this paper, seamless transition 
between IM and GCM is realised in accordance with IEEE-929 
and IEEE-1547-2018 by estimating the point of common 
coupling (PCC) voltage, frequency and phase angle difference 
range respectively. These parameters get estimated using phase-
locked loop strategy based on MROGI. The entire system is 
realised in a MATLAB environment in a discrete time frame 
under various operating conditions. The total harmonic 
distortion of grid current (GCM) and PCC voltage (IM) is 
observed within 5% in accordance with IEEE-519, 929 and 
1547-2018 respectively.

Keywords—Solar energy conversion with battery energy 

storage; Modified dual reduced order generalised integrator; 

phase-locked loop 

I. INTRODUCTION

The growing demand for electricity due to the increasing 
population and industrialisation has increased the average 
global temperature, negatively impacting global climatic 
conditions. Therefore, to meet the present energy crisis and 
reduce the global warming, renewable energy sources (RESs) 
are being used. Among all RESs, solar photovoltaic (SPV) has 
a great potential for use in distributed energy generation 
(DEG) because of being readily available and independent of 
end user location. DEG provides many advantages such as, 
reduction in transmission losses, increased system efficiency, 
lower cost and supply of power to critical loads when 
intentional islanding happens[1].  

The power supplied by SPV depends on insolation, 
temperature and shadowing conditions. Therefore, for proper 
utilisation of SPV, a maximum power point tracking (MPPT) 
algorithm is required to extract maximum power from SPV 
array. Many frequently used MPPT algorithms such as, 
perturb and observe (P&O), etc., are put to use in steady 
weather conditions due to their simplicity and ease of 
implementation using a processor. However, such an 

algorithm may get confused and track in wrong direction in 
case of moving cloud conditions. Therefore, this paper 
presents multiple power sampling based perturb and observe 
(MPS-P&O) MPPT algorithm[2], which works in nice and 
rapidly changing environmental conditions. 

Residential societies, shopping complexes, commercial 
office buildings have three-phase four-wire (3P4W) supply. In 
such applications, single-phase, non-linear loads connected at 
the point of common coupling (PCC) introduce unbalance into 
the supply system. They draw highly distorted currents 
(containing third and its multiple harmonics) from utility 
mains, causing power quality (PQ) issues on the supply side. 
Triplen harmonics finally trace their path through the neutral 
wire leading to zero sequence currents. As a result, the neutral 
conductor gets overloaded and may also burst out[3]. This 
paper provides a 3P4W, utility interfaced solar energy 
conversion-battery energy storage (SEC-BES) system in 
which the voltage source converter (VSC) also acts as a 
distribution static compensator (DSTATCOM) and 
compensates neutral current harmonics, balances respective 
line currents and maintains supply end power factor (pf) to an 
optimum value such that only active power is exchanged with 
utility mains[4-6]. 

During an intentional grid outage, many critical loads are 
affected, including life support equipments in hospitals, 
computer networking in banking/IT sector, industrial loads, 
etc. Therefore, a grid-interfaced SEC system may be an 
alternate solution to avoid power outages across critical loads. 
However, due to the intermittent nature of SPV, maintaining 
load voltage and frequency in standalone mode/islanded mode 
(IM) is challenging. Hence, in this paper, the SEC-BES 
system operates in dual-mode namely, islanded mode (IM) or 
in grid-connected mode (GCM) with BES acting as a backup 
to deliver uninterruptible power to critical loads when both 
SPV and grid are unavailable[7-8].  

Utility determines load voltage and frequency at PCC for 
the SEC-BES system when operated in GCM. Furthermore, 
the VSC also acts as a DSTATCOM by compensating neutral 
current harmonics and balancing utility line currents through 
a control strategy which incorporates modified reduced order 
generalised integrator (MROGI), in which one MROGI 
generates fundamental load weight components (WPLeqx, x=a, 
b, c) and the other MROGI extracts sinusoidal in-phase unit 
template (upx, x=a, b, c) even if sag/swell occurs on PCC. The 
advantage of employing MROGI over traditional ROGI is that 
it eliminates DC offset (introduced by measuring 
equipments/conversion processes) from generated positive 
sequence signals[9-10]. In IM, the load voltage and frequency 
get regulated by SEC-BES system. VSC acts as a regulated 
voltage source and delivers distortion free voltage across 
critical loads by employing multi-loop control technique[11].  

Paper Id - 187



A static transfer switch (STS) operates on fault 
detection/clearance and aids in smooth auto-transition 
between IM and GCM of operation of the system. The auto-
synchronisation process of SEC-BES system with utility is in 
accordance to IEEE-929 and 1547-2018, which require grid 

voltage RMS within ±10%, frequency between 49.3 and 50.5 

Hz and phase difference ±20°[12]. Voltage, angle and 
frequency for realising control for msc signal of synchronising 
controller is estimated using phase-locked loop (PLL) in 
synchronously rotating reference frame (SRRF) based on 
MROGI. 

The objective of this paper is to develop an efficient 
multiobjective dual mode SEC-BES 3P4W grid integrated 
system. Main contributions of this paper can be highlighted 
as, 

• Investigation incorporates performance of SEC-BES
system operated in GCM and IM under rapidly
changing environmental conditions in accordance
with EN50530.

• In this paper, MROGI is used to extract a sinusoidal in-
phase unit template for grid reference current, as well
as to estimate the frequency and phase angle of the
utility and load using a PLL.

• STS is realised using a single IGBT in combination
with four diodes in each phase to perform smooth
transition between GCM and IM. As a result, the
system presented curtails cost and switching losses
even more, eliminates an additional IGBT and its gate
driver and makes the system compact and modular.

• Synchronising controller seamlessly switches between
GCM and IM without disrupting power delivery to
critical loads. Henceforth, it enhances operational
flexibility of the system.

• Peak sharing or lowering the total power cost of the
system, is provided by the SEC-BES system during peak

load demand and when the energy cost from the grid side 
is high. 

The paper layout comprises of following sections: Section 
II contains a block schematic and description of SEC-BES 
system. Section III discusses control techniques such as 
cascaded proportional integral (PI) control for bidirectional 
DC/DC converters, direct neutral current compensation 
technique when SEC-BES system operates in GCM, multi-
loop control strategy when SEC-BES system operates in IM, 
in-phase unit template extraction technique. Section IV 
presents results and discussions under various operating 
conditions. Section V is devoted to the conclusion. 

II. SYSTEM LAYOUT

The block schematic of 3P4W grid interactive dual mode 
SEC-BES system is shown in Fig. 1. It consists of a SPV array 
(combination of series and parallel connected modules) 
connected to the DC link. In addition, the BES gets connected 
to DC-link via a bi-directional DC/DC converter. The DC link 
through a three-leg, split capacitor (TLSC) VSC, series filter 
inductor (Lf), ripple filter (RC) gets connected to utility via an 
electronic state transition switch (STS). STS allows operation 
in GCM (with 3P4W utility) or in IM as per system 
requirement. The SEC-BES system parameters are provided 
in the Appendix. 

III. CONTROL ALGORITHMS 

The presented SEC-BES system control strategy is 
categorised into: multiple power sampling based P&O MPPT 
technique, cascaded proportional-integral (PI) control for 
bidirectional DC/DC converter, current control for VSC in 
GCM (grid following control strategy) and voltage control 
mode of VSC in IM (grid forming control strategy). PCC 
voltages (vPCCx, where x=a,b,c), load voltages (vLx, where 
x=a,b,c), grid currents (igx, where x=a,b,c), load currents (iLx, 
where x=a,b,c), PV current (IPV), DC-link voltages (VDC1, 
VDC2), battery current and voltages (VB, IB) are sensed and 
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given as input to the controller. Mathematical modeling of the 
control logic can be explained as, 

A. Multiple-Power Sampling Based P&O MPPT Technique

The objective of using such a MPPT technique is to extract
maximum instantaneous power from PV and deliver it to 
battery, load and grid respectively. P&O and incremental 
conductance methods are well-known as hill climbing (HC) 
MPPT approaches as they are simple to implement through a 
processor. Such algorithms operate effectively in good 
weather situations. However, when situations such as, moving 
clouds arise, these MPPT approaches fail to track in the 
correct direction. This paper presents multiple-power 
sampling based perturb and observe (MPS-P&O) MPPT 
algorithm, which operates under aforementioned varying 
weather conditions and the flowchart is shown in Fig. 2. 
Merits of the MPS-P&O MPPT algorithm includes simple 
design, ease of implementation, reduced implementation cost 
and computing work and excellence in efficiency and quick 
response on rapid changes in irradiance. 

B. Cascaded PI Control for Bidirectional DC/DC

Converter

In Fig. 3, the objective of a bidirectional DC/DC converter
is to control the charging/discharging current of BES system 
during grid-connected/islanded mode to regulate the DC link. 
The control strategy adopts cascaded PI with the outer loop 
realised for voltage control and inner loop controls BES
system charging/discharging current. ��∗  is directly coupled to
both gate pulses to enhance the current dynamics. In Fig. 3, 
BES system is also protected from overcharging/deep-
discharging, by blocking control gate pulses using a logic 
signal 'n' generated by EMS algorithm as depicted in Fig. 4 
(c). 

C. Grid Following Control Strategy

As shown in Fig. 4, the GCM of SEC-BES system is
implemented in steps: 

1. Generation of Unit In-phase Template

MROGI is used to generate in-phase unit templates for
grid currents (upx, where x=a,b,c), as illustrated in Fig.4(a). 
When compared to conventional ROGI, MROGI has an

advantage that it eliminates DC offset from ���  and ��� .

Output of one MROGI also gets utilised in computation of θuti 
for the synchronising controller through a PLL. Additionally, 

MROGI enhances PLL bandwidth and dynamic response by 
eliminating DC component from positive sequence voltages. 
The peak amplitude of per phase voltage can be determined 
as,  

�	 = ������ + ������ (1) 

2. Computation of Fundamental Load Current Weight
Component (WPLeq)

Using MROGI approach, the equivalent fundamental
active weight component of load current is computed as 
shown in Fig. 4(b) and can be mathematically expressed as, 

����� = ������ � + ����� �� (2) 

3. Direct Neutral Current Compensation Control Technique

This method eliminates the neutral line current without
requirement of an additional VSC leg. In this control 
approach, gate pulses for VSC are generated using indirect 
current-controlled method which compares the reference grid
current (���∗ , where x=a,b,c)  to the actual utility mains line

current (igx, where x=a,b,c). The weight component of 
reference grid current in Fig. 4(c) is the sum of PV feed-
forward (PVFF) loop weight component, fundamental load 
current weight component, BES feed-forward loop weight 
component and ��∗ , which is utilised when the battery is in float
mode, 

��� = ����� +����� +������ + ��∗ (3) 

D. Grid Forming Control Strategy

Control block schematic for IM is shown in Fig. 5. During
occurrence of utility outage, the synchronising controller 
opens the STS switch by estimating three parameters 
(amplitude, phase and frequency) in accordance with IEEE-
1547-2018 and shifts SEC-BES system to voltage controlled 
mode seamlessly, ensuring that load voltage remains 
unchanged prior to islanding across the sensitive loads. Multi-
loop approach is employed in this paper to regulate voltage of 
each phase across the load.  

IV. RESULTS AND DISCUSSIONS 

3P4W grid integrated, dual-mode, SEC-BES system is 

realised in MATLAB environment in discrete time frame. The 

system presented in Fig.1 is simulated under various operating 

conditions such as, rapid insolation changes, unbalanced non-

linear loading and grid outage/auto re-synchronisation. The 

system parameters used in the system simulation are enlisted 

in  Appendix. 

Start

Measure IPV(k), IPV(k-1), IPV(k-2),

VPV(k), VPV(k-1), and VPV(k-2)

PPV(k)= VPV(k)*IPV(k)

PPV(k-1)=VPV(k-1)*IPV(k-1)

PPV(k-2)=VPV(k-2)*IPV(k-2)

PPV(k)>PPV(k-2)NODecreasing Solar Insolation

dP2=PPV(k)-PPV(k-1)

dP1=PPV(k-1)-PPV(k-2)

dP2>dP1

VPV(k)>VPV(k-1)

NO

YES

VPVref =VPVref +dv

YES

VPV(k)>VPV(k-1)
NO

NO

VPVref =VPVref -dv

YES

VPVref =VPVref -dv

YES Increasing Solar Insolation

dP2=PPV(k)-PPV(k-1)

dP1=PPV(k-1)-PPV(k-2)

dP2>dP1

VPV(k)>VPV(k-1)

NO

YES

VPVref =VPVref +dv

YES

VPV(k)>VPV(k-1)
NO

NO VPVref =VPVref -dv YES

VPVref =VPVref +dv

Return

Fig. 2. Flow Chart of MPS Based P&O MPPT Algorithm 

Fig. 3. Cascaded PI Control for Bidirectional DC/DC Converter 

0
(VDCref)T IB

*

IB

ma

Carrier 
Signal

AND

AND

IB
*

0 S7

S8

Voltage  
Controller 

Current  
Controller 

VDC1

VDC2

VDC

IPV

1080 V

1n
1

0



A. Performance of SEC-BES System in Rapidly Changing

Environmental Conditions

Fig. 6 depicts the system dynamics after executing the
presented control scheme under rapidly changing insolation 
conditions. Initially, the system operates in night mode (NM) 
from 0-1 secs and is connected to 3P4W utility mains. During 
the peak demand slot in this tenure, the BES meets required 
load demand and also exchanges balance active power with 
the grid till it is within healthy state-of-charge (SoC) range, as 
depicted in Fig. 6. Irradiation (G) starts to increase with a 
slope of 200W/m2/sec at t=1sec and then remains constant 
between t=2-3 sec. G again initiates towards an increase with 
a slope of 400W/m2/sec, finally attaining 1kW/m2 at t=5sec. 
G starts decreasing with the same slope from t=9 secs. When 

insolation changes rapidly, the MPPT algorithm adopted 
works efficiently so as to extract maximum power which also 
therefore, increases linearly with G. Controller for bi-
directional DC/DC converter operates such that the BES 
system discharges/charges according to G and also regulates 
the DC-link. VSC also works as a DSTATCOM so as to 
compensate the neutral line current while exchanging active 
power with utility mains. In Fig. 6, the BES gets charged upto 
maximum SoC limit (=80%) set in the controller algorithm. 
At t=9.4secs, BES system floats. Logic signal 'n' shown in Fig. 
3, blocks the DC/DC converter gate pulses at that point. DC 
link now therefore gets regulated by the VSC which also 
simultaneously eliminates the neutral line current. Gate pulses 
for the DC/DC converter resume after t=10.8 secs when PV 

Fig. 4.  Block Schematic of (a) Extraction of Sinusoidal Unit in-Phase Template (b) Generation of Fundamental Peak Amplitude of Load Current (c) 
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power is less than the load demand and BES starts discharging 
to meet the load demand. According to IEEE-519 and IEEE-
929, the grid current THD at night and day both retain within 
5% as depicted in Fig. 7. 

 

B. System Response Under Unbalanced Load

This operating condition illustrates system dynamics when
an unbalance is created at t=7secs as depicted in Fig. 8. 
Initially, the system load is balanced as marked by OA. Load 
current in each phase has a peak of 17.5A. During this mode, 
as irradiation varies, the extracted PV power changes linearly. 
BES switches from discharging to charging mode with DC-
link being maintained by the bi-directional DC/DC converter. 
Only active power gets exchanged with grid, as shown in Fig. 
8. At t=7 secs, load on phase 'c' is reduced by 60%, while 'a'
and 'b' phase loads respectively remain unchanged (start of
mode AB). Fig. 8 shows fall in DC-link at t=7secs. The
voltage gets regulated by the controller. Prior to unbalance,
current flowing into the grid in each line is 20A (peak), but at
t=7secs, WpLeq decreases, increasing the magnitude of the grid
current, and the current going into the grid is now 25A (peak).
In all modes, the VSC also functions as a DSTATCOM,
compensating neutral line current and operating the system
such that power exchanged with grid is active power as shown
in Fig. 8. THD of grid current is found within 5% as shown in
Fig. 9 which is in accordance with IEEE-519 and IEEE-929
respectively.

C. System Performance During Changeover between GCM

and  IM

The performance of system parameters during smooth
transition between GCM and IM is depicted in Fig.10. A fault 
on the utility side occurs abruptly at t=2secs. As a result, the 
SEC-BES system is immediately disconnected from utility by 

 

the synchronising controller which operates STS. As a result, 
vutiabc and igabc become zero and the system operates using grid 
forming control so as to regulate load voltage amplitude, 
frequency and phase. At t=2 secs, on occurrence of grid 
outage, the DC link rises. The voltage rise is regulated by the 
controller such that DC link is maintained at the previous 

steady value. Phase angles, θg and θL therefore deviate from 
each other at t=2secs as illustrated in Fig.10. During islanded 
mode (IM), VSC carries only load current which is supplied 
by PV and BES. After fault clearance, at t=6secs, the SEC-
BES system is auto-resynchronised to PCC and the controller 

ensures that θg and θL match each other which is among the 
essential conditions for STS reclosure. When grid re-appears 
at t=6secs, a dip appears in the DC link (due to the system 
getting connected to PCC) which is overcome by the 

Fig. 6. System Performance Under Rapidly Changing Environment 
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controller for DC/DC converter. During grid connected mode 
(GCM), the VSC carries algebraic sum total of the load 
current and injected grid current. In Fig. 11, the load voltage 
THD are observed within 5% according to IEEE std 519, 929 
respectively.    

V. CONCLUSION

The behaviour of a dual-mode, SEC-BES system has been 
presented in this investigation to demonstrate the benefits of 
grid following and grid forming control strategies 
respectively, by estimating reference grid current for utility 
integrated mode and reference voltage with frequency and 
phase in IM through a synchronising controller. STS is 
realised using a single IGBT in combination with four diodes 
in each phase to perform smooth transition between GCM 
and IM. As a result, the system presented curtails cost and 
switching losses even more, eliminates an additional IGBT 
and its gate driver and makes the system compact and 
modular. During transition between GCM and IM, the 
controller eliminates transients in load voltages and currents 
resulting to a seamless changeover. Furthermore, the 

MROGI-based current control compensates for neutral line 
current harmonics, balances grid currents and operates the 
system in such a way that the balance power gets exchanged 
with the utility mains as an active power. This paper also 
proposes an energy management system to prevent BES 
overcharging/deep discharging. In accordance with IEEE-
519 and IEEE-929, the load voltage and grid current THDs 
are observed within 5%. 

APPENDIX 

Simulation Parameters: PMPPA=30kW, VOCA=1270.6V, 
NS=39, NP=4, (VDCref)T=1080V, CDC1=CDC2=2300µf, BES 
Capacity=500Ah,240V,LB=3mH, fS=10kHz for Bidirectional 

converters, 1-Φ, diode-bridge rectifier=3.3kW per phase, 3-Φ 
Line-Line voltage=415V, 50Hz, Vtmax= 372.74 V, Vtmin= 

298.19 V, Fgmax= 50.5 Hz, Fgmin= 49.3 Hz, Δθmax= 0.35 rad, 

Δθmin= -0.35 rad.  
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Abstract — Intermittent nature of wind energy conversion system 

(WECS) can influence the stable operation of grid and the 

transient events in grid system can influence the electrical and 

mechanical components of the wind turbines. Low voltage ride-

through (LVRT) is among the important grid connection 

requirement for wind energy conversion systems for a stable grid. 

Traditionally, the wind turbine satisfies the LVRT criterion by 

using the braking chopper which stresses the electrical system. In 

this paper, a torque limitation and drivetrain damping control are 

proposed as an add-on feature to the traditional braking chopper 

control which ensures better LVRT capability without 

overloading the braking chopper and the mechanical system. The 

proposed control method is verified by using a 2 MW model of a 

direct wind turbine developed in MATLAB Simulink and 

performance is compared with conventional braking chopper and 

torque limitation methods.  

Keywords—Low Voltage ride through (LVRT), Direct 

drive wind turbines, Torque control, Braking chopper control, 

Maximum torque per ampere Control (MTPA), Drivetrain 

damping. 

I. INTRODUCTION 

     Countries around the world are seeing an increased 

requirement of electricity to satisfy the demands growing 

population and industrial systems. Renewable resources are 

being pushed extensively to the power system to satisfy 

increased energy requirements as well as the stringent 

decarbonatization requirements [1,2]. Out of the renewable 

energy systems, wind energy is rapidly leading over the 

renewable technologies as wind energy is more energy and 

space efficient, reasonably well predictable in wind, and can be 

generated during day and night, etc. The technologies of wind 

turbine systems could be onshore and offshore. From the start 

of the 1990s, the onshore wind turbine was showing a study 

increase in installed bases around the world.  Onshore wind 

locations with satisfactory wind are already almost explored 

and there are onshore space constraints which limits the 

installation of higher power wind turbines while the technology 

of offshore wind turbine is gaining more momentum as offshore 

wind turbines can be built with larger rotor and blades which 

translates into higher power output [3].  Also, the offshore wind 

locations offer consistent wind speeds which means a steadier 

power output can be generated as compared to onshore wind 

turbines. The offshore wind turbine configuration is generally 

full power conversion systems with direct drive and with the 

generator. Presently, wind power plants use doubly fed 

induction generator (DFIG), squirrel cage induction generator 

(SCIG), and permanent magnet synchronous generators 

(PMSG) as a generator for electrical conversion [10]. PMSG is 

a low cost, high power density, better dynamic performance and 

does not require gearbox to operate as it can operate at low 

speed range. Literature [10] has discussed detailed literature 

survey on the wind turbine generators.  

    Increase in penetration of wind energy conversion systems 

(WECS) in power grids modern grid codes require wind power 

plants (WPPs) to be tolerant against grid disturbances and 

should contribute to stability support for the power system as a 

conventional power plant does. Voltage sags in the power 

system happen due to the fault, whose level depends on the type 

and distance of fault occurrence. 

    During severe voltage faults and large power fluctuations, 

the grid will be limited in power accepting capabilities, leading 

to accumulation of energy in DC-Link which ultimately leads 

to severe overvoltages in the power converters. To protect the 

power electronic converter from damage and to improve the 

LVRT capability of WECS, several control strategies are 

proposed. These control strategies are classified into two basic 

types (1) External methods and (2) Improved control strategies 

for power electronic systems.  

     Literature [4-6] discussed energy storage in the DC link of 

the back-to-back converter to smoothen the power feeding to 

the grid. In [8,9] authors used the braking choppers, which is 

the conventional approach where the power resistor is 

connected in series with switches. During the fault, the 

unbalanced power is dissipated in the resistor. The advantage 

of this methodology is less costly and control is simple. In [8], 

Nasir et al. implemented the duty ratio for the braking chopper 

switch which is dependent on the difference between power 

produced and the sum of the grid and electric double-layer 

capacitor (EDLC) powers. In [10-14], the duty ratio of the 

braking chopper switch is set by the error of the DC-link 

voltage feed to the PI controller. In all the above external 

approaches the disadvantage is that it will not provide reactive 

power support during the asymmetrical fault and there will be 

heat dissipation in the system stressing the braking chopper. 

The above methodologies discussed requires an external device 
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to mitigate the power mismatch and enhance the LVRT 

capability of wind turbines. To increase the LVRT capability of 

WECS, there are proposed control methodologies as well. In 

literature [15], an improved LVRT control model is 

demonstrated by combining pitch control and back-to-back 

converter controls. DC-link control is provided by machine side 

converter (MSC) and MPPT is implemented through grid side 

converter (GSC). In [16] a control-based approach is used to 

enhance the LVRT capability by taking the mismatched power 

in the mechanical system which can increase the kinetic energy 

in the mass of the system. The reference torque of the generator 

is modified by de-loading droop control because of this the 

voltage of the DC-link is kept within the limit. The control 

methods available in the literature do not effectively utilize the 

inherent combination of mechanical and electrical system 

leading to possible stressing and reliability concerns of weakest 

links in electrical and mechanical systems. 

This paper proposes an advanced LVRT performance 

strategy for direct drive wind turbines based on braking chopper 

control, torque limitation control, and the drivetrain damping 

control to achieve optimal performance, without overloading of 

braking chopper and the mechanical system. Here the reference 

torque command from the turbine controller is modified by 

using a control algorithm which is activated during LVRT. 

Such torque modification helps to reduce the overvoltage of 

DC-link. The torque limitation control is utilized without the

introduction of large mechanical vibrations thus optimally

utilizing the capability of both the mechanical and electrical

system.

II. MODELING OF SYSTEM

The direct drive wind turbine is controlled by using a 

full power converter where machine side converter is controlled 

to track the maximum power point while the grid side converter 

is controlled to maintain constant dc link voltage by using the 

grid voltage oriented control. PLL is used for the estimation of 

the phase angle of grid side voltages for the decoupled control 

of active and reactive power. 

vw

ρ
PMSGMain

Bearing

Coupler

Rectifier Inverterdc-link
GRIDTg

Fig.1 Configuration of direct drive wind turbines. 

III. WIND TURBINE SYSTEM MODELLING

A. Wind Turbine Modeling

The rotor blades of a wind turbine transform the kinetic
energy of the wind into mechanical energy. The amount of 
torque and power to the rotor by the wind is determined by the 
density of the air (ρ), the swept area of the rotor (A), torque 
coefficient (��) and the wind speed ��. Torque coefficient (��)
depends upon tip speed ratio (λ) and pitch angle (β). 

�� = 
�/�� = 0.5 × � × �� × �� × ���  (1) 

The Tip speed ratio is defined as the ratio of the velocity of 
wind to the velocity of wind at the tips of the wind turbine. 

��� =  �����  (2) 

 Fig.2  Power coefficient (C�)  Vs Tip Speed Ratio (λ) 

Fig.2 represents the �� Vs � (tip speed ratio) characteristic of

the wind turbine at different pitch angles ( ) ranging from 0°
to 12°, at λ= 8.1, ���"# is obtained with a value of  ���"# =

0.412. 

B. Drive Train Modeling of Wind Turbine

The mechanical modeling of the wind turbine is complex
due to the nonlinearity involved in the blade bending moments, 
tower oscillations, etc.  In this analysis, a two-inertia model is 
considered to describe the 1st order torsional frequency of the 
system without considering blade moments and nonlinear effect. 
The equations used for modeling the two-inertia mass model are 
given below- 

$% &�'&% = �% − )%*% − ��  (3) 

$� &��&% = �� − )+*% − �%  (4) &,�&% = -./(*% − *�) + )./(1% − 1�)   (5) 

Where Tt is the aerodynamic torque produced by the wind, Jt is 

the moment of inertia of wind turbine rotor, Ksh is the stiffness 

constant of the drive train, Bsh is the damping Coefficient of the 

Drive train, Tm is the torque offered by the PMSG to the direct 

shaft, and Jm is the moment of inertia of the PMSG. The 

parameter values choosen for simulation the model are given in 

Table I and II. 
TABLE I. Wind Turbine and machine Parameter 

Parameter Annotation Value 

Power Pm 2MW 

Turbine length R 39 meter 

Rated wind speed Vw 15 m/sec 

Generator speed Wg 21 RPM 

Turbine speed Wt 21 RPM 

Turbine inertia Jt 36.8×106 kg/22 

PMSG inertia Jg 3.6×106 kg/22 

damping Coefficient (PMSG) )+ 0.01 

damping Coefficient (drive train) Bsh 2×105 

stiffness constant (drive train) Ksh 2.5×108 

No of pole P 30 

Damping ratio δ456 3.49×10-3 

Resonance Frequency 789. 8.4 rad/sec 

C. Modeling of PMSG

TABLE 2. Machine Parameters 

Parameters Values Parameters Values 

Stator resistance 0.73051 mΩ DC link capacitance 0.1422 F 



Stator Leakage 

resistances 
(Ld,Lq) 

0.121 mH,  

0.231 mH  

Filter inductance 0.45×10−3 

H  

Field Flux 6.62 Wb  Damping resistance 0.5 Ω  

DC link voltage 1250 V  Switching Frequency  3000 Hz  

The dynamic equation of the PMSG is given below- 

�: = �.;: + &<=&% + 79�&   (6) 

�& = �.;& + &<>&% − 79�:  (7) �& = ?&;& + ��  (8) �: = ?:;:  (9) $ &�@&% = �9 − �A −  ). �9  (10) 

The electromagnetic torque equation is expressed in the d-q 

reference frame as- �9 = �� . (��) . (��;: + (?& − ?:);:;&)  (11) 

where p is the number of poles of the machine, 
�� . B��C . (?& −?:). ;: . ;&  is reluctance torque component of electromagnetic

torque and 
�� . (��). (��;:) is the magnetic torque component.

D. Design of DC-Link Capacitor and Inductance

The value of the capacitor of the DC link connected between

the machine side and grid side converter is determined using 

the power holdup time method [17]. D� �(�D� − ���) = 
. �EFG&                       (12)

To design the filter inductance generally 10% or 20% ripple is 

considered in peak load current [17]. ?H = �×�>IJ×HK�×∆MN×O  (13) 

∆P� = Q × √�×S�K   (14) 

Where Q  is the ripple factor of load current, P is the active

power and �. is the RMS voltage of the line.

IV. CONTROL TECHNIQUES 

A. Control of Machine Side Converter

The MSC controller is employed to perform vector control

of the PMSG. In the vector control scheme for the permanent 

magnet synchronous generator, the reference electromagnetic 

torque is obtained from the maximum power point tracking 

depending on the wind speed condition. MTPA control is 

implemented to generate the d-q axis current command using 

the look-up table.  

The generator is controlled by controlling the d and q axes 

current using maximum torque per ampere control (MTPA) as 

given below- ;:89H = ,@TU.(NU).(<�V(A>WA=)X>)  (15) 

;&89H = − <��(A>WA=) + YZ[ <��(A>WA=)\� + ;:89H�]   (16) 

The reference commands are compared with the actual d and q-

axis currents to feed to the inner current control loop.  

B. Control of Grid  Side Converter

The grid side voltage oriented vector control is used for

controlling the grid side converter. It consists of two loops inner 

current control loops. The dc-link voltage is regulated by using 

the outer dc-link voltage control loop. In the rotating reference 

frame, d-q transformation voltage equations are written as- 

�&+ = �& − �H;&+ + ?H &X>^&% + 7.?H;:+  (17) 

�:+ = �: − �H;:+ + ?H &X=^&% − 7.?H;&+  (18) 

�+ = _�&+� + �:+�  (19) 


+ = �� . (�&+;&+ + �:+;:+)  (20) 

`+ = �� . (�&+;:+ + �:+;&+)  (21) 

TABLE 3. Control Parameters 

Parameter Value Parameter Value 

Kp(Inner Loop) GSC 0.848 Kpd, Kpq (Inner 

Loop)  MSC 

0.151, 

0.209 

Ki(inner Loop) GSC 56.548 Ki(inner Loop) MSC 10.09 

Kp(Outer Loop) GSC 14.2975 Kp(Outer Loop) 

MSC 

3 

Ki(Outer Loop) GSC 561.462 Ki(Outer Loop) MSC 60 

Kp (PLL) 5 Ki(PLL) 5000 

C. Braking Chopper Control

In conventional control braking chopper, an active crowbar

is placed in parallel to the DC-Link. During the voltage sag, the 

grid has a lower capability of accepting active power, and the 

mismatched power from the generator to the grid is dissipated 

across the high power resistor connected in series with the 

switch. Fault detection could be instantaneous (about 3.54ms) 

[19].  The switching signal is generated by comparing the peak 

value of allowable reference DC-Link Voltage and the actual 

DC-link Voltage, as shown in Fig.3.  The energy generated by

the PMSG is dissipated in the braking resistor.  The braking

resistor and the switch needs to be rated for the full power

capabilities of the wind turbine and are installed on the turbine

tower. The braking resistor and switch are typically weakest

link in the electrical system and are stressed quite often when

voltage events happen and the replacement complete wind

turbine shut down leading to loss of generated power.�" = �>IU
,a%×ES×c.d   (22) 

TQ = The required braking torque in, HP = Motor horsepower 

Vdc = DC bus voltage, �" = resistance [18].
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Fig.3. Braking Chopper Control 



D. Proposed Torque Limitation Control

In the proposed torque limitation control strategy, a torque

limitation function is activated to limit the generator torque to 

the 50% prefault value. The recovery of the torque occurs at a 

predefined rate when LVRT is cleared. In this study, the torque 

recovery rate is limited to 100 ms for the prefault value. When 

a fault has occurred at the PCC, then voltage amplitude 

detection algorithm detects LVRT and reduces the generator 

torque reference command to 50% of the prefault value. This 

will considerably reduce the over-charging of DC-Link during 

the LVRT event. The 50% reduction in the generator torque 

will induce mechanical vibration in the drivetrain whose effect 

will be properly attenuated by the drivetrain damping control 

algorithm. 

E. Drive Train Damping Control

The direct drive wind turbines require have a drive train

damping control algorithm to protect the sensitive mechanical 

components such as main bearing etc.  The drive train damping 

uses the generator speed information sensed through an 

encoder. The control system model of direct drive wind turbine 

is shown in Fig. 4.  In the drivetrain damping control, generator 

speed is filtered using a band pass filter tuned at the first 

torsional frequency. The filtered output is fed to the generator 

torque reference through a proportional control gain. The block 

diagram representation of the drivetrain damping control 

algorithm is illustrated in Fig.5. 

Tg

2 inertia 1 stiffness system

1/Jg 1/s
ωg ωt1/s

Tsh

Taero

1/s

Bg
Bsh

1/JtKsh

Fig. 4 Two inertia model of the direct drive wind turbine 
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ωg ωt

1/s
Tsh

Taero
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Bsh

1/JtKshKp
Tg ω

*
gres

 ωgres

Band pass filter

Fig.5. Control diagram for Drivetrain damping. 

7+�+ = 1$+f
Bf� + )./f$% + -./$% C

Zf� + )./f [ 1$+ + 1$%\ + -./ [ 1$+ + 1$%\]  (22)

789. = Y-./ $+ + $%$+ × $%  ,  i89. = )./2  Y $+ + $%-./($+ × $%)  (23)
k�_ m@Kk�_m@K∗ = oN[.UVpKqKrs VtKqrs \

oN[.UVpKqKrs VtKqrs \Vu�.Z.UVvKq. [ wr�V wrs\VoKq[ wr�V wrs\]  (24) 

Where Jg is moment of inertia of PMSG, Jt is moment of inertia of 

wind turbine rotor, Bsh, is damping coefficient and, Ksh is stiffness 

coefficient of drive train.  The open loop transfer function of 

generator speed to generator torque of wind turbine is given in 

(22). The transfer function is characterized with a natural 

frequency and damping ratio. The damping ratio for the first 

torsional frequency is quite low and can result in large torque 

amplitudes in the drivetrain when oscillations happen. The 

effect of the drivetrain damping control can be analyzed using 

(24) which shows the introduction of the control algorithm have

resulted in changes coefficients of all the terms of the

denominator. Further analysis can be performed by using the

root-locus diagram and bode diagram illustrated in Fig.6.   From

Fig. 6, the increase in control gain -� will result in movement

of the poles
D

6Vyz{|}z{|V~}z{|_DWyz{|U + D
6Vyz{|}z{|W~}z{|_DWyz{|U  of

Fig.2. Block Diagram of proposed control model 
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up to zeros  Bs + δ����456ω����456 + jω����456�1 − δ����456�  C +
B s + δ����456ω����456 − jω����456�1 − δ����456�  C . The 

movement is not linear, and it follows a parabolic path. At first 

the poles move to the left most region and return back. The 

amount of horizontal movement parallel to the real axis 

corresponds to the change in damping ratio, and the amount of 

vertical movement parallel to the imaginary axis corresponds to 

the change in natural frequency. The left most region 

corresponds to the highest damping achievable. The 

corresponding dynamic torque reduction using is shown in bode 

plot on the right side of Fig.6. From the bode plot, initial 

increase in control gain results in the reduction of the torque 

amplitude until it reaches a minimum. The minimum torque 

amplitude point corresponds to the highest damping achievable. 

After the minimum torque point, any increase in control gain 

results in torque amplification. Thus, the control gain should be 

tuned to make the poles to the left most region thus resulting in 

highest damping and torque reduction from the control 

algorithm.  
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 Fig.6 Root locus diagram for generator speed feedback drive train damping 

method. 

V. SIMULATION AND RESULT DISCUSSION

A MATLAB Simulink model of 2 MW permanent 

magnet synchronous generator WECS is developed and is 

tested 100% voltage sag in the line voltage at t=15 s up to 0.6 s 

duration.  The wind turbine was operating with a full power 

condition. The simulation results are obtained under different 

control schemes depicted in Figs. 7 to 10. With torque 

limitation control strategy during LVRT, the excessive 

mismatch power is limited by reducing the generator torque. 

Oscillations are observed on the drivetrain because of torque 

limitation, and the mismatched power is transferred to the drive 

train. The oscillation is visible in the active power for a few 

seconds due to the activation of drivetrain damping control. In 

braking chopper control, the DC link voltage is maintained and 

excess power is being transferred to resistor. When both the 

control techniques are applied simultaneously it can be 

observed that torque is reduced 50% as well as there is change 

in DC link voltage but not as significant hence mechanical and 

electrical stress are reduced. 

Fig.7 DC-link Voltage under different control modes 

Fig.8. Generator powers under different control modes 

Fig.9. Generator Torque under different control modes 



Fig.10. Shaft Torque under different control modes 

Fig.11. Generator speed under different control modes 

VI. CONCLUSION

     This paper proposes a new torque limitation control and 

drive train damping control method in addition with 

conventional braking chopper control to enhance the LVRT 

capabilities of a direct drive wind turbine. The torque limitation 

control reduces the DC link over voltages considerably 

protecting the weak delicate links in the electrical system but 

induces mechanical vibrations and can affect the mechanical 

stability of the turbines. On the contrary, the braking chopper 

control dissipates mismatched power from the generator to 

dynamic resistor stressing the electrical system without any 

mechanical vibrations. The effective combination of torque 

limitation, braking chopper control, and drive train damping 

control give better performance as compared with individual 

methods validated through simulation on a 2 MW wind turbine 

model. From the results obtained, the effective combination 

reduces both electrical and mechanical stress on the system 

under LVRT condition. So proposed technique avoid both 

mechanical as well as electrical breakdown and improves life 

span and availability of wind turbine. 
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Abstract—This paper presents the operational modes and 

control architecture of the grid-connected hydrogen electrolyzer 

systems for the provision of frequency and voltage supports. The 

analysis is focused on the primary and secondary loops in the 

hierarchical control scheme. At the power converter inner 

control loop, the voltage- and current-control modes are 

analyzed. At the primary level, the droop and opposite droop 

control strategies to provide voltage and frequency support are 

described. Coordination between primary control and 

secondary, tertiary reserves is briefly discussed. The case studies 

and real-time hardware-in-the-loop simulation results are 

provided using Typhoon HIL to back the theoretical 

investigation.  

Keywords— Electrolyzer, controllable loads, hierarchical 

control, ancillary services, grid-supporting, power converter. 

I. INTRODUCTION

Hydrogen electrolyzers are energy conversion systems for 

a hydrogen-based energy storage system (ESS) that can 

absorb excess energy from the intermittent generation of 

renewable energy resources. Compared to other ESS such as 

battery and flywheels, electrolyzer has a low environmental 

impact, high energy density, and has no energy leakage [1]. 

The excessive energies turned into hydrogen that can be used 

later in other industrial processes, transportation, and power 

generation. 

Hydrogen electrolyzer can be employed to reduce the 

impact of variability on load fluctuations and stability of the 

electric grid with renewable and distributed energy resources 

(DER) [2]. Several papers investigated the potential of 

electrolyzers in grid supports. In [3], the authors outline the 

dynamic characteristics of an electrolyzer and its ability in 

providing grid services including end-user energy 

management, supports for transmission and distribution 

systems, integration of renewables, and wholesale electric 

market services. The work in [4] proposes a generic front-end 

control for electrolyzer to enhance the grid flexibility. A 25 

MW PEM electrolyzer is installed in Belgium to provide grid 

services such as grid balance and frequency containment 

reserve [5]. In Nether lands, a 1-MW pilot electrolyzer is 

installed to investigate the potential of frequency support [6]. 

The authors in [7] utilize the hydrogen energy system as a grid 

management tool to stabilize the grid frequency in the 

Hawaiian island grid. In [8], it is proved that the dispatchable 

electrolyzer can reduce both the frequency variation and the 

settling times under load changes, loss of generation, and line 

faults. The authors in [9] prove that electrolyzer fleet can 

benefit the distribution voltage profiles under the impact of 

solar-photovoltaic-based generation. 
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Figure 1. Circuit diagram of a grid-connected electrolyzer system. 
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Figure 2. Comparison of the operation areas between ESS, DER, 

and electrolyzer (ELZ) in power flow quadrant diagram. 

Fig. 1 shows the circuit diagram of an electrolyzer system 

including a smart power converter, transformer, and the 

connection line interfacing the grid at the point of common 

coupling (PCC). Both the active and reactive power Pac, Qac 

of the electrolyzer system can be regulated to support the grid 

operation. Notably, PAC can only be consumed, while Qac can 

be both injected and absorbed by the electrolyzer system. The 

consumption power Pdc of the electrolyzer stack equals the 

active power Pac subtracted the loss. Fig. 2 shows a 4-quadrant 

diagram, where the operation region of electrolyzer (ELZ) is 

compared with those of generation resources (DER) and ESS. 

From the point of view of the demand-supply balance, the 

increase of generation power is equivalent with the decrease 

of the consumption power to support the grid and vice versa. 

The electrolyzer can reduce its power to support the demand 

rise or consume more power in case of the load power 

suddenly drops. 

In most of the existing studies, electrolyzers are mainly 

adopted as demand response resources with only active power 

regulation ability, whereas the voltage support by regulating 

the reactive power is omitted. Moreover, the operation modes 

of the grid-supporting smart power converters [10] are ignored 

except for [11], where power-electronics interfaces and 
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controls are investigated. However, [11] mainly focused on 

the fast frequency response with the proposed active power-

frequency curve.  In this paper, we study the operation modes 

and control architecture of the grid-supporting power 

converter for the hydrogen electrolyzer providing both voltage 

and frequency supports. The contributions of the paper are 

listed in the following bullet points. 

• The operational voltage and current control modes

with respective droop and opposite droop rules are

investigated for grid-connected power converter

interfacing electrolyzer.

• The hierarchical control architecture includes

primary, secondary, and tertiary loops of grid-

connected electrolyzer are proposed and discussed.

• Real-time hardware-in-the-loop experiments with

details model of electrolyzers are built and tested.

The paper is organized as follows. In Section II, the 
operation modes of the power converter at the inner control 
loop are presented; and the droop and opposite controls for 
each operation mode are developed and presented.  In Section 
III, we study the secondary control and overview the 
hierarchical control architecture of the grid-connected power 
converters for grid supports. The electromagnetic transient 
(EMT) real-time hardware-in-the-loop simulations using 
Typhoon HIL for an electrolyzer system supporting a DER are 
presented in Section IV. Conclusion and future work are 
presented in Section V. 

II. OPERATIONAL MODES AND PRIMARY DROOP CONTROLS

The electrolyzer with a bidirectional power converter can

be controlled in two operation modes: the voltage control 

mode and current control mode as shown in Fig. 3. These 

operation modes are similar to those of generation resources 

[12] except that the active power direction is reversed since

the electrolyzer only consume instead of generating power.

A. Voltage-Control -Mode and Droop Rules

Fig. 3(a) shows the block diagram of the voltage-control

mode, where the inner loop of the power converter regulates 

the output voltage and frequency following references 

generated by the primary control loop. The primary control 

can simply determine the voltage �∗  and frequency �∗
references based on droop rules as follows. 

�∗ = �‡ + ��	
�� − 
‡� (1) 

�∗ = �‡ + ��	��� − �‡� (2) 

where ��  and ��   are the droop coefficients; �‡  is the

nominal frequency; �‡ is the nominal voltage magnitude; 
‡
and �‡  are the active and reactive power set-points at the

nominal frequency and voltage, respectively; 
��  and ���
are the active and reactive power measurements feedbacking 

to the controller. Other control functions can be included in 

the primary control to fulfill different objectives or improve  
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based grid-connected power converter operating in (a) voltage, and 

(b) current control modes.
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opposite droop rules in current-control mode. 

the control performances [13].  Fig. 4 shows the electrolyzer 

frequency- active power and voltage-reactive power 

regulation characteristics under the droop rules. As can be

seen, when 
��  and ���  deviate from its set-points the power

converter will adjust the frequency and voltage to compensate 

for the deviation. 

B. Current-Control-Mode and Opposite Droop Rules

Fig. 3(b) shows the block diagram of the current mode,

where the inner loop of the power converter regulates the 

output currents following references generated by the primary 

control loop. The primary control performs the current 

reference computation based on the opposite droop rules [14] 

as follows. The incoming power from the grid to the power 

converter system can be calculated as 


�� = ���� + ���� , (3) 

��� = ���� − ���� . (4) 

Form (3) and (4), the reference currents can be obtained from 

the reference powers as follows: 

��∗ = ���
��∗ + ������∗

������� + ������
(5)



��∗ = ���
��∗ − ������∗

������� + ������
(6) 

The power references can be obtained from the opposite droop 

control as  


��∗ = 
‡ + ��	� − �‡� (9) 

���∗ = �‡ + ��	� − �‡� (10) 

Where �� and ��  are the reverse droop coefficients, and

� & � are the measured magnitude and frequency of the PCC
voltage. The opposite droop mechanism compensates for the 
voltage and frequency deviation by adjusting the active and 
reactive powers. The voltage and frequency regulation 
characteristics posing by the opposite droop control are shown 
in Fig. 5. 

III. HIERACHIAL CONTROL ARCHITECTURE OF 

ELECTROLYZER PROVIDING GRID SERVICES

A. Secondary Controls

As can be seen in equations (1) and (2), the primary droop

rules adjust the output voltage magnitude and frequency 

proportionally to the differences between the output power 

and the power setpoints. The secondary control is responsible 

for directing the voltage frequency back to its nominal value. 

The secondary regulation terms (∆�, ∆�) are added into the

primary droop controls as follows. 

�∗ = �‡ + ��	
�� − 
‡� + ∆� (11) 

�∗ = �‡ + ��	��� − �‡� + ∆� (12) 

The PI controller can be employed here to generate the 

secondary regulation terms as follows. 

∆� =  !"	�‡ − �� +  #" $	�‡ − ��%&,
(13) 

∆� =  !'	�‡ − �(� +  #' $	�‡ − ��%&, (14) 

where  !" and  #" are the proportional and integral gains in

the PI controller for frequency;  !'  and  #'  are the

proportional and integral gains in the PI controller for voltage 

magnitude; �( is the average magnitude of the bus voltages.

In the opposite droop rules, when the secondary control is 

running, the frequency equals its nominal values. The active 

power correspondingly equals to its setpoint. Therefore, the 

secondary regulation terms are added to compensate for this 

effect. 


��∗ = 
‡ + ��	� − �‡ + ∆�� (15) 

���∗ = �‡ + ��	� − �‡ + ∆�� (16) 

B. Design of Active and Reactive Power Setpoints

The setpoints of active and reactive powers are significant

to the response of the electrolyzer. Without secondary 
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Figure 6. Block diagram of hierarchical control architecture of grid-

connected hydrogen electrolyzers providing grid services. 

regulation, the electrolyzer power equals its setpoints at the 

nominal frequency and voltage magnitude. When the 

frequency and voltage magnitude deviates from their nominal 

values, the electrolyzer adjusts its powers to support. At 

nominal frequency, the electrolyzer system have the margins

of the active power quantity of ‡ − )*+� and ),- − ‡�,

where 
),-  and  
)*+  are the upper and lower limits of the

consumption power of the electrolyzer system. Similarly, the 

electrolyzer system have the reactive power margins of 

	�‡ − �)*+� and 	�),- − �‡� at the nominal voltage.

Hence, the design of power setpoints determines the power 

reserves of the electrolyzer to support the system in case of 

demand rises or drops. On one hand, the electrolyzer owner 

wants to maximize the active power consumption to achieve 

the highest hydrogen production and minimize the reactive 

one to reduce the switching loss. On the other hand, we need 

the power reserves to support the voltage and frequency. 

Therefore, the active and reactive power setpoints can be 

determined by solving an optimization problem. The 

formulation of this optimization problem is a future work. 

C. Hierarchical Control Architecture

The hierarchical control architecture of the grid-connected

hydrogen electrolyzer provides voltage and frequency 

supports are shown in Fig. 6.  The analysis of each functional 

block is given as follows. The grid monitoring block 

represents the measurement process to collect the grid voltage

�� , the incoming current �� . From these measurements, the

incoming powers ��  and ��� , the frequency � and voltage �
magnitude can be calculated. 

Representing by the block V/I control, the inner loops 

regulate the power dispatch following the voltage references 

or the current references, which are provided from the primary 

control. There, voltage (V) or current (I) control modes can be 

implemented respectively as in Section II. To guarantee the 

control performance, these inner loops with the close-loop 

controls with feedback signals should be designed [15].  
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The primary control generates the voltage (�.�/0�, �.�/0�)

or current references (��/0�, ��/0�)   to the inner control using

the droop or opposite droop rules. Other controls for 

autonomous responses such as inertia service, the fast 

frequency response can also be implemented here [16] to 

provide better response. The nominal values of voltage 

magnitude and frequency are �‡ and �‡, respectively.

The power setpoints ( 
‡ , �‡ ) are determined by

coordinating the reserves at primary, secondary, and tertiary 

levels. The primary reserves (
#‡ , �#‡ ) are responsible for

power margins to provide autonomous services [16]. The 

secondary reserves (
##‡, �##‡ )  are employed to compensate for

the steady-state errors in the grid voltage and frequency. The 

tertiary reserves (
###‡
, �###‡

) are responsible for economically

optimizing the grid operation and managing eventual 

contingency. In this paper, we assume that the power setpoints 

are already determined. 

The secondary control collects the frequency and average 

voltage throughout the system. Then, a centralized controller 

is employed to generate the secondary regulation terms (∆�,

∆�) which direct the voltage frequency back to its nominal

value. 

IV. REAL-TIME HIL SIMULATION RESULTS

The study cases are carried out with a DER connecting 

with loads and an electrolyzer system as shown in Fig. 7. The 

DER with 5 MW and 5 MVA rated powers are regulated by 

the droop control. There are two RL loads connected at bus 2; 

Z1 is a fixed load while Z2 is linked via the breaker S. The 

electrolyzer stack is connected at bus 3 via a 480 V/70 V 

transformer and an AC/DC power converter. There is a 13.2 

kV/480 V transformer connected before bus 3. The rated  

Figure 8. Active power of the DER with constant electrolyzer (
1.2)

and supporting electrolyzer (
132); frequency response with constant

electrolyzer ( �.2 ) and supporting electrolyzer ( �32 ) under no

secondary control. 

Figure 9. Active power of the DER with constant electrolyzer (
1.2)

and supporting electrolyzer (
132); frequency response with constant

electrolyzer ( �.2 ) and supporting electrolyzer ( �32 ) under

secondary control. 

powers of the electrolyzer system are 0.75 MW and 0.5 MVA. 

The power dispatch of the electrolyzer is regulated via the 

opposite droop control at the outer loop and PI controller at 

the inner loop. The secondary control is implemented with two 

PI controller which regulate the frequency toward the nominal 

value of 60 Hz and the average voltage of buses 1 and 3 toward 

the nominal value of 1 per unit. The detail of control 

parameters is provided in Appendix. The load change events 

are made by closing S at 2.2 (s) and opening S at 3.2 (s) i.e., 

the load Z2 is connected and disconnected, respectively. The 

study cases compare the responses in the DER with and 

without electrolyzer support in cases with and without 

secondary control. In the case without supports from the 

electrolyzer, the electrolyzer powers are kept constantly at 400 

kW and -100 kVA. 

Fig. 8 compares the DER active powers in the case of the 

constant-power electrolyzer ( 
1.2 ) with the supporting

electrolyzer (
132) under no secondary control. One can see

that, with the constant-power electrolyzer, the DER active 

power needs to increase from above 4050 kW to above 4500 

kW. Whereas, with the supporting electrolyzer, the DER  



Figure 10. Active power of electrolyzer: constant power (
2.34), no

secondary control (
2+3), and under secondary control (
23.).

Figure 11. Reactive power of the DER with constant electrolyzer 

(�1.2 ) and supporting electrolyzer (�132 ); voltage response with

constant electrolyzer (5.2) and supporting electrolyzer (532) under

no secondary control. 

active power increases only from above 4150 kW to 4400 kW. 

The DER active power variation is reduced from about 450 

kW to 250 kW. In the same figure, the frequency deviation is 

also smaller with the supporting electrolyzer (�32) compared

to without electrolyzer support (�.2). Fig. 9 shows the same

parameters as Fig. 8 but under secondary control. In this case, 

the frequency deviation occurs under the sudden load change 

and then is regulated back to its nominal values by the 

secondary control. Like Fig. 8, the power and frequency 

variations are reduced with the supporting electrolyzer.  

Fig. 10 shows the active power response of the hydrogen 

electrolyzer. The constant power (
2.34) of the electrolyzer is

maintained at 400 kW. Under the load change that occurred at 

2.2 (s), the active power of the electrolyzer with secondary 

control is reduced from about 550 kW to near 350 kW. Then, 

when the load is disconnected, the electrolyzer active power 

is returned to 550 kW. The active power responses under no 

secondary control (
2+3) is smaller than those with secondary

control (
23.) about 50 kW with the same response.

Fig. 11 compares the DER reactive powers in the case of 

the constant-power electrolyzer ( �1.2 ) with the supporting

electrolyzer (�132 ) under no secondary control. In the same

figure, the voltage deviation is also compared between the 

case with supporting electrolyzer (532) and with constant

Figure 12. Reactive power of the DER with constant electrolyzer 

(�1.2 ) and supporting electrolyzer (�132 ); voltage response with

constant electrolyzer (5.2) and supporting electrolyzer (532) under

secondary control. 

Figure 13. Reactive power of electrolyzer: no secondary 

control (�2+3), and under secondary control (�23.); the terminal

voltage at the PCC connecting to electrolyzer system: no 

secondary control (52+3), and under secondary control (523.).

power electrolyzer (5.2). Both reactive and voltage deviations

are smaller with the supporting electrolyzer. Fig. 12 shows the 

same parameters as Fig. 11 but under secondary control. The 

secondary control coordinates the average voltage toward its 

nominal values. Like Fig. 11, with electrolyzer supports, the 

reactive power and voltage variations are smaller than those 

of with constant power electrolyzer. 

In Fig. 13, the reactive powers of the electrolyzer system 

are compared between the cases with and without secondary 

control. These two cases yield nearly the same reactive powers 

owing to the secondary regulation terms. In the same figure, 

the voltage response with secondary control is smaller than 

those without secondary control. 

In summary, one can see that the electrolyzer supports can 
reduce the voltage magnitude and frequency deviations. By 
regulating the active and reactive powers reasonably from the 
electrolyzer side, the needs for the active and reactive power 
response from DER are mitigated. The secondary control 
performed well in restoring the frequency to its nominal value. 
The real-time simulations are carried out using Typhoon HIL. 

V. CONCLUSION AND FUTURE WORKS

This paper study the operation modes and the control 

architecture of the grid-connected hydrogen electrolyzer 



providing voltage and frequency supports. The voltage control 

mode and current control mode are analyzed. The droop and 

opposite droop controls for electrolyzer are derived from the 

traditional ones in DER control. The simulation results prove 

that an electrolyzer can effectively provide frequency and 

voltage supports. The grid-supporting controls impact 

hydrogen production. Therefore, one needs to optimize the 

electrolyzer operation considering the benefits given by 

providing the grid supports and other economic criteria. 

Future works would provide more detailed analysis and design 

of electrolyzer fleets for low-inertia grids with better control 

designs and power-hardware-in-loop implementation. The 

real-time simulation using Typhoon HIL would be added with 

the real electrolyzer system hardware and external controller 

for the grid-connected power converters. 
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APPENDIX 

DER Droop Control: Rated active powers: 
16/,40� = 5 MW,

Rated reactive powers: �16/,40� = 5 MVA, Active power setpoints:


16304 = 0.85 (pu), Reactive power setpoints: �16304 = 0.85 (pu),

Nominal line-line RMS voltage: 13.2 kV, Nominal frequency: 60 Hz, 

Frequency droop gain: 0.1, Voltage droop gain: 0.1, Low-pass filter 

for active power: >� = 0.02.

Electrolyzer Reverse Droop Control: Rated active powers: 


2@6/,40� = 0.75 MW , Rated reactive powers: �2@6/,40� =
0.5 MVA , Active power setpoints: 2@6304 = 0.4 MW , Reactive

power setpoints: �2@6304 = 0 MVA , Active power droop gain:

52500, Reactive power droop gain: 104. PI gains (in both acitve and 

reactive powers):  # = 0.1,  ! = 10.

Secondary control loop: PI gains (in both voltage and 

frequency):  # = 0.1,  ! = 10, Execution rate: 10 ms.
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Abstract—The toroidal inductors are known for their higher
flux densities, higher inductances, low losses in the windings,
and less acoustic noise. This paper proposes novel concentric
toroidal inductor configurations namely concentric toroidal in-
ductors (CTI) used as power inductors and concentric toroidal
differential-mode chokes (CTDMC) employed for DM noise
filtration. The presented concentric toroidal structures provide
improved inductances by utilizing the window area of the
toroidal core. Analytical and experimental verifications prove the
increment of inductance in CTI and CTDMI when compared to
the corresponding traditional inductor configurations.

Index Terms—Concentric toroidal configuration, differential-
mode inductance, differential-mode noise, toroidal inductor.

I. INTRODUCTION

In general, toroidal cores are preferred over other magnetic
core structures due to less acoustic noise, low winding losses,
higher inductance, etc [1], [2]. Hence, toroidal inductors are
widely used as power inductors in various applications such
as switch mode power supplies [3], current source inverters
[4] and radio frequency applications [2]. In recent times,
with the advancement in semiconductor technologies, wide-
bandgap (WBG) devices are extensively adopted with an aim
to design converters of high power density and efficiency
[5]; in which, the magnetic components dominate the overall
volume of the converter [6]. Hence, it is preferred to achieve
higher inductances without increasing the volume occupied
by the conventional toroidal inductor in order to increase the
power density of the converter [7].

In addition, the electromagnetic interference (EMI) filter
employed to reduce the inevitable EMI issues that persist due
to various converter parasitic elements, imposes limitations in
achieving the higher power density of the converter. Recently,
integrated common-mode (CM) and differential-mode (DM)
filters are employed to reduce the EMI issues with reduced
volume. One such approach is employed in [8] by operating
one of the cores as the CM choke and the other as the
DM choke. The DM choke presented in [8] is the traditional
DM choke of toroidal structure; hence, the traditional DM
chokes with toroidal cores are widely employed in power
converters to reduce DM noise. However, with the increase
in the attenuation required for the DM noise, especially with
WBG devices, higher-order DM filters are employed; this
increases the overall volume and reduces the power density
of the converter. In particular, the magnetic component in the

DM filter (i.e., traditional DM choke) is responsible for the
increase in the volume of the higher-order DM filters.

Hence, to meet the higher inductance requirement without
increasing the volume occupied by the inductor, this paper pro-
poses novel toroidal inductor configurations namely concentric
inductor (CTI) and concentric toroidal differential-mode choke
(CTDMC). The CT1 and CTDMC structures help in achieving
higher inductances within the given box volume. The detailed
analysis to estimate the inductance of CTI and CTDMC is also
presented along with the experimental validation.

This paper is organized into four sections. Sections II and
III present the winding structures, theoretical analysis, and
experimental validation for CTI and CTDMC, respectively.
Section IV concludes the paper.

II. CONCENTRIC TOROIDAL INDUCTOR

This section presents the winding structure, analytical ex-
pression to estimate the inductance and the experimental veri-
fication for the CTI configuration. Additionally, the inductance
comparison of CTI with the traditional inductor of the same
volume is discussed in detail.

A. Analysis of CTI

The winding structure of the traditional inductor and the CTI
are shown in Fig. 1(a) and (b), respectively. As illustrated in
Fig. 1(b), the CTI consists of an outer core (C1) with N1 turns
and an inner core (C2) with N2 turns. The magnetic equivalent
circuits of C1, C2 and the CTI are shown in Fig. 1(a)(i), (ii)
and (iii), respectively.

The induced voltages on the windings of C1 and C2 are
given by,

V1 = r1i+N1
dϕ1
dt

= r1i+
(
Ll1 +

N2
1

2RC1

)di
dt

(1)

V2 = r1i+N2
dϕ2
dt

= r2i+
(
Ll2 +

N2
2

2RC2

)di
dt

(2)

where, r1 and r2 are the winding resistance of N1 and N2

turns, respectively; ϕ1 and ϕ2 are the flux in C1 and C2,
respectively; Ll1 and Ll2 are the leakage inductances of C1
and C2, respectively. RC1 and RC2 are half the reluctance of
cores C1 and C2, respectively.
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Fig. 1: (a) Traditional inductor, (b) CTI, and (c) (i) magnetic equivalent circuit of (i) outer core C1 (traditional inductor), (ii)
inner core C2, and (iii) CTI.

Fig. 2: Traditional inductor (blue) and CTI (orange) (a) inductance profiles, (b) DM impedance profiles, and (c) (i) traditional
inductor and (ii) CTI used for experimental validation.

TABLE I: Magnetic properties of cores

Core OD (mm) ID (mm) HT (mm) µr Reluctance

C1 58.90 40.56 18.87 4000 177481.9745

C2 36.50 22.85 14.82 2000 360230.5476

* OD is the outer diameter, ID is the inner diameter, and HT is the height
of the core.

TABLE II: Estimated and experimental Lconv and Lcon

N1 N2 Estimated Experimental

Lconv 16 - 1.44mH 1.45mH

Lcon 16 9 1.67mH 1.69mH

The induced voltage V1 corresponds to the traditional in-
ductor with N1 turns wound on C1. Hence, the inductance of
the traditional inductor is written from (1) as,

Lconv = Ll1 +
N2

1

2RC1
≈ N2

1

2RC1
(3)

While the induced voltage corresponding to the CTI is the sum
of V1 and V2, that is expressed using (1) and (2) as,

V = (r1 + r2)i+ (Ll1 + Ll2 +
N2

1

2RC1
+

N2
2

2RC2
)
di

dt
(4)

Thus, neglecting the winding resistance and the leakage in-
ductance from (4) gives the inductance offered by the CTI

Fig. 3: Thermal image (taken using FLIR E40 thermal camera)
of (a) traditional inductor and (b) CTI.

as,

Lcon = Ll1 + Ll2 +
N2

1

2RC1
+

N2
2

2RC2
≈ N2

1

2RC1
+

N2
2

2RC2
(5)

Hence, from (3) and (5) it can be concluded that with the
same volume, the CTI provides higher inductance compared
to the traditional inductor. This increase in the inductance of
CTI is further verified experimentally.

B. Experimental validation

The CTI is built with two cores C1 and C2 of dimensions,
relative permeability (µr), and reluctance mentioned in Table I.
The estimated value of Lconv from (3) with 16 turns wound on
C1 is 1.44mH; while the experimentally measured inductance
is 1.45mH, as shown in Fig. 2(a). Similarly, the Lcon for
N1 = 16 and N2 = 9 on C1 and C2 cores, respectively, is
estimated to be 1.67mH; while the experimentally measured
value is 1.69mH, as shown in Fig. 2(a). Hence, the Lcon given



Fig. 4: (a) Traditional DM choke, (b) CTDMC, and (c) magnetic circuit of (i) outer core C1 (traditional DM choke), (ii) inner
core C2, and (iii) CTDMC.

Fig. 5: Traditional DM choke (blue) and CTDMC (orange) (a) inductance profiles, (b) DM impedance profiles, and (c) (i)
traditional DM choke and (ii) CTDMC used for experimental validation.

by (5) accurately estimates the inductance of the CTI; and
Lcon is higher than Lconv by 240µH, as evident from Table II.
Due to higher Lcon when compared to Lconv , the impedance
offered by the CTI is higher than the traditional inductor, as
shown in Fig. 2(b). The traditional inductor and CTI employed
for experimental validation are shown in Fig. 2(c)(i) and
(ii), respectively. Thus, the inductance of the proposed CTI
configuration is higher than the traditional inductor of the same
volume.

To validate the proposed CTI, the CTI is incorporated in a
dual active bridge (DAB) converter, in which the inductance
plays a significant role in designing the high power density
DAB converter. With 1.42A of RMS current through the
traditional inductor and the CTI, the copper losses are 142mW
and 144mW, respectively. Thus, the copper loss in traditional
inductor and the CTI are almost the same. In addition, as the
temperature of the core depict the core losses, the thermal
image of traditional inductor and the CTI, with the DAB
converter operated for 15 minutes, are shown in Fig. 3.
As illustrated in Fig. 3, there is no significant change in
temperature profile of the cores in the traditional inductor and
CTI; thus, the core loss also remain the same with CTI. Hence,
the CTI does not alter the system losses.

III. CONCENTRIC TOROIDAL DM CHOKE

In this section, the proposed CTDMC is analyzed in detail
along with the experimental validation.

A. Analysis of CTDMC
The traditional DM choke and the CTDMC winding struc-

tures are shown in Fig. 4(a) and (b), respectively. As evident

from Fig. 4(a), the inductance in the traditional DM choke is
due to ϕ1 and ϕ4 in core C1; while the inductance of CTDMC
is contributed by the flux ϕ1 and ϕ4 in core C1 along with the
flux ϕ2 and ϕ3 in core C2. The magnetic equivalent circuits
of C1, C2, and the CTDMC are shown in Fig. 4(c)(i), (ii), and
(iii), respectively. The flux ϕi (i = 1, 2, 3, 4) due to winding
of Ni (i = 1, 2, 3, 4) turns is given by [9],

ϕ1 = ϕl1 + ϕm11 + ϕm14 = ϕl1 +
N1i1
2Rc1

+
N4i2
2Rc1

, (6)

ϕ2 = ϕl2 + ϕm22 + ϕm23 = ϕl2 +
N2i1
2Rc2

+
N3i2
2Rc2

, (7)

ϕ3 = ϕl3 + ϕm33 + ϕm32 = ϕl3 +
N3i2
2Rc2

+
N2i1
2Rc2

, (8)

ϕ4 = ϕl4 + ϕm44 + ϕm41 = ϕl1 +
N4i2
2Rc1

+
N1i1
2Rc1

. (9)

where ϕli is the leakage flux in winding with Ni turns, ϕmij

is the mutual flux due to winding with Ni turns linking the
winding with Nj turns; RC1 and RC2 are half the reluctance
of cores C1 and C2, respectively.

The DM inductance of the traditional DM choke (Ldm conv)
is obtained by replacing N1 by (N1+N4) in (3), as i1 = i2 = i
that flows through the (N1 +N4) turns generate the total flux
in C1. Hence, Ldm conv is expressed as,

Ldm conv = Ll1 + Ll4 +
(N1 +N4)

2

2RC1
≈ (N1 +N4)

2

2RC1
(10)

where Lli is the leakage inductance of the winding with Ni

turns.



[
V1
V2

]
=

[
r1 0

0 r2

] [
i1
i2

]
+

[
Ll1 + Ll2 +

N2
1

2RC1
+

N2
2

2RC2

N1N4

2RC1
+ N2N3

2RC2

N2N3

2RC2
+ N1N4

2RC1
Ll3 + Ll4 +

N2
3

2RC2
+

N2
4

2RC1

] [
di1
dt
di2
dt

]
(11)

TABLE III: Estimated and experimental Ldm conv and
Ldm con

N1 N2 N3 N4 Estimated Experimental

Ldm conv 9 - - 8 1.63mH 1.66mH

Ldm con 9 5 5 9 2.1mH 2.1mH

Similarly, to obtain the DM inductance of CTDMC, initially,
the voltage induced in winding with the i1 and i2 currents is
written as in (11) [9].

The induced voltage (V = V1 + V2) due to the DM current
in CTDMC is obtained by substituting i1 = i2 = i in (11).
Hence, V is written from (11) as,

V = i
4∑

i=1

ri +
di

dt

( 4∑
i=1

Lli +
(N1 +N4)

2

2RC1
+

(N2 +N3)
2

2RC2

)
(12)

Thus, the DM inductance of CTDMC (Ldm con), neglecting
the leakage inductances, is written from (12) as,

Ldm con ≈ (N1 +N4)
2

2RC1
+

(N2 +N3)
2

2RC2
(13)

Hence, from (10) and (13) it can be concluded that the
proposed CTDMC provides higher inductance compared to
the traditional DM choke of the same volume.

B. Experimental validation

To validate the analysis discussed in Section III(A), a
traditional DM choke built with N1 = 9 and N4 = 8 turns
wound on core C1 is chosen; while the CTDMC is built on
cores C1 and C2 with the number of turns mentioned in Table
III.

The Ldm conv and Ldm con estimated from (10) and (13) are
1.63mH and 2.1mH, respectively; while, the experimentally
obtained Ldm conv and Ldm con are 1.66mH and 2.1mH,
respectively, as shown in Fig. 5(a). It is evident from Fig.
III that, the expression in (13) provides accurate estimation of
Ldm con; and the Ldm con is greater than Ldm conv by 440µH.
Due to the high Ldm con, the impedance of Ldm con is higher
than the impedance offered by Ldm conv , as evident from Fig.
5(b). The traditional DM choke and the CTDMC used for
experimental verification are shown in Fig. 5(c)(i) and (ii),
respectively. Thus, the experimental verification validates that
the DM inductance of the proposed CTDMC is higher than
the traditional DM choke of the same volume.

IV. CONCLUSION

The analytical expressions of the proposed CTI and CT-
DMC configurations are derived and validated experimentally.

The theoretical analysis and the experimental results prove
that the CTI and CTDMC provide higher inductance than the
traditional inductor and the traditional DM choke, respectively,
of the same volume. Hence, in the scenarios with the limitation
in flexibility to increase the volume, the proposed CTI and
CTDMC are preferred to achieve higher inductance values.
The design guidelines of the presented CTI and CTDMC are
the future scope of the work.
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Abstract— This paper aims to develop a PLECS equivalent 

circuit of a thermoelectric module to be used in power 

electronics cooling applications. The proposed model is built 

using elements from the PLECS thermal model block-set. To 

test tis, a resistive c device producing losses is mounted on a 

heatsink with a cooling fan that can also be interfaced with the 

thermoelectric module allowing for a controlled  heat loss 

generated  to be processed by this cooling system and assess its 

cooling performance. The effectiveness of the cooling of this 

setup is simulated in three conditions: under passive cooling, 

active (fan) cooling without the Peltier and active (fan) cooling 

with Peltier. A DC/DC boost converter is simulated with 

comparisons in different cases. This showed that based on active 

cooling with Peltier, size of the converter magnetics and 

heatsink can be reduced. Experimental results are shown to 

validate the simulation. 

Keywords—Thermoelectric module (TEM), passive cooling, 

active cooling, coefficient of performance (COP), Seebeck 

coefficient, thermal resistance, Peltier. 

I. INTRODUCTION

Various studies have explored cooling power electronic 
components to reduce heat dissipation by reducing their 
junction temperature to increase their lifetime and system 
efficiency. Refrigerant, water, synthetic jet, and heat pipe are 
conventional cooling methods. Still, these methods have 
considerable weight and volume disadvantages, thereby 
reducing system power density, efficiency, and performance. 
It is also accompanied by a slow response time, noise and 
vibration [1][2]. Thermoelectric cooling (TEC) has become 
widely used in power electronics cooling applications owing 
to their less weight and volume, fast response time, precise 
temperature control with no moving parts, no acoustic noise 
and vibrations [3].  Other applications of the TEC are in 
medical instruments, transportation equipment and some 
factory machines. Thermoelectric modules can also be used as 
a power generator known as a Thermoelectric generator 
(TEG) to produce electricity by harvesting waste heat from a 
thermoelectric system when temperature gradients are 
available [4]. In electronic cooling applications, the TEC 
device concept works by transferring heat from the surface of 
the device having a higher temperature than the ambient to a 
lower temperature. This is to maintain the electronic device 
junction temperature (less than 120°C) for safe operation.  

This work aims to develop a PLECS Simulink equivalent 

circuit of the thermoelectric module. Experimental work is 

done to validate the simulation. The optimum point at which 

the Thermoelectric Module (TEM), also known as Peltier, 

should operate to achieve maximum Coefficient of 

Performance (COP) at minimum junction temperature is also 

determined. The paper is organized as follows: the principle 

of operation of the thermoelectric module is discussed in 

section II, the system description and simulation of the 

thermoelectric module is discussed in section III, simulation 

with experimental results under different cooling methods is 

discussed in section IV, thermal model simulation of DC/DC 

boost converter in section V and finally conclusion in section 

VI. 

II. PRINCIPLE OF OPERATION OF THERMOELECTRIC

MODULE 

TEM module is a solid-state semiconductor device that is 
made of interconnections between two different 
semiconductor materials. The semiconductor material of P 
and N types combine to make up thermoelectric couples 
electrically connected in series and thermally in parallel. TEM 
cooling and heating, Joule heating, thermal conduction, the 
Seebeck effect and the Thompson phenomenon are the main 
energy conversion principles taking place in a TEM[5]. The 
energy balance equation at steady state between the hot side 
and cold side of the TEM is given in equations (1) and (2) and 
the electric potential difference and electric power of the TEM 
are given in equations (3) and (4) [6]. 

�� = ��� −
���	�
�

�
−

��

�
(1) 

�� = ��� −
���	�
�

�
+

��

�
(2) 

� = ��� + �� △ � (3) 

Fig 1. Equivalent circuit of thermoelectric Peltier module 
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Fig. 2 Experimental setup to validate the proposed simulation model 

���� = �� − �� = ����� − ���� + ���� (4) 

where ��� = �����  , ��� = ����� , �� = ���� , ��  is the

heat transiting from the cold side, ��  is the heat emitted on the 
hot side of the TEM, ��  and �� are the temperatures on the hot 
side and cold side in Kelvin, �� is the Seebeck coefficient and 
��  is the thermal resistance of the TEM. Equation (3) 
represents the electrical part of the TEM where �  is the 
electrical potential difference, � is the electric current flow in 
the circuit, ��  is the electrical resistance, △ �  is the 
temperature difference between the hot side and cold side of 
the TEM and ����  is the TEM’s electrical power. 

Summing up, the equations (1) and (2) give the equivalent 
circuit shown in Fig. 1 describing the thermal and electrical 
behaviour of the TEM. The heat loss that needs to be 
removed/processed is represented on the left side which is 
absorbed by the cold side and transferred to the hot side of the 
TEM and then dissipated through the heatsink to the ambient 
air (� �!�, together with own TEM losses. 

 The ratio between the heat absorbed on the cold side (��) 
of the TEM to the electrical power (����) generated is known 

as the coefficient of performance (COP) given by (5): 

"#� =
�


$%&'
 (5) 

From equation (5), the lower the electrical power 
consumption, the better the performance of the TEM. 
Therefore, since the electrical power ����  is related to the 

electrical current applied, the designer must select the 
optimum TEM size and current to maximize the system 
performance. 

III. SYSTEM DESCRIPTION AND SIMULATION OF 

THERMOELECTRIC MODULE 

The experimental setup used to verify the model consists 
of a thermoelectric module interconnected between a metal 
plate on which a power resistor is mounted, to provide a 
controllable amount of heat and a heatsink with a cooling fan. 
A 6.8 Ω power resistor rated at 50W is used to produce 40W 
of heat ���())� to be removed by the cooling system. The TEM 
type considered in this work is MCTE1-19913L-S [7] and its 
datasheet is used to extract the fundamental parameters of the 
TEM [8] which are summarised  in Table I. The rated 
specification of the TEM is �� * = 13- , ��� * = 2000 , 
�� * = 24.1�, △ �� *= 68K.  

TABLE I. DATASHEET PARAMETERES OF TEM 

Fundamental parameters Symbol Value 

Electrical resistance ��
1.43 Ω 

Seebeck coeffiecient  ��
0.0803V/K 

Thermal resistance ��
0.5613K/W 

The TEM has a ceramic plate with heat capacitance 
influencing the system’s dynamic behaviour. The ceramic 
plate has an estimated capacitance value of "3�� = "3�4 =
5.688/: [9].  

A. Comparison of the PLECS Simulation Model with

Parameters Extracted from the Manufacturer’s

Datasheet

The proposed PLECS simulation model and the 

Fig. 3 (a) Manufacturer datasheet of TEM (b) Heat processed and 

temperature difference of the TEM with variation of electric current, (c) 

Comparison of experimental vs simulation model results of performing 
passive cooling with TEM 

 (a) 

(b) 

(c)



experimental validation were compared as verified with the 

conditions specified in the manufacturer’s datasheet [7] in a 

few relevant operating points as shown in Fig. 3a for a 

dissipated power of 40W. The maximum heat processed at a 

given current supplied to the TEM occurs when △ �� * = 0 

at 3, 5, 7 and 9 Amps as shown in Fig.3b. This situation is 

similar to the maximum current delivered by a voltage source 

having internal resistance when its terminals are short-

circuited. Similarly, when the heat processed is zero, at the 

maximum temperature difference (△ �� *� is achieved. This 

is similar to the voltage measured at the terminals of the same 

voltage source with internal resistance operating at no load. 

It can also be noticed that there is reasonably good agreement 

between the simulation model and the experimental results. 

The slightly lower temperature differences can be explained 

by the fact that the power resistor mounted in top dissipates 

some of the heat via its own metal body, designed with fins 

for this specific purpose. These results also are in agreement 

with the temperature differences for a 40W loss (intersection 

of the 3, 5, 7, 9A curves with the 40W vertical axis in Fig 3b). 

B. Passive Cooling with Themoelectric Module

It also refers to natural convection. The setup uses the

power resistor for controlled heat generation, the TEM and 

the heatsink with fins showing up vertically to facilitate 

natural convection. The aim is to measure the temperatures at 

the different interfaces in this structure. A maximum 

temperature of 120℃ considered still safe for semiconductors 

operation whilst keeping cooling requirements to a minimum, 

is imposed. The measurement points taken in the experiment 

include the top of the power resistor, the body of the power 

resistor, the copper plate between resistor and TEM, the thick 

base of the heatsink and the edge of the fin of the heatsink. 

The temperatures are measured with an eight-channel Pico 

data logger connected to the measured points with 

thermocouples. The reading was taken after the temperature 

becomes stable. The complete setup is shown in Fig. 2. The 

ambient temperature of 25℃ was recorded at the start of the 

experiment and was also used in the simulation. 

C. Active Cooling without Thermoelectric Module

It is also known as forced cooling with the setup

consisting of the power resistor, the heatsink and the cooling 

fan. The TEM is taken out from the setup to avoid additional 

thermal resistance. The points of measurement are the same 

with the passive cooling as shown in Fig. 2. The same data 

logger device is used to read the temperature at stable point. 

D. Active Cooling with Thermoelectric Module

This setup consists of the power resistor, heatsink, TEM

and the cooling fan. The points of measurement are the same 

with the passive cooling. The thermal resistances of the 

junction device (power resistor) to cold side temperature can 

be determined as well as the thermal resistance of the heatsink 

to ambient temperature. The relation is given in equation (6) 

and (7). 

�� = �� + ����� (6) 

�� = � �! + ��);�� (7) 

where ��  is junction temperature, ��);  is the thermal 

resistance between the heatsink to ambient and ���  is the 

thermal resistance between junction to cold side and  �� is the 

cold side temperature of the TEM. 

IV. SIMULATION AND EXPERIMENTAL RESULTS

A. Passive Cooling with Thermoelectric Module

Considering the heat needed to be processed when �� is

40W, the thermal resistance was calculated from equation (7) 

for the simulation with the hot side temperature being 

considered at worst operating condition. The heat emitted at 

the hot side �� , is calculated using equation (4) while the 

maximum current which the TEM can hold during the 

experiment is 9A. The value of ���=0.039C/W [10] is used so 

that a very small junction to cold side temperature is 

maintained. It can be realized that the simulation results 

obtained is validated with the experimental in Fig. 3(b) as 

well as with the manufacturer’s datasheet in Fig. 3(c). A 

slightly small variation of temperature between the simulated 

and experimental result is observed and this is as result of 

small amount of heat emitted to the surrounding that cannot 

be fully captured by the thermocouple device.  

B. Active Cooling without Thermoelectric Module

Due to increased velocity of air caused by the fan,

convection is increased and the junction to ambient 

temperature  is reduced which reduces the equivalent thermal 

resistance between the junction and ambient �� �!  to 32% of 

the passive cooling under the same value of ��  allowing more 

heat to be removed as shown in Fig. 4. This is as a result of 

the cooling fan that lowers further the temperature of the hot 

spot of the power device. A step change is used to give 

indication of the heat processed at two different heat 

dissipations and their corresponding temperatures. A 

maximum heat of 80W and 50W were processed and their 

corresponding temperatures were observed. 

C. Active Cooling with Thermoelectric Module

With the same value of thermal resistances simulated in

active cooling without TEM, an additional 15% of heat 

compared to case B can further be removed as calculated in 

equation (8) and that almost doubled the heat processed 

compared to passive cooling at an optimum electric TEC 
Fig.4 Active cooling with TEM and without TEM at two stages of processed 
heat 



Fig. 5 Thermal model of the DC/DC converter cooled with TEM  

current of 7A. A heat step is also used in the simulation to 

determine the temperature behavior. This is as a result of 

sandwiching the TEM between the power device and the 

heatsink which further cools the power device by adding an 

additional interface with negative temperature difference. 

The simulation setup is shown in Fig. 5 

Fig. 6(a) compares the maximum heat processed with and 

without TEM at different applied current, thus implying the 

maximum COP occurring at 7A with 82W of maximum heat 

processed. In active cooling without TEM with their thermal 

resistances (���, ��);) measured in series, a maximum heat of 

66W is processed to maintain a �� of 120°C. Fig. 6(b) is the  

Fig.6 (a) Maximum heat processed with and without TEM (b) Electrical 

power generated by the TEM 

electrical power generated by the TEM at varying current. 

The maximum power generated by the TEM is 240W at 13A, 

thus reducing the heat processed as in fig. 6(a). It can be 

observed the heat processed is maximum at 7A with 

corresponding heat generated of 163W. 

�� =
��

=�>?
 (8) 

This implies an optimum current of 7A is sufficient to drive 
the TEM to its maximum efficiency. 

V. THERMAL MODEL SIMULATION OF A DC/DC BOOST 

CONVERTER COOLED USING A PELTIER MODULE

A half-bridge DC/DC boost converter that can suit a wide 

range of applications is designed to process 3.7kW and is 

simulated in PLECS including also a thermal model. It is 

switching at 10kHz, 50% duty circle, with an input voltage of 

135V, inductance of 1.1mH, with DC link capacitance of 

300 @ H delivering power to a 270V power bus. The 

semiconductor model correspond to the 

C3M0060065K(discrete) 650V, 37A Silicon Carbide Power 

MOSFET. The aim is to compare the system's cooling 

capability under passive cooling and active cooling with and 

Fig. 7 Passive cooling of DC/DC converter 

(a) 

(b)

         



Fig. 8 (a) Simulation of active cooling of DC/DC converter without TEM (b) 
Simulation input current, power losses and output voltage of the converter 

without the TEM. The heatsink temperature and the junction 

temperatures for MOSFET 1 and 2 are observed at a steady 

state. The block diagram is shown in Fig. 5. 

A. Passive Cooling of DC/DC Converter with

Thermoelectric Module

The TEM is fed at an initial step current from 0.01A to

the optimum current of 7A and the MOSFET 1 and MOSFET 

2. The temperatures at the measuring points were quite high

until the TEM was switched to 7A. The �� are 296.3°C and

298.5°C with ��  (junction to case temperature) of 265.3°C.

The �� and �� of the TEM is 181.6°C and 214.05°C at 0.01A.

While at 7A current, ��  were reduced to 238.1°C and

240.6°C, ���  to 208°C. The ��  is maintained and ��  was

reduced to 156.9°C. This shows activating the TEM reduced

the temperature of the system as shown in Fig. 7.

B. Active Cooling of DC/DC Converter without

Thermoelectric Module

In the case of force cooling without TEM, the same
thermal resistance value (active cooling without TEM) with 
the same heatsink were used and the result of the simulation 
in Fig. 8(a) can be observed with the semiconductor 
temperatures being reduced compared to the passive cooling. 
MOSFET 1 and 2 temperatures are 141.1°C and 144.9°C 
respectively with a ���  of 112.4°C. The ��� (copper plate) and 

the heatsink temperature are 47.8°C and 42.6°C respectively. 

The inductor current, DC output voltage, switching and 
semiconductor losses are shown in Fig. 8(b). A conduction 
and switching losses of 30.6W and 0.9W respectively is 
observed at an input current of 27A and 270V output voltage 
which is almost the same in all the cases. 

C. Active Cooling of DC/DC Converter with

Thermoelectric Module

The converter is also interfaced with the TEM with the same 

current step used in the previous case. The simulation result 

at 0.01A gives MOSFET 1 and MOSFET 2 temperatures �� 

of 174.1°C and 176.3°C, respectively, and the ���  is 142.7°C 

as shown in Fig. 9.��  and ��  of the TEM are 43.8°C and 

73.9°C respectively. When the TEM become active (at 7A), 

MOSFET 1 MOSFET 2 junction temperatures were reduced 

having �� of 96.1°C and 100.7°C respectively. ���  reduced to 

70.8°C, �� is 12.2°C and �� remains 43.8°C. This showed a 

significant reduction of temperature compared to the previous 

cases.   

It can be concluded here that the active cooling of DC/DC 

converter with TEM enhances the  cooling of the 

semiconductor devices. With the same heatsink used in the 

experiment, it is observed the heatsink overtemperature is 

xx% smaller  in active cooling with TEM. Therefore, heatsink 

size can be reduced significantly  that will increase the power 

density of the converter. 

D. Reducing the Size of the DC/DC Converter Passive

Component

 The simulation results produced  different temperatures 

using the various cooling methods. To evaluate the size 

reduction potential of passive components, junction 

temperatures were all increased to 120°C by increasing the 

converter switching frequency. From the boost converter 

design in equation (9), the weight of the inductor, L can be 

reduced by increasing the switching frequency. Therefore, it 

was observed that at 1.1mH inductance, passive cooling 

temperature is already beyond 120°C at 10kHz. In active 

cooling without TEM, the inductance is reduced to 0.18mH 

at 62kHz to achieve 120°C. A much reduced inductance of 

0.11mH is achieved at 98kHz to reach 120°C in active 

cooling with TEM. This showed that at higher switching 

frequencies, inductor weights can be reduced thereby  

reducing the weight of the converter. 

Fig. 9 Simulation of active cooling of DC/DC converter with TEM 

(a) 

(b)



A =
BCD∗F

GHI△JKC%%'&
 (9) 

where �JL is the input voltage, D is the duty circle, M)N the  

switching frequency, and △ OPJ����  is the ripple current of the 

converter. 

In the experimental setup, the dimensions of the heatsink, 

cooling fan and TEM module were measured where the total 

volume was estimated in table II. 

TABLE II. DIMENSION OF THE COOLING COMPONENTS 

Components Dimensions (mm) Volume (L) Weight (g) 

Heatsink 77 X 64 X 38.1 0.187 213 

Cooling fan 60 X 60 X 25 0.09 50 

TEM Module 50 X 50 X 3.5 0.00875 38 

Therefore, it can be deduced that at the same thermal loss and 

heatsink, the junction temperature in the case of active 

cooling with TEM has been greatly reduced in comparison 

with active cooling without TEM. This implies smaller sized 

cooling components can be integrated thereby improving the 

power density of the system. The relation of the power 

density with the system volume/weight is given in the 

equation 10. 

�QRST USVWOXY =  
$Z%

B(�[���(P \�J]�3�
 (10) 

where �3� is the power throughput. 

VI. CONCLUSION

In this paper, the PLECS Simulink of the thermoelectric 

cooler is derived and then validated in three conditions using 

passive cooling, active cooling without TEM and active 

cooling with TEM is validated with experimental results. It 

can be deduced further that more power losses can be 

removed in active cooling with TEM than in other cooling 

methods. The simulated result for the DC/DC boost converter 

showed the TEM can be applied in the power electronics to 

reduce the semiconductor switch losses, reduce size of the 

magnetics. The size of the cooling components can also be 

reduced thereby increasing the power density of the 

converter. Thus, cooling systems requiring fast response can 

be applied in aircraft and other automotive applications for 

cooling power electronics devices and increasing system 

reliability and lifetime.  

ACKNOWLEDGMENT 

The first author also gratefully acknowledges the support 
from Petroleum Trust Development Fund (PTDF) under the 
Nigerian Government. 

REFERENCES 

[1] N. A. Colum, “Minimum Power L Loss Control – Thermoelectric

Technolo ogy in Power Electronics Cooling Jin Wa ang *, Ke 

Zou and Jeremiah Friend,” pp. 2543–2548, 2015. 

[2] R. A. Taylor and G. L. Solbrekken, “Optimization of 

thermoelectric cooling for microelectronics,” Thermomechanical 

Phenom. Electron. Syst. -Proceedings Intersoc. Conf., vol. 2006, 

pp. 483–490, 2006, doi: 10.1109/ITHERM.2006.1645383. 

[3] C. Li, D. Jiao, J. Jia, F. Guo, and J. Wang, “Thermoelectric cooling 

for power electronics circuits: Modeling and active temperature 

control,” IEEE Trans. Ind. Appl., vol. 50, no. 6, pp. 3995–4005, 

2014, doi: 10.1109/TIA.2014.2319576. 

[4] P. Dziurdzia, “Modeling and Simulation of Thermoelectric Energy 

Harvesting Processes,” Sustain. Energy Harvest. Technol. - Past, 

Present Futur., 2011, doi: 10.5772/28530. 

[5] J. A. Chavez, J. A. Ortega, J. Salazar, A. Turo, and M. J. Garcia, 

“SPICE model of thermoelectric elements including thermal 

effects,” Conf. Rec. - IEEE Instrum. Meas. Technol. Conf., vol. 2,

pp. 1019–1023, 2000, doi: 10.1109/imtc.2000.848895. 

[6] W. J. Bilski, G. Baldassarre, M. Connors, J. Toth, and K. L. Wert,

“Electronics cooling using a self-contained, sub-cooled pumped 

liquid system,” Annu. IEEE Semicond. Therm. Meas. Manag. 

Symp., no. 1, pp. 137–141, 2008, doi: 

10.1109/STHERM.2008.4509380. 

[7] M.-19913L-S. Farnell, “Thermolectric Peltier Cooler Module.”

https://uk.farnell.com/. 

[8] J. Biela and J. W. Kolar, “Thermoelectric Cooling for Power

Density Maximisation of Power Electronic Converters,” Proc. 6th 

Int. Conf. Integr. Power Electron. Syst., no. 2, pp. 16–18, 2010, 

[Online]. Available: 

http://www.pes.ee.ethz.ch/uploads/tx_ethpublications/CIPS_Pape

r_Thermoelectric_Generator_01.pdf. 

[9] S. Lineykin and S. Ben-Yaakov, “Analysis of thermoelectric 

coolers by a spice-compatible equivalent-circuit model,” IEEE 

Power Electron. Lett., vol. 3, no. 2, pp. 63–66, 2005, doi: 

10.1109/LPEL.2005.846822. 

[10] R. Chein and G. Huang, “Thermoelectric cooler application in 

electronic cooling,” Appl. Therm. Eng., vol. 24, no. 14–15, pp. 

2207–2217, 2004, doi: 10.1016/j.applthermaleng.2004.03.001. 



 Generic real-time simulator for power 

converters implemented using the model-based-

design and FPGA-in-the-loop workflow 

Kayoum Djedidi,  Brahim Attia   

Université de Sousse, LATIS-Laboratory 

Sousse, Tunisia 

Djedidikayoum@ieee.org, 

brahim.attia@yahoo.fr 

Mahmoud Hamouda 

Université de Sousse, LATIS-Laboratory 
Sousse, Tunisia 

mahmoudhamouda@yahoo.fr

Kamal Al-Haddad 

École de Technologie Supérieure 

Montreal, Quebec, Canada 
kamal.al-haddad@etsmtl.ca 

Abstract— This paper describes the development of a digital-

twin generic FPGA-based real-time simulator for power 

electronics converter systems based on an efficient model-based-

design (MBD) and FPGA-in-the-loop (FIL) workflow. The main 

objective is to reproduce their static and dynamic behaviors 

over a wide range of the operation frequency. In this model, the 

power components such as switches, insulated gate bipolar 

transistors in this case (IGBT’s) are modeled using the 

associated discrete circuit (ADC) method, with both static and 

dynamic behaviors. The network is computed applying the 

modified nodal analysis (MNA) method, and the proposed 

model is implemented on the field-programmable gate array 

(FPGA) using hardware-in-the-loop (HIL) and FIL 

technologies. This approach was tested on a DC-DC Boost 

converter. The effectiveness and accuracy of the developed 

electromagnetic transient program (EMTP) are tested in real 

time using a numerical model, and then the simulator is 

implemented using FIL technology. The latter is validated by 

comparing the real-time simulation results with offline 

simulation software. Resultant waveforms can be generated 

with nanosecond resolution, across multiple topologies. 

Keywords— Associated discrete model (ADC), hardware in 

the loop (HIL), electromagnetic transient program (EMTP), 

FPGA-in-the-loop (FIL), real-time simulation/simulators (RTS) 

I. INTRODUCTION 

Simulation tools have supported the development of 
engineering systems since the early 1950s. The powerful 
computing power available today allows fast simulation of 
complex systems. This is especially valuable in the case of 
real-time simulators (RTS), which occupy a substantial role in 
designing, testing and prototyping power electronics. They 
have since earned their spot in today’s power electronics 
industry as integral parts of any manufacturer’s workflow, 
across several stages of the technology chain. Enabling the 
transfer of new control concepts into successful hardware 
power electronics products. 

The field of power electronics has seen a lot of research 
and development activities in the last 20 years. Simulation 
techniques have been widely used to take advantage of what 
real-time systems and hardware-in-the-loop (HIL) have to 
offer. Moreover, with the forever-increasing complexity and 
size of power systems, their fast dynamic behavior and the 
challenging demands of the industry, two highly independent 
criteria should be considered: satisfaction of critical timing 
constraints, and providing fast and accurate models. 
Consequently, a RTS time step should be down to the 
nanosecond level.  

When it comes to developing and deploying such 
solutions, we could still resort to central processing units 

(CPUs), but it comes to be quickly realized by design that, it 
is practically impossible to reach the aforementioned time 
steps allowing us to satisfy real-time constraints. For any 
critical system to be considered real time, all of its instructions 
need to be executed within a time delay which constitutes a 
constraint hard to achieve even on the fastest of CPUs with 
many cores. CPUs are also software-programmable fixed 
architectures, meaning that the user cannot reconfigure them 
and thus optimize their performance at the lowest levels. 
Besides, we must not stop at realizing simple small algorithms 
for extremely specific scenarios; it is always required to use 
all that the current technology has to offer on all possible 
exploitable levels, pushing for the creation of fully generic 
digital twins. Serious contradictions between the large 
computation burdens needed to implement nonlinear models 
of switching devices and the nanosecond-level sample time 
commonly required to perform precise and fast switching 
transients. Thus, making a trade-off between accuracy and fast 
simulation speed is becoming more and more challenging [1]. 

The method proposed in this paper is general and can be 
applied to many fields. When it comes to power electronic 
converters, there are several approaches based on the type of 
application. Thus, simulation has seen growth from 
physical/analogue simulators (transient network analyzers 
(TNAs and high-voltage, direct current (HVDC)) for 
electromagnetic transients (EMT), protection and control 
studies, to hybrid TNA/analogue/digital simulators capable of 
studying EMT behavior [2] to load flow and transient stability 
analysis, and finally to fully digital RTS.  

Physical simulators have always proven to be effective. 
However, they were very large, expensive, and required 
highly skilled technical staff to implement complex models. 
Software like SPICE (simulation program with integrated 
circuit emphasis) and Simulink allow the modeling of 
complex topologies with multiple switching devices using 
standard circuit components. With optimization, these 
systems can be fast and reliable, but for switching systems that 
operate with frequencies exceeding hundreds of kHz, non-
real-time software simply are not enough for many cases. 

The accurate simulation of power electronic converters 
needs simulators operating with small sample times to 
properly solve differential equations [3]. Offline simulations 
are still used until today, but they are time consuming. Indeed, 
power electronic converters operating with a higher PWM 
frequencies in the 50 kHz range or more, require time steps of 
less than 100 nanoseconds without considering any 
interpolation.   

This paper is organized as follows: the proposed simulator 
structure is described in section 2. In section 3, a case study 
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and workflow along with the simulation algorithm are 
presented. Section 4 describes the FPGA implementation. A 
final conclusion and future trends are given in section 5.  

II. PROPOSED SIMULATOR STRUCTURE AND DESIGN 

WORKFLOW 

A. Model based design

The model-based design (MBD) approach depicted in
Fig.1 is adopted in this paper.  Industry standard methods such 
as model-in-the-loop (MIL), software-in-the-loop (SIL), 
FPGA-in-the-loop (FIL), and HIL come into play. In essence, 
MBD is the process of using simulation tools to better 
understand and evaluate the behavior of a physical system. 
Models are usually defined as software representations of the 
components in the physical system under investigation. They 
can cover a wide variety of engineering disciplines such as 
electronic, electrical, mechanical, pneumatic, thermal, etc. 
This means that the system might include a variety of 
components (passive and active), integrated circuits (ICs), 
actuators, etc . This approach to engineering helps reduce 
expensive hardware iterations, enhance functional safety, and 
reduce time-to-market for new product development cycles. 
Digital twins are at the heart of this approach. Following 
MBD, the simulator needs to comply with these principles as 
summarized in Fig.2: 

First off, it must offer multiple models and building 

blocks for simulating power converters. These components 

consist of two groups, linear elements such as resistors, 

inductors and capacitors, and nonlinear elements such as 

semiconductor devices (transistors and diodes). Then the 

topology created using the mathematical blocks of step1 

shown in the block diagram of Fig.2 can be solved for, 

transitioning from a static system to a dynamic system that 

can identify dynamic characteristics of the plant model. 

Finally, the simulator either generates results offline using 

Matlab and Simulink, or in real time on FPGA 

Note that the main feature of the proposed RTS is the HIL 
technology that enables the control software, running on the 
actual control hardware platform (that is, FPGAs, DSPs, 
CPUs, etc) to be in connection with  the system-level software 
models, which can emulate the behavior of power electronic 
converters and their operation environment. HIL technology 
allows the user to work in an environment similar to that of a 
digital twin of the real physical system [4]. 

The plant’s model is developed and implemented in an 
offline simulation environment such as Simulink, which 
captures the most important features of the hardware system. 
Then the model of the controller is designed and MIL-based 
control of the plant is verified.  Finally, the  SIL and HIL 
operation modes are validated. 

Fig. 1. MBD simulation workflow 

Fig.2. The main steps of the proposed workflow 

There have been many leading solutions in this field. For 
instance, “Matlab-Simulink” offers a graphical environment 
for simulating a plethora of physical systems, using MBD and 
blocks to represent real-life components and phenomena. 
With recent powerful features making the integration of 
control systems on real-time hardware a lot more user-
friendly. One of the leading companies is “OPAL-RT”, 
offering complete solutions for HIL and rapid control 
prototyping (RCP) testing. 

B. Simulator architecture

The fundamental architecture of the proposed RTS is

depicted in Fig.3. It consists of two main parts, that is, the 

system level and device-level implementations. Indeed, the 

real-time simulation of power electronic converters is 

commonly based on network solving, that is, the computation 

of the current and voltage at each node and for each 

component. The solution should accurately determine the 

transient behavior resulting from the continuous switching 

from ON state to OFF state of the power semiconductor 

devices and vice versa. The system-level model takes care of 

solving the topology and generating all waveforms with 

precision. Note that it is not mandatory for this system to be 

executed with a time step of nanoseconds level, but it is still 

important if we want to achieve a precise and RTS. While the 

device-level takes care of generating the transient waveforms 

of switches in the system, thus allowing us to perform 

transient analysis with time steps of nanosecond level. 

C. Device-Level Implementation

The device level model allows to perform transient

analysis, by generating the dynamic time sensitive 

characteristics of the switch. In this paper, we are using the 

insulated gate bipolar transistor (IGBT). It combines the main 

advantages of  MOSFET and bipolar transistors, being able 

to handle extremely high operational currents and voltages 

and witching speeds of more than 100 kHz, all while being 

very energy efficient. The IGBT was modeled using 

mathematical equivalent models to represent its behavior [6]; 

these equations are then implemented using Simulink and 

simulated offline to make a comparison with the real-time 

results. 



D. System-Level Implementation

The network solver (see Fig. 3) is responsible for

transforming the network from static fixed elements that are 

either automatically generated using a netlist by the symbolic 

circuit analysis block or manually injected directly into the 

system, to be then transformed into dynamic elements. The 

network solver relies on the modeling of components, using 

discrete-time models, rendering them easy to understand, 

develop and implement for stepwise computer simulations. 

There exist various modeling techniques for electrical 

components, all dealing with the same tradeoff between 

accuracy and speed. In the past three decades, two 

mathematically related discrete modelling approaches, 

namely, the associated discrete circuit (ADC) models 

(sometimes known as the companion models), and the 

transmission line (TL) models have been proposed. The ADC 

models are discretized versions of the continuous models 

‘associated’ with a numerical method. The TL models are 

discrete models derived from the transmission-line concept. 

These two approaches are similar and yet different. They are 

mathematically related because it has been shown that the TL 

model for a discrete passive component, known as a stub, is 

numerically equal to an ADC model. The basic difference 

between the TL and ADC models is in the forms of the 

equivalent circuits. The ADC models are represented in the 

Norton-equivalent form while the TL models are in the 

Thevenin-equivalent form [7].  

The complexity of implementation is also a key 

parameter. Considering this, the ADC is more appropriate for 

computer-aided analysis for circuits because it allows the use 

of the nodal analysis method. The latter is commonly 

employed in most existing circuit analysis software packages 

because the formulation of circuit equations is relatively 

easier when compared to that of the loop or mesh analysis. 

Therefore, the ADC switch models can be integrated into 

many existing software packages, such as SPICE, which is a 

general-purpose, offline open-source analog electronic 

circuit simulator. ADC tends to be more idealistic but more 

reliable and easily scalable. Considering this, we adopted the 

ADC method in this work. 

The associated discrete model is thereafter developed 

and discretization methods are used to provide numerical 

approximations to the solutions of ordinary differential 

equations (ODE’s). One important key to the proposed 

model’s success is its ability to be associated with multiple 

integration methods, thus allowing the user to choose the best 

integration method for their use case. The most used 

integration methods worth noting are backward Euler, 

Trapezoidal, and Gear’s second order.  

In order to translate the theoretical models into computable 

systems, we resort to the modified Nodal analysis (MNA) 

method, which uses the basis of nodal formulation and nodal 

analysis to create a system of linear algebra equations, in the 

form: 
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� � � ��� �

	 
�
��

 � �
��  (1) 

Where we solve for the unknown �  and �  of all nodes at

����  based on the vectors �  and � , which are excitations

including the initial values from previous time steps 

corresponding to capacitors and inductors, in addition to the 

switches’ states at ��.

The symbolic circuit analysis block’s ensures a more 

user-friendly experience, so that the simulator can be used 

without any knowledge of the inner operation of the system. 

It is a separate Matlab code that provides a netlist specifying 

the interconnection between the circuit elements; such a 

concept is used by SPICE.  MNA matrices with fixed 

admittance Y (in the form of equation 2) are thereafter 

generated from the netlist   and sent to the network solver.  

� �  ��� �
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 (2) 

The transient parameters computation module’s main 

function is to generate the static values, intervals, slopes, and 

time constraints for the switch dynamic model block. It  is 

divided internally into two blocks, the turn-on transient block, 

which is divided into six modules following the IGBT’s 

waveforms,  and the turn-off transient block, which is divided 

into four modules. 

We are seeking to solve ordinary differential equations, 

which have a single value for the independent variable and a 

single value for the solution. These are known as initial value 

problems because they frequently correspond to time-

dependent problems with an initial condition. It is thus crucial 

to correctly choose the initial condition for any numerical 

method. . For the discrete admittance matrix Y (see equation 

(2)) and the time-step the choice is also very sensitive. A 

favorable trade-off between simulation efficiency and 

precision of the discrete switch model as compared to its ideal 

model may be used to make the decision. The average error 

generated by the approximation switch model can be lowered 

near zero by increasing the number of simulation steps. 

Voltage error is inversely proportional to ��, while current

error is proportional to ��. Generally, errors associated with

the voltage and current are in the following forms:  

 |��| � �
���  �

�       3"  |�#| � ���
�  �

�    4"

% is the voltage blocked by the switch in OFF state  and � is

the current through the switch in  ON state. & is the  number

of iterations at a given switch state.  

Notice that multiple parameter configuration algorithms 

can be applied to the ADC and MNA methods in order to 

decide the best choice of �� and the simulation step for the

system, consequently improving accuracy and reducing 

oscillations [8] [9]. 

Fig.3. Proposed simulator architecture 



III. CASE STUDY AND WORKFLOW DESIGN

Following the workflow mentioned earlier, we start by 

create a numerical model using Matlab, where we will first 

implement the network solver and symbolic circuit analysis 

algorithms and test them offline. This step is important since 

it will act as the basis and initial building block of the system. 

It also allows to detect errors and design problems early and 

solve them in a timely manner. The generated results are 

considered as references for the next step. The second step is 

creating a Simulink hardware-friendly behavioral model 

based on the developed Matlab code. Note that this is not a 

representation of the circuit to be simulated by the user, but a 

model of the algorithm of the network solver, where we will 

try to represent the written Matlab code with parallel 

Simulink blocks that allow for the same behavior, while 

taking into account the data and time propagation, I/O, and 

block compatibility. Finally, the last step is to prepare the 

Simulink model for hardware implementation on FPGA 

using FIL.  

A. Main algorithm

The flow-chart of Fig.4 showcases the first part of the

code, where the network solver prepares the necessary 

variables and sets-up the parameters to be used in the main 

loop, such as the number of iterations and conditions. Then 

the main system iterative loop is shown in the flow-chart of 

Fig.5 

B. Test of the method :  DC-DC Boost converter

The proposed method is tested on the DC-DC boost

converter, represented in ADC form as shown in Fig. 6. In 

ADC form, the second switch is a freewheeling diode. The 

stepping-up function of the converter is described using the 

IGBT Gate signal frequency and duty-ratio. It also uses the 

values of the equivalent inductances and capacitances used in 

the ADC model. Note that a proper choice of the time-step 

and the switch admittance �� , which controls �'  and �(  is

important to avoid oscillations and ensure convergence. In 

the transient state, the converter first starts operating in 

continuous conduction mode (CCM). Then, it changes its 

operation mode to a discontinuous conduction for a few 

cycles before returning to the CCM in steady state. To run the 

simulation, no prior knowledge of the circuit's working mode 

is required. The total elapsed simulation time using Matlab is 

0.003927s on a local Intel I7-6700HQ CPU. 

Fig. 6-7-8 show the Simulink behavioral hardware-

friendly model, with the internals of the Main system block. 

In Fig. 6, the left side blocks represent inputs and constants. 

Pulse generators are used for the switch states to recreate the 

boolean switching function i.e. with two states 0 and 1. In Fig. 

7, the delay block allows the use of history terms, without any 

need to make a storage in a memory. The counter on the left 

side is used to inject the initial values of the system only at 

the first time step. It is also seen that many blocks are used in 

parallel and running simultaneously. It is one of the first 

aspects of hardware-friendly design, where it is important to 

consider the hardware constraints such as limited memory 

space and slower clock rates. Notice also that all the blocks 

used are HDL-coder and fixed-point tool compatible from 

Simulink toolbox.  

Start

Input simulation 

parameters and topology

Select numerical 

integration method

Inverse system 

admittance matrix

Obtain system initial 

conditions

Enter main system loop

Symbolic circuit 

analysis block

Pre-allocation matrices

Determine the number 

of total iterations

Fig. 4. Main simulator algorithm 

Enter main system loop

Determine next switch states 

from states at previous iteration

Determine B matrix values from 

V matrix at previous iteration

S1=1
S2=0

False

True

Determine the current values 

using the discretization 

method and history term

Perform matrix multiplication 
V=Y

-1
*B

Update system matrices 

(computed  values become 

hystory terms for the next 

iteration)

Save data and plot results

End, Total simulation 

time reached

Determine current value 

using the discretization 

method and history term 

(value at previous 

iteration)

Ation
js1(n+1)=-V(3,n);

js2(n+1)=Gs*(V(2,n));

Repeat for the next 

time-step

1-ON = Switch 

is a conductor
0-OFF= Switch

is a capacitor

Fig. 5. Main simulator algorithm loop 

In Fig. 9, the signal selector blocks are simply used to 

correctly route the signals to the corresponding blocks. The 

matrix multiplication block here has been changed into a 

parallel form.  Instead of using regular matrix multiplication, 

we are performing row by column multiplication in order to 

do all rows of the matrix at once.  

Fig. 6.  DC-DC Boost converter represented in ADC form 



Even though the results are highly accurate, we must 

note that the Simulink model took 25.12 minutes to execute 

on the same local CPU, with the step-size of 100  10�+ ,,

for a total simulation time of 0.015 s. Translating to 

performance 100 thousand times slower than real time. This 

further proves the need of using FIL in order to reach real-

time results.  Here are some of the reasons for the slow offline 

performance include the lack of parallel operations, un-

optimized matrix multiplication block, and the lack of circuit 

partitioning. 

IV. FPGA IMPLEMENTATION

After production, FPGAs can be reprogrammed to meet 

specific application or feature needs. FPGAs are 

distinguished from application-specific integrated circuits 

(ASICs) by this property. ASICs are custom-made for 

specific design needs. The dominant FPGA types are SRAM 

(Static random-access memory) based which can be 

reprogrammed as the design evolves. The recent FPGA chips 

can easily exceed the 500 MHz performance limit. They are 

becoming more and more attractive for practically any sort of 

design, with unparalleled logic density gains and a slew of 

additional capabilities and functionalities including on chip 

processors, digital signal processing (DSP) blocks and high-

speed serial interfaces, etc. To avoid manually writing VHDL 

(Hardware Description Language) code, which is extremely 

time consuming, hard to debug, and not very user-friendly. 

The following workflow is used : 

• Step.1: create a hardware-friendly model that utilizes

parallel structures, convert floating point into fixed point

using fixed-point tool, and then optimize for specific

hardware (clock rates, available logic blocks and DSPs…)

• Step2: generate HDL code for FPGA, using HDL coder

and workflow adviser, use HW design suites such as Xilinx

Vivado and Modelsim, and finally use Simulink Co-

simulation to verify generated HDL files.

• Step3: implement on FPGA, by running the created model

in real time with FIL, and build target and view

implementation reports using Xilinx Vivado.

The generated co-simulation and FIL models are 

illustrated in Fig.10 and Fig.11 respectively.  

V. FIL VALIDATION AND DISCUSSION OF RESULTS

FIL based co-simulation tests using are conducted on the 

Xilinx ZCU104 evaluation kit. The waveform of the current 

in the boost converter’s power transistor is shown in Fig. 12. 

The same topology is also simulated offline using Simulink. 

The obtained current is illustrated on the same figure. It is 

clear that both method provide similar results, where the error 

between the FIL and offline simulations is very close to zero. 

Moreover, the zoom in of the two waveforms (Fig.13) shows 

that the real-time transient behavior of the current is 

particularly similar to that provided by offline simulation 

during turn-on and turn-off operation. The obtained outcome 

confirm the reliability of the proposed real-time simulation 

method and its precision.  

On the other hand, the FIL block’s simulation phase 

generates the waveforms in a total time of 9.514s. Even 

though the system is not quite at real-time, it is only 600 times 

slower than real time compared to the offline Simulink 

system, which is 100.000 times slower at total simulation 

time of 25 minutes.  

The report of used FPGA resources shows that only 

13.48% of available DSP blocks are used, which is a very 

important benefit. Notice also that one of the key potential 

improvements in this paper is the circuit partitioning 

techniques. Circuit partitioning is not new as a concept [10] 

[11] [12], but if implemented properly, it can help reduce

hardware usage and speed up simulation.

Fig.7. Main Simulink model 

Fig. 8. Main-system-block content 

Fig. 9.  Parallel matrix multiplication block 

Fig. 10. Generated co-simulation model 



Fig.11. Simulink FIL model 

Fig. 12.  Waveform of the current in the transistor and error between real-

time co-simulation using FIL and offline simulation with Simulink  

Fig. 13.  Zoom in of the current waveforms highlighting dynamic behavior 

at switching transient 

VI. CONCLUSION AND FUTURE TRENDS

This paper proposed a FIL simulator for power converters. 

The developed MBD and FIL workflow have been 

successfully validated on a DC-DC boost converter with a 

simulation step size in the Nanosecond domain and proved 

their capability to generate higher precision results. 

In terms of RTS modeling, the future asks for smart 

solutions that decrease modeling effort for more complex 

switching systems. Indeed, current methodologies necessitate 

a thorough grasp of the entire system's behavior as well as 

extensive mathematical knowledge in order to produce 

models and simulations that fulfill the high speed and 

accuracy requirements. As power electronics systems 

become increasingly complex, highly efficient simulation 

methods that rely on model hierarchy and parallelism are 

becoming not only important but also essential. In this regard, 

the quantum state system (QSS) method has become 

innovative because of its ability to transform the character of 

discrete simulation. Indeed, we no longer apply time 

discretization, but rather a quantization of the state variables. 

This will allow to perform more efficient simulations of 

variable structure systems such as power converters by 

applying a discrete event formalism. 
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Abstract — This paper provides analytical approaches for 
determining the optimum transformation ratio (TR) of a 
trapezoidal modulated dual active bridge (TraMDAB) converter 
for automotive and other related applications. The approaches 
are based on the duty cycle of the transformer (inductor) AC 
voltages. The search for optimum TR is explored further using 
the extrema of the converter’s maximum power transfer. The 
theory is verified by simulation of a 5 kW TraMDAB converter 
modelled in PLECS. The converter was operated at 50 kHz for 
an input voltage range of 500 V to 1000 V and output voltage 
range of 10 V to 15 V to determine the best choice among the 
three investigated TRs selected based on the limit provided by 
this paper. It concludes that the  selected TR must not be too close 
to or not far from the maximum allowable TR such that the 
required voltage and power ranges are covered. The resulting 
transformer must be easy to manufacture, and its size must not 
impact negatively on the converter’s power density. A modified 
leakage inductance formula is provided to limit the output power 
to the specified power range. 

     Keywords: DC-DC power converter, inductance, switching 

frequency, modulation, efficiency, thermal management, 

automotive applications. 

I. INTRODUCTION

The transition to electric vehicles (EV) in the automotive 

industry is becoming more technologically challenging. One 

of the key components of an EV is the converter that powers 

the non-propulsion loads such as alarm, lighting, central 

locking, driver assistance, radio/sound (infotainment), 

navigation, and onboard computer systems [1]. These 

converters are required to have high voltage gain ratio [2]. The 

dual active bride (DAB) converter (Fig. 1) described in 

Section II provides this characteristic suitably [3 – 6].  

One of the main challenges of the DAB converter is the 

selection of a suitable transformation ratio (TR) for the high-

frequency isolation transformer (HFIT) [5]. The TR (n) has 

impact on the size of the HFIT (inductor). The HFIT provides 

the leakage inductance required for power transfer from the 

input to the output of the converter. The TR also influences 

the HFIT RMS and peak currents. The RMS current is an 

important index that determines  the  conduction losses of the  

Appreciation to Lyra Electrics UK and the Centre for Doctoral Training: To 

advance the deployment of Future Mobility Technology (CDT-FMT), 

University of Warwick for sponsoring this project. 

HFIT and by extension, the efficiency of the converter [6]. 

Similarly, the peak current, if not minimised, can drive the 

core of the HFIT to saturation. Saturation and losses have 

thermal stress implications on the converter [7]. It is evident 

that the TR must be carefully designed and selected to enhance 

the performance of a DAB converter.  

Various modulation techniques (MTs) such as phase shift 

modulation (PSM), trapezoidal modulation (TraM), and 

triangular modulation (TriM) have been employed to address 

these challenges. Unavoidably, the power equations for each 

of these MTs contain the TR. This paper focuses on TraM 

since it is more efficient than the PSM [6, 8]. In addition, the 

TriM is a special case of TraM, and the challenges of selecting 

the optimum TR for TriM had been addressed in [5]. This 

paper now consolidates the idea presented in [5] and will be 

useful for design engineers when choosing TR for trapezoidal 

modulated dual active bridge (TraMDAB) converters. The 

organisation and main contributions of this paper are 

discussed hereunder. 

The description of TraMDAB is provided in Section II. 

The approaches for the search for optimum TR in this paper 

are provided in Section III. These are based on duty cycles of 

the primary and the secondary HFIT voltages within specific 

control ranges as described in [5] and further explored using 

the extrema of the maximum power transfer. The duty cycle 

analyses allow us to determine the maximum limit of the TR 

when the input voltage is greater than the referred secondary 

voltage (�� > ���)  and the minimum limit when �� < ���. 

Findings from the maximum power extrema align with the 

fundamental practical reality that the TR must be greater than 

zero. Based on the threshold defined by our theory, three TRs 
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Fig. 1: Dual active bridge converter. 
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were investigated by simulation of a 5 kW TraMDAB 

converter modelled in PLECS in Section IV.  

The performance yardsticks of each TR are the 

requirements of DC-DC converters as drawn from the Power 

Electronics Roadmap 2020 reported by the Advanced 

Propulsion Centre UK. The roadmap requires that that DC-DC 

converters must be highly efficient (97% peak efficiency by 

2035) at the required range of power, operate at high and wide 

voltage range with reduced current stress as well as reduced 

thermal stress. These requirements are very important since 

wide bandgap (WBG) devices are now the trend in power 

electronics. To realise the full potentials of WBG devices, the 

associated components such as HFIT must be optimised to 

operate at high-temperature, high-frequency, and high-current 

[1].  

A modified leakage inductance formula is provided to 

limit the output power to the required specification range 

unlike that provided in [6] which when applied, the higher part 

of the resulting useful powers would be outside the specified 

power range. Finally, it is recommended that optimum TR 

should be chosen not too close to or not far below the 

maximum allowable TR such that the required voltage and 

power ranges are covered, and the resulting transformer or 

inductor is easy to manufacture, and its size does not impact 

negatively on the power density of the converter. The 

conclusion is provided in Section V. 

II. TRAPEZOIDAL MODULATION

The basic operation of DAB is usually explained using the 

conventional PSM [3, 4]. Even though the DAB’s topology 

for both PSM and TraM remains the same as in Fig. 1, the 

operation and switching sequence of TraMDAB differ. The 

switching sequence of the phase shift modulated DAB is 

obtained by operating each pair of the diagonal semiconductor 

switch (SCS) S1 to S8 simultaneously; the SCS on the same 

half H-bridge leg being operated complementarily to avoid 

shoot-through fault on the SCSs.  The shoot-through fault is 

very dangerous as it gives rise to a very high current capable 

of causing havoc to the DC link battery and destroying the 

converter. The switching sequence of the SCSs depends on the 

direction of the power transfer. For forward power transfer in 

TraMDAB it is shown in Table 1. The same table is used 

irrespective of if �� > ��
�or �� < ��

� unlike the case of the

triangular modulated DAB (TriMDAB) [5]. However, the 

resulting waveforms from Table 1 for voltage operating 

regions (VORs) �� > ��
� and �� < ��

� are different. Typical

waveforms are shown in Fig. 2. The zero voltage switching is 

obtained during the durations “d” and “h”.  

As seen from Fig. 1, DAB converters are DC-DC 

converters which can be operated unidirectionally or 

bidirectionally. Four SCSs are connected to each of the two 

H-bridges. A HFIT (for isolated DAB topology) or an

inductor (for non-isolated DAB topology) connects the two

H-bridges. The functions of the HFIT include stepping up or

down voltage, providing power transfer leakage inductance

(L), galvanic isolation, and serving to improve the power

quality by preventing the ingress of harmonics from the

primary to the secondary side or vice versa (during reverse

power transfer).

TABLE I. THE SWITCHING STATES OF S1 – S8 AND VOLTAGE

MAGNITUDE IN EACH STATE. 

State S1 S2 S3 S4 S5 S6 S7 S8 �� ��
�  

a 1 0 0 1 0 1 0 1 +V1 0 

b 1 0 0 1 1 0 0 1 +V1 +V�
�

c 1 0 1 0 1 0 0 1 0 +V�
�

d 1 0 1 0 1 0 1 0 0 0 

e 0 1 1 0 1 0 1 0 -V1 0 
f 0 1 1 0 0 1 1 0 -V1 -V�

�

g 0 1 0 1 0 1 1 0 0 -V�
�

h 0 1 0 1 0 1 0 1 0 0 

(a) �� > ��
�

(b) �� < ��
�

Fig. 2: Typical trapezoidal modulation waveforms of primary voltage, 
secondary voltage, and secondary current for the forward power transfer. 

The HFIT’s TR, otherwise known as turn ratio, is the ratio 

of the primary turn Np  to the secondary turn Ns i.e., n = Np/Ns. 

The primary side is fed with DC voltage from the output of a 

rectifier or directly from a battery. Another battery may serve 

as a load at the secondary side [5]. The zero voltage angular 

widths (ZVWs) of the primary and the secondary AC 

voltages, within the half of the switching period, respectively 

are denoted by 2Ω1 and 2Ω2.  

Next is the investigation of the optimum TR for TraMDAB 
using the duty cycle of the HFIT AC voltages at four pre-
defined extreme operating points (EOPs). The optimum TR is 
further examined using the extrema of the maximum power 
transfer of the converter. The analytical derivation of the two 
approaches are conducted in two subsections. Subsection III.A 
deals with the former while Subsection III.B deals with the 
latter approach. 

III. THE TRANSFORMATION RATIO OF A TRAPEZOIDAL 

MODULATED DAB CONVERTER 

Firstly, the analysis in this section will be simplified by 

making certain assumptions that do not have any known 



significant impact on our findings and conclusions. For 

instance, we assume that the blanking time (angle) and the 

magnetising component of the HFIT have negligible effect. 

Please note that only the forward power transfer operation 

will be analysed in this paper. Choosing the optimum TR for 

TriMDAB had been identified as a challenging task in [5]. So 

also it is for the TraMDAB. Traditionally, the TR could be 

chosen as  n = V1/V2. The inherent drawback of this approach 

is that it is heuristic and does not account for the features of 

TriMDAB and TraMDAB employed for wide voltage 

operation. Therefore, two approaches similar to [5] will be 

used for our analyses. The first approach will be based on the 

duty cycle of the HFIT AC voltages while the maximum 

power approach will be explored to determine the TR 

extrema.  

A. Duty cycles of the transformer AC voltages

The search for the optimum TR is explored using duty

cycle of the transformer AC voltages. Consider the AC 

voltages in Fig. 2 supplied periodically at Ts = 1/fs to the HFIT 

in Fig. 1 such that the duty cycles D1 and D2 of the voltages 

are being constrained between 0 and 0.5. For normal 

operation, the average HFIT’s primary current per period Ts 

is zero. Consequently, we have 

1 1 2 2 1 2 2 10DV D V D D D V V′ ′− = => = = (1)

According to Fig. 2(a), D can be defined as follows: 
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Note that equation (2) is applicable both for direct and 

reverse power transfer. When �� < ��
� (applicable also for both

direct and reverse power transfer), equation (3) holds. 

Equations (2) and (3) are as found in  [5] for TriMDAB.  
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According to [5], the VOR �� < ��
� leads to high RMS

current for TriMDAB, and TriMDAB is a special case of 

TraMDAB. Therefore, it is reasonable to restrict the 

investigation of the search for the optimum TR for TraMDAB 

to the VOR �� > ��
�. Now consider the VOR �� > ��

�, the

converter’s TR can be expressed as follows: 

1 2 1 2= = =Qk kn DV V Dn n V V (4)

For wide range operating voltages (characteristic of 

automotive applications), four TRs (5) are investigated like 

for TriM in [5] based on the four possible combinations of the 

extreme voltages ��,���, ��,���, ��,���, and ��,���. These 

combinations are defined as the extreme operating points 

(EOPs). 
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The maximum TRs for each EOP are as follows (6): 
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(6)

Furthermore, we can obtain the maximum duty cycle 

,maxiD = 
1

,max

−

i kn n  (i = a, b, c, d) in each case by combining (5) 

and (6).  This is presented in Table II. Therefore, to implement 
the TraMDAB, it is recommended that the TR is selected as in 
(7) for the case �� > ��

� noting that n
b,max

 is the smallest among

the TRs of the EOPs and the highest allowable TR covering
the required input and output voltage ranges [5]. Else, if we
must implement �� < ��

�  or the input and output referred
voltage ranges are overlapping, the TR must be selected as in 
(8). 

'

max ,max 1,min 2,max 1 2b
n n V V V V< = ∀ > (7)

TABLE II.  CALCULATION OF THE MAXIMUM DUTY CYCLE AT EACH 

EXTREME OPERATING POINT TO DETERMINE THE APPROPRIATE 

TRANSFORMATION RATIO WHEN �� > ��
�.

��
��  ��,���= n

a,max
��

�� ��,���= n
b, max

��
��

V
2,min

/ V
1,min

1 V
2,min

/ V
2,max

<1 

V
2,max

 / V
1,min

V
2,max

 / V
2,min

>1 1 

V
2,min

 / V
1,max

 V
1,min

 / V
1,max

<1 V
1,min

V
2,min

/V
1,max

V
2,max

<1 

V
2,max

 / V
1,max

V
1,min

V
2,max

/V
1,max

V
2,min

V
1,min

 / V
1,max

<1 

��
�� ��,���= n

c, max
 ��

�� ��,���= n
d, max

 ��
��

V
2,min

/ V
1,min

V
1,max

/ V
1,min

>1 V
1,max

V
2,min

/V
1,min

V
2,max

 

V
2,max

 / V
1,min

V
1,max

V
2,max

/V
1,min

V
2,min

>1 V
1,max

/ V
1,min

>1 

V
2,min

 / V
1,max

 1 V
2,min

/ V
2,max

<1 

V
2,max

 / V
1,max

V
2,max

 / V
2,min

>1 1 

'

max ,max 1,max 2,min 1 2

' '

,max max ,max 1 2 1 2&

c

b c

n n V V V V

n n n V V V V

> = ∀ <


< < ∀ > < 

(8)

B. TraMDAB maximum power

The search for optimum TR is explored further through the
maximum transferable power. The power transfer of a 

TraMDAB [6, 8] is given by (9). By differentiating the 

equation with respect to � and equating the resulting 

expression to zero, the expression for the phase shift at the 

maximum power as a function of the input voltage, output 

voltage, and TR is provided in (10). Please note that � is the 

phase shift between the middles of �� and ��
′ pulses within

the same half-switching-period. We substitute (10) in (9) to 
obtain the expression for the maximum power transfer (11) 

recalling that the blanking angle is assumed zero. This is the 

maximum power for a given set of V1, V2, n, and L at a fixed 

frequency fs. 
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Please note that the minimum power for TraM is usually 

the maximum power provided by TriM  (12) [5, 6, 8]. The TR 

maximising the power can be obtained by differentiating 

P12,max (11) w.r.t. the TR n, and equating the resulting 

expression to zero. Hence, resulting TRs are 

1

2

2
0;

V
n or n

V
= = − (13)

The TRs in (13) are invalid and forbidden because it is 

compulsory that n > 0. Considering only forward power 

transfer and investigating the function 12,max ( )P n for n > 0 via 

obtaining the second derivative of (11), the resulting second 

derivative is provided in (14).  
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Then 

2
'' 2

12,max (0) 0
2 s

V
P

f L
= > (15)

Therefore the point 12,max (0)P is a minimum point and the

function 12,max ( )P n increases monotonously with the increase

of n . The higher is the n  value, the higher power can be 

transferred. The increase over required value might lead to 
reduced efficiency. 

The expected TR should have the following 

characteristics which will guide our verification in Section 

IV: 

a) Able to transfer the required power efficiently across all

the input and the output voltage ranges.

b) Able to produce minimum inductor RMS current in order

to minimize conduction losses and enhance efficiency.

c) Able to produce minimum inductor peak current to avoid

inductor or HFIT core saturation.

d) Able to reduce and balance both primary side and

secondary side current stresses.

e) Able to produce leakage inductance whose inductor can

easily be manufactured and does not reduce the power

density of the converter. 

In the next section, there will be verification of this theory 

looking into investigation of the best TR that fulfils these 

characteristics with respect to a specific set of TraMDAB 

specifications in Table III. The trade-off between listed 

characteristics above will also be analysed. For instance, it 

may be desirable to reduce the conduction loss when the peak 

current poses a challenge to the core saturation. 

IV. VERIFICATION

The theory presented in this paper can be employed in 
DABs for any application. However, the focus here is 
automotive application. A 5 kW TraMDAB converter with the 
parameters in Table III is proposed for the verification. The 
output voltage and switching frequency are selected to meet 
the requirements of converters for powering the non-
propulsion loads of an EV [1].  

TABLE III.  THE TRAMDAB CONVERTER’S PARAMETERS 

Parameters Values Units

Input voltage range V1,min = 500; V1,max = 1000; V

Output voltage range V2,min = 10; V2,max = 15; V

Output power P12 = 5 kW

Switching frequency fs = 50 kHz

On-state resistance  (�� – ��) Ron= 2 mΩ

As wide bandgap devices such as SiC-MOSFETs are 
becoming more popular candidate SCSs, the converter should 
operate at high-frequency to reduce the volume of the required 
magnetics and enhance the converter’s efficiency. This is the 
basis for choosing a switching frequency of 50 kHz. The 
converter must also have the capability to operate at wide 
ranges of input and output voltages typical of the specification 
in Table III.  

Our verification will be restricted to the VOR �� > ��
� since

it was noted in Section III.A that the VOR �� < ��
�  for

TriMDAB leads to increased RMS current, and TriMDAB is 
a special case of TraMDAB. Based on equation (7), the 
maximum TR must be less than ~33.33. We can recommend 
that the maximum TR for this converter should be 33. 
Choosing TR above 33, we will be back or close to the �� < 
��

�  region. The minimum TR can only be proposed such that
n > 0 according to  (11) - (15). Yet, the minimum may only be 
determined from the possibility of manufacturing the resulting 
leakage inductance as we shall see in the subsequent 
calculation of the required leakage inductance. Consequently, 
the following three TRs are suggested to be simulated in a 
model of TraMDAB configured in PLECS to evaluate the 
resulting characteristics produced the TRs n: {�� = 1,  �� = 15, 
�  = 33}.  

The simulation seeks to find the output power, peak 
current, and RMS current at each EOP. To obtain these 
parameters, the required leakage inductance !�"  of each TR

must be determined, where j => 1, 2, or 3. 
Ref  [6] suggests the following relationship for 

determining the required leakage inductance of a TraMDAB 
for specific operating conditions and required power transfer: 

2 ' 2
1,min 2,min

2 ' ' 2
12,max, 1,min 1,min 2,min 2,min4 ( )

n j
s TraM

V V
L

f P V V V V
<

+ +
(16) 

The advantage of this relationship is that the allowable 

output power will not be limited to 5 kW over the required 

voltage range.  This is good for high power application, yet it 

makes no sense since more power range is covered outside 

the required power range of 0 – 5 kW. Furthermore, for level 

1 and 2 chargers (1.4 – 19.2 kW) [9] targeted at employing 



TraMDAB converters, it may be uneconomical not to limit 

the output power. In this paper, we recommend obtaining 

!�"  at the maximum voltages according to the following

modified version of (16) as shown in (17). With this, the 

allowable useful powers reside within the required power 

range. Consequently, power coverage for all the EOP will be 

inspected while results for the peak and RMS current at EOP 

“d” will be the case study for analysis – others can be done in 

similar manner. 

2 ' 2
1,max 2,max

2 ' ' 2
12,max, 1,max 1,max 2,max 2,max4 ( )

n j
s TraM

V V
L

f P V V V V
≥

+ +
(17)

By using (17), the leakage inductances are !�#
= 0.22 µH,

!�$
= 40 µH, and !�%

= 141 µH respectively. Please note the

TR and L selection are mutually inclusive. Hence, for any n
j
,

the appropriate !�"  must be determined [5]. Having found the

necessary parameters for simulation and computation, the 

output power, peak current, and RMS current results are 

presented in Tables IV & V and plotted in Figs 3 & 4. The 

TRs will now be analysed using the desired characteristics of 

an optimum TR listed in Section III.B. 
The thorough inspection of Table IV reveals that each TR 

has varying power transfer ranges and levels at each EOP. At 
n

1
, the range of power (Min – Max) is narrowest compared to

n
2
 and n

3
. Such is undesirable in automotive application.

However, n
1
 produces the highest level of power in all the

EOPs except at “c”. Since the power levels for each TR are 
not significantly different, n

3
 is recommended if reasonable

power range is required. In most cases, alternative modulation 
schemes (TriM, PSM, etc.) are often combined and employed 
to cater for the power range inadequacies of TraM since it 
cannot transfer power lower than the maximum possible 
power in TriM. The RMS current is the main index for 
measuring the conduction losses. 

TABLE IV.  THE DAB CONVERTER’S POWER AT DIFFERENT 

TRANSFORMATION RATIOS AND AT EACH EOP 

TR/EOP 
~&��,� (kW) ~&��,�(kW) ~&��,�(kW) ~&��,�(kW) 

Min Max Min Max Min Max Min Max 

��= 1 2.21 2.21 4.92 4.92 2.23 2.23 5.00 5.00 

��=15 1.99 2.04 3.51 3.86 2.41 2.42 4.95 5.00 

� =33 1.32 1.85 0.09 2.93 2.59 2.69 4.39 5.00 

TABLE V.  THE DAB CONVERTER’S HFIT CURRENTS AT V1MAX, V2MAX,
5 KW, AND DIFFERENT TRANSFORMATION RATIOS 

TR/Current 
Primary Side Current Secondary Side Current 

Peak(A) RMS (A) Peak (A) RMS (A) 

��= 1 665.6 384.3 665.6 384.3 

��=15 44.3 25.6 664.0 384.4 

� =33 19.9 12.1 657.1 397.6 

The conduction loss cP  of the HFIT is proportional to the 

square of the RMS current rmsI  (18), where eqvR  is the total 

equivalent resistance, pR and sR are equivalent primary and 

secondary resistances while rms, pI  and rms,sI are primary and 

secondary RMS currents respectively. 

2 2 2
c eqv ,p p ,s srms rms rms

P I R I R I R= = + (18)

The TR n
1
 produces the worst case RMS at the primary

side (since n = 1). Its performance at the secondary is not 
significantly better.  

Fig. 3: The RMS current for n
1
, n

2
, n

3
 at 5 kW. 

Fig. 4: The peak current for n
1
, n

2
, n

3
 at 5 kW. 
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By comparing n
2
 and n

3
, both have similar performance

though the latter has better characteristic at the primary (RMS 
current is lower by 13.5 A) while the former has better 
characteristic at the secondary (RMS current is lower by 13.5 
A). To maintain a reasonable level of loss or thermal balance, 
n

2
 is a better choice.

Furthermore, to guide against the saturation of the HFIT 

core, the peak current must be minimised. In Table V and Fig. 

4, n
1
 also produces the worst case peak current at both primary

and the secondary sides. The lowest is produced by n
3
 and the

best. 

Within the TR limits, the primary peak and RMS currents 

reduce as the primary turns Np 
= n increase. Please note that 

the primary peak current increases as the primary RMS current 

increases which is expected conventionally or traditionally. 

However, at the secondary, the peak current increases as the 

RMS current reduces because the secondary turn Ns is constant 

and unity (TR being n:1). The current stresses are more 

significant at the secondary side. One way to address this is by 

connecting an x-number of SCSs in parallel. This reduces both 

current stress, and conduction losses since the equivalent on-

state resistance is reduced by Ron/x [5]. Practically, the 

inductor with leakage inductance !�#
may be difficult to

manufacture although Coilcraft manufactures planar 

transformers with leakage inductance as low as in the order of 

nano Henry (nH) [10]. Therefore, cautions must be observed 

when choosing TR far below the recommended maximum. 

For !�%
, the size of the resulting inductor may impact

negatively on the size and power density of the converter. 

Going through the analyses, n
2
 has the leading desired

characteristics compared with n
1
 and n

2
. Finally, caution must

be taken in choosing TR close to and far below n
b,max

. The

experimental validation of this theory is proposed for the 

future work. 

V. CONCLUSION

This paper provides comprehensive approaches for 
determining the optimum transformation ratio of a trapezoidal 
modulated dual active bridge converter. These approaches 
utilize the duty cycles of the transformer voltages. This helps 
to determine the upper limit of the TR when the input voltage 
is greater than the referred output voltage (�� > ���). The 
approach is further explored using the extrema analysis of the 
maximum power transfer as a function of the TR. 

To verify the theory, a 5 kW TraMDAB converter is 
modelled in PLECS. It was operated at 50 kHz for an input 
voltage range of 500 V to 1000 V and output voltage range of 
10 V to 15 V with a view to investigating the optimum choice 
among the three chosen TRs within the threshold defined by 
our theory. The lowest TR produces poor performances 
against the set requirements. The highest and the middle TRs 
are good choices, but the latter is preferable when thermal 
balance is the main design objective. Finally, it is 
recommended that optimum TR should be chosen not too 
close to or not far below the maximum allowable TR such that 
the required voltage and power ranges are covered, and the 
resulting transformer or inductor is easy to manufacture, and 
its size does not impact negatively on the power density of the 
converter.  
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Abstract—This paper analyzes the performance of several 

topologies of grid-connected inverters. For that purpose, a 

comparative analysis has been carried out among a classical six-

switch three-phase inverter (B6) and several alternatives of the 

four-switch three-phase inverter topology (B4). As figures of 

merit to carry out the comparative study, the efficiency, the total 

harmonic distortion of the current in the grid, the unbalance of 

the grid currents and the cost of each alternative have been 

considered. The performance of the inverters has been 

evaluated by means of realistic simulations, which have been 

carried out with PSIMTM software.  

Keywords—four-switch inverter, grid-connected, comparative 

performance analysis 

I. INTRODUCTION

Today's electricity distribution system is evolving from a 
centralized model, where generation and consumption points 
are far apart, to a distributed system [1], in which even end-
users can supply energy to the grid, mainly from renewable 
sources. This new scenario will improve power quality and 
reduce transmission losses [2]. 

Fig. 1 – B6 topology 

Fig. 2 – B4 topology 

In this competitive market, the conventional six-switch 
three-phase inverter (B6) topology has been widely used. 
However, recent works have proposed the three-phase four-
switch (B4) inverter topology as a low-cost alternative for 
grid-connected inverters [3] - [5]. In the past, this topology has 
been widely used in low-cost motor drive applications [6] - 
[8]. The topologies B6 and B4 operating as a grid-connected 
inverter are shown in Fig. 1 and Fig. 2. In the B4 topology, the 
transistors on one leg of the inverter are removed and replaced 
by the mid-point of a capacitor bank. It should be noted that 
this converter not only uses two fewer switches, but also 
eliminates all the hardware needed to operate those switches 
(gate drivers). This is the main reason for highlighting the 
lower cost of the B4 topology regarding B6. However, this 
topology has also its drawbacks: 

• A voltage ripple appears at the mid-point of the capacitor
bank. It depends on the current of the corresponding
phase and it is therefore dependent on the inverter power
[9]. This ripple limits the linear operating range of the
inverter and could lead to unbalanced output currents. To
avoid this, a large capacitor bank is required, especially
in high power applications, increasing the cost of these
components.

• Under the same operating conditions, a DC voltage √3
times higher is required for the inverter to operate at the
same operating point of the PWM modulator. Or, with

the same DC voltage, it needs to manage √3 times more
current for the power to be equivalent to that produced
by B6.

Consequently, it is not self-evident to state that topology 
B4 is simply cheaper than B6 because it requires less 
hardware. In addition, there are other factors to consider apart 
from cost. 

In this context, this work aims to carry out a comparative 
study of the B4 and B6 topologies under equivalent operating 
conditions. The figures of merit chosen for the comparative 
study were the efficiency, the total harmonic distortion of the 
current in the grid, the unbalance of the grid currents and the 
cost of each alternative. B4 requires higher DC voltage or 
phase current to handle the same power as B6. The B4 
topology has been evaluated considering both possibilities, 
leading to several alternative arrangements of B4 that will be 
explained in Section III. 

This research was funded by the Spanish “Ministerio de Asuntos 
Económicos y Transformación Digital” and the European Regional 

Development Fund (ERDF) under Grants RTI2018-100732-B-C21 and 

PID2021-122835OB-C22. 
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II. FUNDAMENTALS OF B4 INVERTERS

A. Power transfer capability

As stated before, one of the main drawbacks of B4 is that
it needs a higher voltage or a higher phase current to process 
the same power as B6. This issue can be explained by applying 
Fortescue’s theorem to the fundamental harmonic of the 
inverter phases, as shown in Fig. 3. Taking the midpoint of the 
capacitor bank, point 0, as the voltage reference, the actual 
fundamental voltages generated by the active phases are VA0 
and VB0, respectively. In the third phase, the voltage is VC0=0 
since it is directly connected to the midpoint of the capacitors. 
As a result, the generated voltages are an unbalanced system. 
It should be noted that VA0 and VB0 in B4 inverters are shifted 
by 60º, as explained in [10]. 

Fig. 3 – Fortescue’s equivalent circuit of the fundamental harmonic of the 
inverter phases 

By applying Fortescue's theorem, (1) to (3) are derived, 
which show that the fundamental of the inverter phase 
voltages can be decomposed into a system of direct sequence 
voltages and a zero-sequence component. It should be noted 
that the zero-sequence components disappear in the phase-to-
phase voltages. 

��� =  ��� +  ��	 (1) 

�
� =  ��� + ��	 (2) 

��� =  �� +  �	 = 0 (3) 

In (1) to (3), Vad, Vbd, Vcd are the direct sequence voltages 
and Vah, Vbh, Vch are the zero sequence voltages of phases A, 
B and C, respectively. 

Considering that the homopolar phasors have the same 
magnitude, (1) can be rewritten as: 

��	 =  ��	 =  �	 (4) 

��� =  ���  +  �	 (5) 

��� =  ��� −  �� (6) 

Fig. 4 shows the vector composition used to obtain ���.

Fig. 4 – Vector composition 

Since the direct-sequence phasors have the same 
magnitude and are 120º degrees shifted, from (6) and Fig.4 the 
phasor VA0 can expressed according to (7). 

��� =  ���� + ��� ∙  cos�60°�� + ��� ∙  sin�60°� � (7)

Therefore, the module of the direct-sequence components 
can be obtained as: 

|���| =   |���|

√!
(8) 

As a result, the actual fundamental voltages generated by 

the active phases must be √3 times higher to connect B4 to the 

same voltage grid as B6, so √3 times higher DC voltage is 
needed to work at the same operating point of the PWM 
modulator. Note that the phase currents would be the same as 
B6 to process identical power. Alternatively, if the amplitude 

of the grid voltage were √3 times lower, the B4 inverter could 

work with the same DC voltage as B6. In this case, a √3 times 
higher phase current would be needed to process the same 
power as B6.  

B. Capacitor current and voltage ripples

Another important issue is the ripple of the current flowing
through the mid-point of the capacitor bank. This current 
generates voltage ripple, due to the internal impedance of the 
capacitors. It should be noted that the voltage ripple at the mid-
point of capacitors modifies the operating point of the PWM 
modulator, limiting the power transfer capability of the 
inverter to avoid operating in the overmodulation zone. 

This section of the circuit can be modeled as a capacitor 
with an equivalent value of 2C, with a current source in 
parallel, as Fig. 5 shows. Note that C is the value of the 
capacitors that are connected in series to create the midpoint 
0, while the current source in this model is the current of the 
phase that is directly connected to 0. 

Fig. 5 – Capacitor branch equivalent circuit 

Then, the RMS value of the ripple can be expressed as 
follows: 

∆�� =  #�  ∙  $� =  %

√! ∙ �&'
 ∙  (

)∙*∙�
(9) 

In (9), S is the nominal power of the converter while ω is 
the grid frequency, expressed in radians per second. 

By assuming that the voltage ripple at 0 point is 
negligeable, the minimum DC voltage required to avoid 
working in the overmodulation range of the B4 inverter could 
be expressed as (10), where VLCL is the voltage drop across 
the LCL grid filter. 

��,,-. =  √3 ∙ 0√2 ∙ �� + �2�23 (10)



Fig. 6 – Schematic of the options under study

However, the voltage ripple at the mid-point of the 
capacitors must be considered, so the actual needed DC 
voltage is expressed as: 

�� 4  ��,,-. + √2 ∙ ∆�� (11) 

Fig. 7 shows the minimum needed capacity (C) for a 
certain rated power, as a function of the allowed voltage ripple 
at the mid-point of the capacitors bank. The grid voltage is 
400Vrms in all cases. 

Fig. 7 – Relationship between Needed capacity and Inverter power as a 
function of the allowed voltage ripple at the mid-point of the capacitors 

bank @Vac = 400Vrms 

III. RESULTS

To analyze the operation and performance of each 
topology, the following four alternatives were considered: 

1) A conventional B6 inverter connected to a 400Vrms grid.

2) A B4 inverter connected to a 400Vrms grid, working with a
higher DC voltage.

3) A B4 inverter working with the same DC voltage as B6. In
this case the grid voltage must be lower.

4) A B4 inverter with the same DC voltage as B6 but with
four transistors per leg (two in parallel per switch).

To compare the performance of the inverters under equal
conditions, the same transistors have been chosen for all of 
them, except for option #2, which requires transistors of a 
higher blocking voltage. Table I summarizes the most 

important parameters of the options under study, whereas Fig. 
6 shows the corresponding schematics. 

TABLE I: DESCRIPTION OF THE ALTERNATIVES UNDER STUDY 

Option Topology 
Parameters 

Vdc Transistor Power Vac

#1 B6 700V MBQ40T120 22kW 400Vrms 

#2 B4 1200V NGTB30N135 22kW 400Vrms 

#3 B4 700V MBQ40T120 12.70kW 230Vrms 

#4 B4 700V MBQ40T120 25.40kW 230Vrms 

The nominal power of each option is derived from the 
maximum power that can be processed, considering the 
corresponding AC voltage and the rated current of the chosen 
transistors. Therefore, options #1 and #2 have the same 
nominal power (22kW). In option #3 the RMS value of the 
grid currents is the same as in the previous options, but the AC 

voltage is √3 lower, so the power decreases by the same factor. 
Finally, option #4 is similar to option #3 but considers the 
possibility of paralleling two transistor per switch, increasing 
the nominal power. The capacitor bank for the B4-based 
options has been chosen to limit the midpoint voltage ripple to 
30V.  

The four alternatives under study have been evaluated by 
means of realistic simulations that have been carried out with 
PSIM Professional 2021 a.2.5. All simulations have been 
performed assuming connection to a balanced, three-phase 
strong grid. All converters switch at 20kHz. 

The chosen figures of merit for the comparative study were 
as follows: 

• Efficiency: obtained by means of the PSIM thermal
module. This software allows to realistically estimate the
losses by introducing in the model of each transistor the
parameters provided by the manufacturer in the datasheet.
A discrete transistor model is used with Rgate = 1 ohm. The
evaluation period is the inverse of the switching frequency
(i.e., the losses are calculated per switching cycle).

• Total harmonic distortion of the grid currents (THDI) after
the three-phase grid filter (ia2, ib2, ic2): obtained directly
from the simulations.



• Cost: which has been obtained from the estimated cost of
transistors, gate drivers, PCBs and capacitors. The cost of
the components has been obtained from global distributors
(e.g., Mouser, Digi-Key, etc.). It is worth pointing out that
this economic indicator is only an approximation to the
real cost of the converters, which depends on other factors
that have not been considered. However, it is useful from
a comparative point of view.

• Unbalance of the grid currents (ia2, ib2, ic2): obtained
directly from the simulations.

The grid currents and the ripple at the midpoint of the
capacitors that is obtained for each of the evaluated 
alternatives are shown below. The B6 inverter waveforms, 
which correspond to option #1, have been omitted for 
simplicity. Since the midpoint is not connected in this 
topology, there is not voltage ripple at this point and the grid 
currents are balanced. 

A. Option #2: B4 working at Vac=400Vrms

Fig. 8 shows the output current of the inverter at full
power. 

Fig. 8 – B4: Grid current at rated power @ Vac = 400Vrms 

Although the capacitors have been designed not to exceed 
a 30V peak-to-peak ripple at full power, there is a 4A peak-to-
peak unbalance among phases, due to the voltage ripple at the 
mid-point of the capacitor bank. Fig. 9 shows this ripple at 
50% and 100% of rated power (before and after 0.5s, 
respectively). With C = 4.8mF, the maximum voltage ripple is 
27.4V. 

Fig. 9 –Voltage ripple at the mid-point of capacitors @ Vac = 400Vrms – 50% 
to 100% of rated power 

The current unbalance among phases could be reduced by 
increasing the capacity of the capacitor bank, but this would 
increase the total cost of the inverter [11]. 

B. Option #3: B4 working at Vac=230Vrms

As explained before, in this alternative the inverter is
connected to a 230Vrms, three-phase grid. The dc voltage has 
been lowered to 700V (as in option #1) and C = 4.8mF. 

Fig. 10 - B4: Grid current at rated power @ Vac = 230Vrms 

Fig. 11 - Voltage ripple at the mid-point of capacitors @ Vac = 230Vrms 
– 50% to 100% of rated power 

In this case the peak-to-peak unbalance of the phase 
currents is reduced to 2.1A, with a maximum measured 
voltage ripple at the capacitor’s midpoint of 28.3V. 

C. Option #4: B4 working at Vac=230Vrms and parallelizing

two transistors per switch (modified B4)

In this alternative, two transistors per switch have been
paralleled, for a total of four per leg. Note that one driver can 
supply the gate signals to both transistors in parallel, so the 
cost of the auxiliary circuitry is not increased over option #3. 

Since the phase current is double that of the previous 
option, the power rating is now 25.4kW. The capacitors have 
also been redesigned to handle twice the current. In this case, 
C = 9.6mF. 

Fig. 12 shows the grid current of the modified B4 inverter 
working at nominal power, while Fig. 13 shows the voltage 
ripple at the capacitors’ midpoint. The peak-to-peak 
unbalance of the phase currents is reduced to 1.7A and the 
maximum measured voltage ripple at the capacitor’s midpoint 
is 29.3V. 

Fig. 12 – Modified B4: Grid current at rated power @ Vac = 230Vrms 

Fig. 13 - B4 with two transistors per switch: Voltage ripple at the mid-point 
of capacitors @ Vac = 400Vrms – 50% to 100% of rated power 



D. Comparative analysis

A comparative analysis has been carried out starting from
the performance of each alternative under study. Fig. 14 shows 
the efficiency of each topology. 

Fig. 14 – Efficiency comparison 

 The best efficiency is achieved with options #3 and #4 
(B4 connected to a 230Vrms grid). Note that the efficiency 
improvement is around 2%-3% in the whole power range. 
Both B4 and B6 topologies present similar efficiency when 
they are connected to a 400Vrms grid, with B4 being slightly 
better than B6.  

Fig. 15 shows the measured THDI of the grid currents for 
each alternative under study. Options #1 and #4 (B6 and 
modified B4 connected to a 230Vrms grid, respectively) 
present similar THDI in the high-power range. At low power, 
the B6 topology presents a lower distortion than the B4 
topologies connected to a 230Vrms grid, being similar the 
performance of the two B4 alternatives in this power range. 
The worst performance over the whole power range is 
obtained by B4 working with a 400Vrms grid. Specifically, the 
THD at the corresponding rated power of each topology is 
1.9% (B6@400Vrms), 4.1% (B4@400Vrms), 4% 
(B4@230Vrms) and 2.2% (modified B4@230Vrms). 

Fig. 15 – THDI of the phase currents 

Table II shows the measured unbalance of the grid currents 
for each topology working at rated power. The unbalances 
have been normalized to the nominal direct sequence 
components. As noted above, the current unbalance is caused 
by the voltage ripple at the midpoint of the capacitor bank, so 
it is zero in the case of B6. 

TABLE II: UNBALANCE OF THE GRID CURRENTS 

Option Topology Vac Unbalance 

#1 B6 400Vrms 0 

#2 B4 400Vrms 5.2% 

#3 B4 230Vrms 2.76% 

#4 Modified B4 230Vrms 1.62% 

Finally, the economic cost of each topology has been 
compared. For this, the cost of transistors, gate drivers, PCBs 
and capacitors were considered. The cost of the capacitors 
needed to build the third leg of the B4 inverter and the DC-
Link without midpoint (common to all topologies) has been 
computed. It has been assumed that the driver is mounted on 
a removable pcb. The selected gate driver is the HCPL-316J 
IC. In addition, it has been assumed that each driver can 
supply the gate signal for two transistors in parallel in the case 
of modified B4, so the cost of the gate drivers is the same in 
all B4 cases. It is worth pointing out that the DC link without 
midpoint could be eliminated in the B4 topologies, which 
would slightly reduce its cost, but this would not significantly 
affect the conclusions. 

Table III summarizes the resulting cost for each alternative 
under study. Since the nominal power of each topology is 
different, the cost has been expressed in €/kW, to make a 
better comparison. 

TABLE III: COST PER KW FOR EACH OPTION 

Option Topology Vac Cost 

#1 B6 400Vrms 8.25€/kW 

#2 B4 400Vrms 35.17€/kW 

#3 B4 230Vrms 14.19€/kW 

#4 Modified B4 230Vrms 11.61€/kW 

Again, the B4 topology connected to a 400Vrms grid is the 
worst option from a cost point of view, being about 4 times 
more expensive than conventional B6. In fact, B6 is the 
cheapest option, although the cost of options #3 and #4 is 
much closer to that of B6, compared to option #2. Besides, it 
would be even closer discounting the cost of the additional dc-
link capacitors.  

To analyze the origin of the cost overruns affecting the B4 
topologies, Fig. 16 shows the disaggregated cost of each 
option. According to this figure, B4 topologies are heavily 
penalized by the cost of the capacitor bank to build the 
midpoint of the DC link. As stated above, the DC link without 
midpoint could be eliminated in B4 topologies. This would 
slightly reduce the cost of these topologies but would not 
significantly affect the results. Fig. 17 shows the relative cost 
of the components of each alternative, which has been 
expressed as a percentage of the total cost. Note again that this 
indicator is only an approximation since it does not consider 
volume discounts, among others. 

Fig. 16 – Absolute cost of each component 



Fig. 17 – Relative cost of each component 

Fig. 18 summarizes the main results obtained from this 
comparative study. For this purpose, a radial diagram has been 
used, assigning a score from 0 to 10 to the considered figures 
of merit. This diagram shows together the strengths and 
weaknesses of each option and is useful for selecting one or 
the other depending on which factor takes priority. Note that 
the higher the score the better the performance, i.e., a high 
score in THDI, unbalance and cost indicators implies a better 
performance. 

Fig. 18 – Evaluation of strengths and weaknesses of each option 

Topologies B6 and modified B4 @ 230Vrms exhibit the 
best overall performance whereas topology B4 @ 400Vrms has 
the worst. 

IV. CONCLUSIONS

In this work, a comparative analysis of the performance of 
B4 and conventional B6 topologies for implementing grid-tie 
inverters has been carried out. For this purpose, four different 
alternatives have been evaluated, three of them based on the 
B4 topology. 

From the results, it can be concluded that B4 is a worse 
choice than B6 if both are connected to a grid with the same 
RMS value. However, if the voltage on the supply transformer 

is reduced by a √3 factor, B4 can be competitive in cost with 
the conventional B6 topology. The grid voltage reduction 
avoids, on the one hand, high voltages on the DC link that 
require selecting transistors with higher blocking voltages. On 
the other hand, it has been shown that the achieved efficiency 
is about 2%-3% higher than that obtained with the B6 
topology, whereas the THD of the grid currents at high power 
is like that of B6. 

The study has also shown the main weaknesses of the B4 
topology. The most important is the high cost of the capacitors 
needed to build the midpoint of the DC link, especially when 
their rated voltage must be high as in option #1. The current 
of the non-active phase of the inverter flows through these 
capacitors. Therefore, high capacitance and high current 
capacitors are required at high rated power, being the most 
expensive component of the converter. In addition, the voltage 
ripple produced at the midpoint of the capacitor bank produces 
unbalance of the inverter output currents. It has been pointed 
out that the importance of this issue can be reduced by 
increasing the overall capacity, at the cost of increasing the 
cost of the inverter. 
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Abstract— Dead-time distortion is a major problem in 

PWM inverter. Several techniques have been developed to 

compensate this effect. This paper presents the inherent dead-

time distortion compensation feature of conventional one-cycle 

control technique, when applied to single phase PWM VSI. 

This technique involves a current sensor-less approach and 

also does not require any topological change or modification in 

conventional one-cycle control strategy. Hence, it is easily 

implementable using discrete hardware or low-cost 

programmable devices.  Hence, such a strategy can be a 

suitable alternative to conventional Sine-PWM technique, 

where low output THD is required. The proposed concept is 

validated via digital simulation and experimentation in 

laboratory. 

Keywords— Buck converter, Dead-time distortion 

compensation, One-cycle control, Reset integrator, Single 

phase PWM VSI   

I. INTRODUCTION 

Pulse-width-Modulation (PWM) techniques for inverter-
control keeps the lower-order harmonics reduced, while 
controlling the output voltage magnitude and frequency. 
Grid connected solar inverters, battery-driven vehicles, 
uninterruptible power supplies (UPS) etc. are some of its 
wide range of applications. Dead-time distortion is a major 
issue in PWM inverters. In practical inverter due to the 
presence of finite turn-on and turn-off time of the switches, 
shoot-through phenomenon may occur in any leg of the 
inverter. To avoid such a problem, a time-delay called „dead-
time‟ or „blanking-time‟ is introduced between turning on of 
one switch and turning off of the other switch of same leg of 
the inverter. But due to insertion of dead-time, the quality of 
the output waveform is degraded, reducing the RMS value of 
the fundamental voltage and increasing lower harmonic 
content, which cannot be effectively eliminated by low-pass 
filtering.  

      Analysis and compensation of dead-time distortion is a 

widely researched topic. This has resulted in a large number 

of compensation techniques. These can be classified broadly 

into two categories. One such technique is average 

compensation [1] and another is pulse by pulse 

compensation [2]. A novel dead-time compensation method 

based on angle domain repetitive control was proposed in 

[3], which was also used to eliminate zero-current-clamping 

effects for a wide range of operating frequencies. A new 

method of dead-time compensation, capable of self-tuning 

to the inverter and load properties was proposed in [4]. For 

SPWM inverters operating at high switching frequencies, 

improved dead-time compensation was implemented in [5] 

by adjusting the switching frequency according to the 

amplitude of the modulating waveform to avoid very large 

or very small pulse widths. A new software-based plug-in 

dead-time compensator has been developed in [6] for grid-

connected PWM VSI of single-stage photovoltaic (PV) 

systems using predictive current controllers (PCCs) to 

regulate phase currents. A fully-digital algorithm to shape 

the spectrum of dead-time distortion in power inverters has 

been proposed in [7], which  is based on measuring the 

pulse widths at the output of the power stage, and does not 

require measuring the sign of the current. A novel dead-time 

elimination technique has been proposed in [8] which uses 

diode conduction state for current polarity detection.  

 This paper presents the inherent dead-time distortion 

compensation feature of one-cycle control in single phase 

PWM VSI. One cycle control technique was initially tested 

for different topologies of DC/DC converters [9], followed 

by DC/AC inverters [10], [11] as well as PWM rectifiers 

[12-14]. It is a technique that uses the pulsed and non-linear 

nature of switching converter and has instantaneous control 

over the value of the switched variable, averaged over one 

switching cycle It is observed that for DC/AC inverters, 

feeding resistive and/or inductive loads, one cycle control 

gives superior transient and steady state response. For 

DC/DC converters (e.g., a single switch Buck Converter) or 

a DC/AC inverter, a cause of steady state error may be the 

internal resistance of the series filter-inductor. However, 

such errors may be reduced to a minimum by suitable 

inductor-design techniques. OCC has been applied for 

inverter control in a modified form [10]. However, 

conventional OCC itself has inherent dead-time distortion 

compensation feature. This paper brings-forth this feature, 

and confirms the same through simulation and experimental 

results.  

     This paper is divided into six sections. Section II presents 

the principle of one-cycle control. Section III presents the 

inherent dead-time distortion feature of one-cycle control in 

PWM VSI. The proposed concept is validated through 

simulation and experimental results in section IV and V 

respectively. Section VI draws the conclusions. 
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II. BASIC CONCEPT OF ONE-CYCLE CONTROL 

One-Cycle Control (OCC) is a nonlinear control technique 

which relies upon the integral of a switching variable, to 

compare its average value with some control reference. First, 

an example of a buck converter is taken and one-cycle 

control is applied to regulate the output voltage of the 

converter.  Fig. 1 shows a buck converter and Fig. 2 shows 

the one-cycle control block diagram of the same. In Fig. 1, T 

and D are the operating switch and diode respectively.  

A. Buck Converter With Ideal Switch and Diode

When the switch T is on, input voltage is transferred across 

D and when T is off, D conducts and its voltage becomes 

zero. Thus, chopped voltage is obtained across diode D. The 

switch function and the diode voltage can be represented can 

be represented as  

 ( )

 (1) 

( )  ( )   ( )   (2) 

 where    is the constant switching period and is the on-

time of switch.  

The average output voltage can be expressed as follows 

( )    (
 
) ∫   ( )  

   
 

 (3) 

For regulated output voltage, this must track the reference 

voltage     . Thus, instead of output voltage, diode voltage 

may be sensed and used as feedback signal for output voltage 

control. Using (3), an one-cycle control block diagram can be 

formed which is shown in Fig. 2. Here, a S-R flip-flop is 

used to obtain the control pulse for activating the switch T, 

where a clock signal is given to the SET input of the flip-flop 

to turn on T. The diode voltage   is integrated using a 

resettable integrator and its output is multiplied by the 

switching frequency    .This gives the signal      , which is 

the diode voltage averaged over one switching cycle. It is 

then compared with     and when it reaches     the flip-

flop is reset. Thus, T becomes OFF and D starts conducting. 

Fig. 3 shows different waveforms related to one-cycle 

control in buck converter with ideal switch and diode. It is 

clearly observed how one-cycle control sets the control pulse 

width to regulate output voltage according to requirement 

within one switching cycle. Even if the input voltage     has 

a variation, the output voltage remains regulated within one 

switching cycle.  

B. Buck Converter With Non-ideal Switch and Diode

In practical buck converter the switch and diode are non- 

ideal. The switch on-state voltage drop reduces the voltage 
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  Fig. 3 Waveforms related to one-cycle controlled buck converter with 

ideal switch and diode  (RST → RESET) 

across the diode and can be represented as 

( )      ( )    (  )  (4) 

where   (  )is the switch on-state voltage drop. The slope of 

decreases resulting in more time to reach      which 

increases the diode voltage pulse width.  

During non-conducting period of switch T, diode D conducts 

and there is diode voltage drop. This can be represented by  

( )  (  )  (5) 

 The diode voltage drop creates negative slope of 

during non-conducting period of switch. This also 

increases its time to reach      resulting in increase in diode 

voltage pulse width. In both these cases the output voltage is 

regulated within one switching cycle. This is illustrated in 

Fig. 4.  
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In the above analysis continuous conduction mode (CCM) of 

operation of the converter has been assumed. But the same 

control algorithm is valid for discontinuous conduction mode 

(DCM) as well.

It may be noted that the single switch buck converter, as 

shown in Fig. 1, may be converted to a „synchronous buck 

converter‟, by connecting a switch T1 in anti-parallel to D 

and a diode D1 in anti-parallel to switch T. Thus, the 

structure of a single phase full-bridge inverter can be derived 

from that of a synchronous buck converter. This clearly 

indicates that one-cycle control can be applied to single 

phase full-bridge inverter to regulate its output voltage.  Fig. 

5 shows a single phase full-bridge inverter feeding a R-L 

load.  

The full-bridge inverter of Fig. 5 can be controlled by the 

conventional OCC by using one-cycle-controller block for 

individual legs, each controller running on the feedback of 

the corresponding pole voltage (   and    ) and individual 

reference signals. Also same clock-pulse source is used for 

both controllers. Though the load sees array of edge-aligned 

PWM pulses but the even harmonics are eliminated upon 

application of unipolar PWM strategy. 

     Here, reference voltage for two legs can be expressed as 
follows. 

    (    )                    (6) 

where   is the fundamental frequency of inverter output,   

and   are constants. In (6), (+) and (-) sign are used for leg 1 

and leg 2 respectively.   

III. DEAD-TIME DISTORTION COMPENSATION IN SINGLE

PHASE PWM VSI USING ONE-CYCLE CONTROL 

An OCC-based single phase full-bridge inverter is shown in 
Fig. 5. Here, gate pulses            are obtained through a 

gate driver circuit from one-cycle controller block output 
pulses        . The driver provides required dead-time for 

the switches. For Sine triangle PWM control, based upon the 
direction of pole current, pole voltage area is lost or gained 
(Fig. 6), resulting in dead-time distortion (Fig. 7). For One-
cycle control, the inverter of Fig. 5 is controlled by the OCC-
block, whose internal structure is presented in Fig. 2, with 
the DC reference signal replaced by a DC shifted sine wave, 
as given by (6).      
     One-cycle control has an inherent dead-time distortion 
compensation mechanism, which is discussed in the 
following paragraphs. The analysis is presented taking 
inverter leg 1 with pole A. Similar analysis is applicable to 
the other leg.  

A. Case I :

A.1. Integrator With Near Zero RESET Pulse Width

All inverter switches and diodes are assumed to be ideal. Fig. 
8 shows some of the waveforms to demonstrate the effect of 
OCC.  When pole current is positive, then due to 
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dead-time , the rising edge of pole voltage     gets 

delayed by and       starts increasing from zero 

therefrom. This process continues until it reaches . 

Thus, the trailing edge of also gets delayed by    and 

width of pulses remain same. Thus, loss of pulse-area 

due to the dead-time distortion is totally compensated.  If 

the non-idealities of the devices of inverter are taken into 

account, then also the above analysis remains applicable. 

Different waveforms related to OCC in inverter with device 
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 with non-ideal switch and diode (RST → RESET) 
non-idealities are presented in Fig. 9. Similar to buck 

converter, due to switch conduction voltage drop, here also  

 gets reduced and during non-conducting period of 

switch, the diode voltage drop results in negative slope of 

. OCC compensates these two effects by increasing the 

gate pulse width within one switching cycle and pulse-area 

loss is prevented.    

A.2. Integrator With Finite  RESET Pulse Width

If the integrator has finite RESET pulse width but much less 

than    , then the dead-time distortion compensation 

procedure is shown in Fig. 10. Here, switch and diode are 

assumed as ideal. In this case, after getting the reset pulse 

the flip-flop responds immediately and switch stops 

conduction but the integrator takes some time to reset 

resulting in a downward slope of      . However, as     has 

already become zero,      remains clamped to zero until  
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Fig. 10 Dead-time distortion compensation in inverter using  OCC for 

 with ideal switch and diode with finite RESET pulse width 

(tr → RESET time) 

CLK pulse again triggers the switch. Thus, even the 

presence of finite reset pulse width of integrator does not 

affect the performance of one-cycle control. Similar to the 

case as shown in Fig. 9, even if the non-idealities of the 

switch and diode are taken, then also OCC is well applicable 

for proper compensation in this case.  

B. Case I :

B.1. Integrator With Near Zero RESET Pulse Width

When pole current is negative the situation becomes

somewhat different and is shown in Fig. 11. Here also ideal

switch and diode are assumed. In this case,     pulse rising

edge coincides with switch control pulse without dead-time

whereas its falling edge is delayed by . At  rising 

edge, starts increasing until it reaches . Here, 

initial value of is taken as zero. Thus, after starting the 

inverter in first switching cycle control pulse stops 

immediately after      reaches      . But as is still 

positive due to presence of dead-time, again starts 

increasing until    becomes zero and   remains fixed at 

the value reached at that point of time.  At starting of next 

switching cycle      again starts increasing and reaches 

,    time before switch control pulse    has its falling 

edge. This makes     pulse width same as    even in 

presence of dead-time and the whole process is completed 

within one switching cycle. Similar analysis can be done 

taking non-idealities of switch and diode which gives 

complete compensation. The only difference is that  

pulse width increases as compared to inverter having ideal 

switches and diodes. 

B.2. Integrator With Finite  RESET Pulse Width

Fig. 12 illustrates dead-time distortion compensation with 

integrator having finite RESET pulse width. When there is 

finite reset time of integrator, then during reset time   , 

is either clamped to zero or falling towards zero. 

Thereafter      starts increasing due to presence of positive 

up-to C and remains fixed at that value until CLK pulse 

triggers the flip-flop at D. Due to finite integrator reset time, 

 reaches a lower value at C as compared to the case 

with zero reset time. Thus, it takes increased time to reach 

 in next switching cycle which prevents complete 
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compensation. Thus, there exist a small amount of mismatch 

EF in pulse-width. Analysis can be done in a similar way 

taking non-ideal switch and diode which also results in a 

small distortion to exist continuously on a pulse by pulse 

basis.  

    From the above discussion it can be stated that 

conventional one-cycle control can significantly compensate 

dead-time distortion in PWM VSI. The two areas which can 

be addressed for improving the performance of OCC are as 

follows. 

 When pole current is positive, pulses of pole voltage with

respect to negative DC bus shifts right by   but there is

no loss in pulse-area

 When pole current is negative, a small distortion persists

due to finite RESET pulse width of integrator. More is the

duration of the RESET pulse, greater is the mismatch.

This results in offset in load voltage.

The first issue can be addressed by proper pulse positioning 

and the second issue may be addressed by reducing RESET 

time of integrator.  

IV. SIMULATION RESULTS

Digital simulation in MATLAB-Simulink platform has been 

done to verify the validity of the proposed concept. The DC 

bus voltage of the inverter is set at 110 V. The switching 

frequency    is taken to be 10 kHz, whereas the 

fundamental frequency is 50 Hz and dead-time is 4 μs. The 

simulation is performed by taking R-L load and the results 

obtained using OCC are compared with that obtained using 

conventional sine-triangle PWM (SPWM) technique. 

A . Case – I: 

Here, amplitude modulation index   is fixed at 0.85 and 

load impedance Z is set at 18.6 Ω whereas load impedance 

angle θ is varied from 10
o
 to 80

o
. The results are shown in 

Fig. 13 and Fig. 14. 

B. Case – II:

In second case, θ is set at 45
o
 and load current    is fixed at 5 

A whereas   is varied between 0.1 to 0.9. The results are 

shown in Fig. 15 and Fig. 16.  

C. Case – III:

In third case, is set at 0.9 and θ is set at 45
o
 and    is 

varied from 1 A to 10 A. The results are shown in Fig. 17 

and Fig. 18. From Fig. 13 to Fig. 18 it is clearly observed 

that the dead-time distortion compensation is achieved using 

OCC. This is reflected by significant reduction in THD 
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in output voltage using OCC as compared to conventional 

SPWM in all the three case-studies presented.  

V. EXPERIMENTAL RESULTS

The hardware implementation of the OCC and conventional 

SPWM in single phase PWM VSI has been done in the 

laboratory using a controller-card, based on a 8-bit mid-

level digital controller PIC18F4431. Semikron- make IGBT 

based inverter stack has been used as PWM VSI with  110 V 

DC bus voltage. The switching frequency    is 10 kHz, 

whereas the fundamental frequency is 50 Hz and dead-time 

is 4 μs. The experiment is performed by taking R-L load 

with resistance and inductance set available in the 

laboratory. Sample results with SPWM and OCC are shown 

in Fig. 19 and Fig. 20 respectively. It can be clearly 

observed that OCC provides dead-time distortion 

compensation improving load voltage waveform quality. 

The THD in load voltage using OCC is drastically reduced 

to 1% - 2% from its value of 5% -6% using SPWM. 

Load voltage (50V/div) 

Time (5ms/div) 

 Fig. 19  Load voltage waveform using conventional SPWM 

Load voltage (50V/div) 

Time (5ms/div) 

 Fig. 20 Load voltage waveform using OCC 

Thus, the inherent dead-time distortion compensation 

feature of OCC is demonstrated by the above results.  

VI. CONCLUSION

This paper presents inherent dead-time distortion 

compensation feature of one-cycle control technique in 

single phase PWM VSI, without any change in topology or 

conventional OCC strategy. The proposed concept is 

validated via digital simulation and experimentation in 

laboratory. The results indicate that OCC-based single- 

phase inverter delivers superior performance in terms of 

output THD. Thus, this can be a better alternative to 

conventional Sine PWM based single phase inverter, where 

low output THD is important. The performance of this 

technique can be improved further by switch gate pulse 

positioning and by reducing integrator reset time. The above 

modified strategies have been implemented by the authors. 

The work will be presented in a future paper. 
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Abstract—Simulation of physical environments during the
development of Industrial Cyber-Physical Systems (ICPS) offers
a way to rapidly validate control interactions. Since production
hardware for both aerospace and industrial machinery is not
always immediately available, simulation allows software devel-
opment to begin earlier on safety-critical projects.

This study presents the early-stage design thinking that in-
fluenced the development of our simbIoTe physical environment
simulator. This tool allows engineers to rapidly create realistic
simulations that can interact with their ICPS during devel-
opment. Aspects of the simbIoTe architecture are detailed as
well as the Views and Beyond methodology adopted by the
designers. Two case studies that evaluated the first prototypes
of the simulator are discussed. The future research directions
outline how simbIoTe will be evolved into a mature Open Source
simulation development platform to foster robust and resilient
ICPS design practices.

I. INTRODUCTION

simbIoTe (a simulator for building Internet of Things
environments) is a simulation tool developed within the AUT
Software Engineering Research Center (SERC). The simbIoTe
Integrated Development Environment (IDE), resources, and
component libraries are a key part of our long-term avionics
software research initiatives. Simulators such as simbIoTe
allow engineers to rapidly model and build realistic physical
environment simulations while they are developing Industrial-
scale Cyber-Physical System (ICPS) software. Fig. 1 shows
simbIoTe running a simulation of aircraft landing gear con-
trolled by our avionics software. In typical avionic develop-
ment projects, the development of hardware such as landing
gear mechanisms often requires long lead-times. Simulators
ensure that software development can start early in the design
and development life cycle of aerospace systems.

Our research focuses on the application of IEC 61499
Function Block (FB) software architectures [1] in avionics.
This architecture is ideal for creating safety-critical ICPS
control software. In conjunction with the 4diac/FORTE FB
development system [2], simbIoTe provides an environment
that enables our engineers to interact with and control realistic
sensors and electromechanical actuators during iterative design
and development cycles. The simulator software provides a
way to design and create visual elements and animate them
to demonstrate the operation of mechanisms. It also provides
a simple way for the FB control software to communicate in
real time with the simulator.

Fig. 1: The simbIoTe Landing Gear Control simulation.

This paper outlines the design thinking that guided the
architectural decisions made while creating simbIoTe. The
main contributions of this study include a detailed, standards-
based architectural description of the simulator design as well
as the rationale used to justify the architecturally significant
requirements and quality attributes that it seeks to satisfy.

Section II introduces the IEC 61499 Function Block Ref-
erence Architecture and explains the role simulators play in
ICPS and Internet of Things (IoT) design. Section III then
details the simbIoTe architecture, profiling the methodology
used to architect the application. This approach facilitated
incremental refinements as simbIoTe was used within our
projects. Section IV presents the results and conclusions from
two initial case studies while Section V discusses our proposed
future research.
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II. BACKGROUND TO ICPS, IEC 61499, AND SIMULATION

Cyber-Physical Systems (CPS) are embedded control sys-
tems, augmented with powerful communications, and sophis-
ticated sensors. When they operate on the scale of a factory
across multiple locations or in aerospace systems, they are
known as Industrial Cyber-Physical Systems (ICPS) [3]. The
key challenge faced by ICPS designers is bridging the divide
between the deterministic world of their control software and
the non-deterministic physical environments they interact with.
At that boundary, the timing of events is often critical.

The IEC 61499 Function Block reference software archi-
tecture standards [1], [4] define discrete event-driven software
objects that are able to manage their own internal states.
IEC 61499 has gained wide acceptance for use in industrial
control [5], [6] and Smart electricity grids [7], [8]. Our
research focuses on ways to build safety-critical avionic con-
trol systems using IEC 61499 and how applications can be
certified airworthy when evaluated against standards such as
DO-178C [9].

By adding custom input and output data ports to a FB
created from a representative 4diac FB template, libraries of
reusable components can be created. ICPS and IoT devices are
built by wiring together the inputs and outputs of sets of FBs.
Each FB can then process the data it receives using custom
encapsulated algorithms. Composite FBs (CFBs) provide a
way of packaging a set of related FBs into a single FB to
implement more complex functionality.

Fig. 2 shows a FB that forms part of our Landing Gear
Control System. Data Input ports appear on the left of the
symbol with their matching trigger Input Events. Data Output
ports and signal Output Events are shown on the right.

Fig. 2: Function Block from the Landing Gear Control System.

Modern aircraft control systems exhibit most of the char-
acteristics of an ICPS. They rely on sensors to capture infor-
mation about their operating environment and use electrome-
chanical actuators to control mechanisms such as landing gear
and flight control surfaces. Aerospace systems are constructed
from collections of discrete custom subsystems, communi-
cating via networks. Applying a formal architecture such as
IEC 61499 to avionic systems introduces opportunities to

explore new approaches to resilience and robustness including
techniques for formal verification [10].

Unfortunately, the IEC 61499 software architecture does not
provide in-built visual display or Human-Machine Interface
(HMI) capabilities. Hence, during the design of ICPS, external
tools such as simbIoTe are needed to rapidly model, simulate,
and visualize the physical environments they are controlling.
Simulations provide engineers with interactive feedback of
sensor and actuator behaviors that will later capture and
manipulate characteristics of the real physical environment. In
this way, simulators create a controlled and safe environment
where complex or high-risk conditions can be explored.

Simulation quickly began to play an important role in
avionics after Edwin Link created the first flight simulator in
1929 [11]. From 1968 to 1972, the Grumman Lunar Module
Simulator provided similar training for all Apollo astronauts
since they could not train by flying the NASA Lunar Lander
in terrestrial environments [12]. The Grumman simulator also
helped with the design and verification of the Apollo Guidance
Computer (AGC), the first fly-by-wire navigation and control
system used on a spacecraft [13]. Environment simulators such
as these allow designers to explore alternative design options
as well as perform early-stage evaluations of timing, sequenc-
ing, and performance. Addressing issues uncovered early in
the design cycle of ICPS and IoT software increases the long-
term reliability and resilience of safety-critical solutions.

III. THE ARCHITECTURE OF SIMBIOTE

A formal Software Architecture Document (SAD) [14]
guided the architectural design of simbIoTe. The SAD forms
part of the Views and Beyond methodology [15]. It builds
on the Kruchten 4+1 View Model of Architecture [16] and
Rozanski and Woods [17] to provide seven distinct Archi-
tectural Views. These Views are created from a collection of
templates, patterns, diagrams, and conventions that capture the
architecture as focused and manageable subsections, present-
ing complex aspects more succinctly. Each View presents a
different perspective of the architecture, allowing each aspect
to be understood in context. This approach to documenting an
architecture was used successfully by our team on a related
project that created a Fault Diagnostic Engine for IEC 61499
ICPS [18].

The architectural decisions made during the design of sim-
bIoTe addressed the ISO 25010 Quality Attributes (QAs) [19]
that were identified, including:
ISO 4.2.4 Usability. The primary focus of the engineer is the
ICPS itself, not the simulation that is assisting their design
thinking. Hence creating or modifying the simulation should
not be a complex, time-consuming task. This QA has had
the most effect on the architecture, since it encourages the
creation of functionality such as the pre-processor discussed
in later sections. This will automate some of the integration
tasks that would otherwise require the engineer to implement
them manually.
ISO 4.2.2 Performance Efficiency. The interface components
must not introduce unacceptable issues such as latency or



ibd [block] simbIoTe: [Logical View]

<<class>>
Model

<<class>>
Controller

<<class>>
View

<<class>>
simbIoTe

<<application>
Scene Builder

1 .. *

<< class>>
NIO server

<<fb app>>
IEC 61499 

Landing 
Gear 

Controller 
App

<< class>>
Landing 

Gear

<< class>>
Hydraulic 

System

Environment

1 .. *

Fig. 3: The SAD Logical View of the simbIoTe MVC.

out-of-sequence interactions into the FB application under
design. All communication between the simulator and the
FB application is via the exchange of TCP/IP packets. This
allows simbIoTe to be configured to run on its own hardware
platform, separate from the FB application itself.
ISO 4.2.1 Functional Suitability. To communicate with
simbIoTe, a library of re-usable IEC 61499-compliant interface
FBs was developed to make it easier for engineers to exchange
telemetry between the simulation and their FB application.
Many of these simulation FBs replicate the functionality of
existing and familiar 4diac library FBs. Later, when the FB
application moves into its production verification phase, it
must never be difficult to replace the simulation FBs that
emulate switches, displays, and motor controls with the real
hardware control FBs.

Along with the base requirements, these QAs were refined
to create a set of Architecturally-Significant Requirements
(ASRs). These are the requirements that have the most in-
fluence on the architectural decisions made. Chen et al. [20]
comment that when ASRs are incomplete or wrong, the design
can fail to satisfy the QAs expected of it.

Based on the SAD evaluation, a Model-View-Controller
(MVC) Software Architecture Pattern was adopted [21]. Fig. 3
presents the Logical View of the architecture, illustrating
how MVC divides simbIoTe into distinct yet interconnected
elements. Within simbIoTe, MVC separates the concerns and
operation of the interactive User Interface (UI) from those of
the Environment that the ICPS is controlling. If the simulation
has high fidelity, then the operation of the FB application logic
is unaffected by the fact that the sensors and actuators it is
exchanging telemetry with are only simulations.
The View. The MVC View class provides a visible UI to allow
users to interact with the simulation and see a visualization
of entities such as the port and starboard undercarriage gear
operating independently. Fig. 1 shows the UI rendered by the
Open Source JavaFX graphical framework that was chosen
to implement the UI [22]. Earlier versions of simbIoTe
used Java Swing [23] however later prototype evaluations
demonstrated that JavaFX offers enhanced functionality over

Swing. JavaFX is also a key part of the long-term Java
platform strategy. JavaFX UI Views are created using IDEs
such as Gluon Scene Builder [24]. This allows developers to
layout interactive simulation controls and graphical elements
on multi-layered canvases. Using Cascading Style Sheets
(CSS), the Scene Builder IDE provides a rich environment
that is more familiar to developers who have worked with
web development IDEs. At runtime, JavaFX renders all
UI elements by instantiating Java objects. Scene Builder
provides a specification for these objects by creating an
XML-format UI definition called FXML which is imported
into the symbIoTe application at runtime. Scene Builder
also updates the simbIoTe Controller class automatically to
create interface hooks to the UI elements. These public Java
methods expose the UI elements, their properties, and their
data to the rest of the MVC classes.

The Model. MVC Models encapsulate the data and program
logic that the simulation relies on for knowledge about the
entities that are operating within the physical environment
the ICPS is controlling. The Environment is shown in red in
Fig. 3. The Environment can be thought of as an abstract,
static region that contains dynamic entities such as the port
and starboard landing gear mechanisms and other simulated
devices such as sensors and hydraulic valves. Models are
always subsets of the larger ICPS environment, capturing
only those aspects that are relevant to the simulation. Since
modeling is an iterative process, simbIoTe has to make it easy
for designers to incorporate new aspects of the Environment
into the model when they realize that their model is missing
an important element. The Model also provides a way
to instantiate multiple, thread-safe Java objects that can
execute independently to simulate different aspects of aircraft
functionality. JavaFX demands that the View, Controller, and
the Model operate only on Java threads that it has created.
The Environment offers a way for the Model to instantiate
and have access to dynamic multi-threaded entities without
violating the JavaFX thread interaction restrictions.

The Controller. MVC Controllers provide a bridge between
the instantiated UI View elements and the data elements in
the Model that represent information available from other
entities within the simulation. MVC has evolved a number
of variants to suit different needs [25]. Fowler [26] proposed
the Supervising MVC Controller, which addresses the needs
of simbIoTe better than other variants in certain key aspects.
The Supervising Controller View-Controller implementation
pulls complex logic away from the View. This makes it easier
to keep the View in-sync with the Model by letting the
Supervising Controller perform tasks that traditional MVC
relies on the View to perform. This presents an opportu-
nity for a pre-processor to be written which augments the
integration functionality provided by Scene Builder and the
FXML UI definition. The Supervising MVC pattern offers
high modifiability, but requires the architectural trade-off of
higher complexity in its initial implementation.
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Fig. 4: SWITCHsim function block.

The FB application interacts with the simbIoTe simulation
by exchanging structured data packets that contain commands
and telemetry. Fig. 4 shows the FB SWITCHsim instance
CHK_LEVER_DN that requests the status of the cockpit land-
ing gear control lever. The Input Event READ is triggered by
another FB connected to CHK_LEVER_DN such as the main
controller shown in Fig. 2.

sd [interaction] Read sensor [Behaviour Specification]

SWITCH
sim 

NIO
Server ControllerModel

fire input event

set data output
fire output event

check switch

View

set data output
fire output eventprocessing processing

lower switchclickEvent

increment counter
check switchcheck switch

decrement counterreturn true/falsereturn true/false

Fig. 5: Reading the Landing Gear Control Lever position.

Each simulation interface FB has the ability to participate
in the normal FB application event cycle. Fig. 5 is a UML
Interaction Diagram that presents part of the Process View. It
illustrates the packet exchange that occurs when this FB com-
municates with the simulated landing gear lever in simbIoTe.
The instance also maintains its own TCP/IP client connection
to the simbIoTe Non-Blocking Input/Output (NIO) TCP server.
The NIOserver manages a separate First-In First-Out (FIFO)
queue of packets received from the FB clients and re-directs
asynchronous replies from the simulation back to the correct
FB. Each FB NIOclient is able to reconnect automatically to
the NIOIserver in the event of a network error.

Fig 6 is another Interaction diagram from the Process View
that illustrates the lowering or raising of the landing gear.
It employs a similar packet sequence to the reading of a
simulated switch. The landing gear mechanism is a Java class
that uses a simple timer to provide updates to the angle of
the landing gear every 100 ms after it has been commanded
to raise or lower the gear. While its behavior may appear to
be complex, it was able to be implemented in 98 lines of
Java code. Most of the code consists of set and get methods
that expose properties of the object to the Model. A separate
instance of the landing gear object is instantiated in the

Environment for the port, starboard, and nose gear. Additional
simulated sensors report the hydraulic pressure and the status
of contact sensors for the fully lowered or retracted positions.
The Model updates the Controller and thereby the View to
issue rotation angle values to each wheel image. The effect is
a smooth lowering and raising of the landing gear.

The simbIoTe library of FB simulation components cur-
rently includes switches, pressure sensors, motor actuators,
and temperature sensors. More complex simulation compo-
nents include the seven-segment LED displays on the Air
Conditioning control panel shown in Fig. 7. At present, the
display is constructed from discrete elements that must be
placed on the UI manually. Our current research is studying
ways to encapsulate displays and other devices such as these
as configurable packages. This would allow them to be loaded
into the Scene Builder Component Pallet, enabling them to be
easily dragged-and-dropped onto the UI View.

IV. EVALUATING SIMBIOTE THROUGH CASE STUDIES

The first prototype of simbIoTe was built to emulate the
temperature control and ventilation of a building during a
doctoral research program. The control panel shown in Fig. 7
was created for that simulation that also included a room
temperature sensor and on-screen building visualizations. This
prototype provided valuable insights that refined the FB inter-
faces, addressed scalability, and built resilient recovery and
re-connection capabilities into the lightweight FB NIOclient
TCP/IP components. This addressed aspects of the Functional
Suitability QA.

The subsequent Landing Gear simulation was created in-
parallel with a SERC post-graduate summer student research
project. The student was tasked with creating their first FB
application after being provided with the pre-configured sim-
bIoTe landing gear simulator shown in Fig. 1. During the
design of their FB Landing Gear Control system, the student
participated in regular observer-student feedback sessions that
sought to understand the ways in which working with simu-
lators influenced their FB application design decisions. This
was not intended to be a rigorous or formal evaluation of the
software. Instead, it helped to identify the important aspects
that should be captured in later evaluations of subsequent
versions.

sd [interaction] Retract Landing Gear [Behaviour Specification]

GEAR_CTL
sim 

NIO
Server ControllerModel View

rotate gear up

increment counter

check retract 
confirm switch

retract cmd
retract gear
update gear
angle ….

retract confirm 
return false

return true/false

retract cmd

return truereturn true

GEAR_CTLsim
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Fig. 6: Retracting the port landing gear in simbIoTe.



Fig. 7: Simulating an Air-Conditioning Controller in simbIoTe.

Control systems often manage the transitions of equipment
from one state to another. The lowering or retraction of the
landing gear is a typical transition that relies on actuating
hydraulic valves and reading contact sensors to determine
the end point of the activity. Learning to read sensors and
manage state transitions is often not intuitive for novice
control engineers [27]. The student reported that being able
to see instant visual feedback helped to expose and clarify
logic errors more rapidly while they were learning how to
implement FB applications. They were observed developing
control capabilities by implementing one sensor or actuator
at a time, guided by behavior diagrams such as those shown
in Fig. 6. In this way, simbIoTe provided a point-of-reference
to help the student evaluate the FB application against the
requirements in real-time. This helped to address the QA of
Functional Suitability by creating a simulation that emulated a
highly-realistic sequence of sensor readings during the raising
and lowering of the landing gear. The way the prototype
FB application evolved showed evidence that the simulation
influenced the design of the FB application logic and provided
a way to quickly verify that each sensor was being read and
interpreted correctly. The student was able to simultaneously
observe the operation of the gear mechanisms and the FB
application in real-time. This aspect of the simulation also
contributed to the QA of Usability.

Compared to previous FB projects undertaken in SERC,
the student produced their first viable FB application in less
than three weeks. A previous project with another researcher
that did not employ simulation took almost three months to
produce a FB application of similar complexity.

V. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

The informal case studies confirmed our belief that the QA’s
identified in Section III were the correct ones to emphasize
in our future development. This may encourage the wider
adoption of simulation within the ICPS design community.
Since simbIoTe is being made available Open Source through
GitHub [28], future versions are likely to evolve along two
related paths. Developers can freely adapt and customize any
part of the code to suit their particular needs. In addition, our
development team intend to develop simbIoTe into a complete

IDE with built-in code editing, in-line pre-processing, and
compilation. Many of the tasks required to setup a simulation
involve laying out the graphics for the View. That becomes
easier if the linkage of objects across the Controller and the
Model has been automated with a pre-processor. Almost all of
the data flows modeled so far are similar to the two interaction
scenarios outlined in Section III. Much of the subsequent
implementation of a simulation focuses on developing and
configuring representations of equipment that operate in the
Environment. Making that aspect more interactive and simpler
would decrease the effort and time required to build each
simulation.

More complex control aspects of the landing gear are
currently being explored in simbIoTe. The cockpit landing
gear control lever shown at the top of Fig. 1 has to interact
with a safety interlock called an Analogical Switch [29] to
ensure that the aircraft hydraulic systems activate safely and
operate at full pressure before retracting or lowering the
undercarriage. These operations have safety-critical aspects
that require simbIoTe to provide more stringent interaction
scenarios than the first version of the FB controller application
demanded. To enhance this aspect, a way for simbIoTe to
implement fault scenarios within simulated mechanisms is
being developed. Fault management verification and validation
is key issues in ICPS and IoT design. Our previous research
into automated fault detection for IEC 61499 used similar tech-
niques for creating FBs that can communicate with external
fault diagnostic systems more easily. This helps to foster the
robustness and reliability demanded of modern safety-critical
ICPS and IoT devices.
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Abstract—Online laboratories provide an important tool for
industrial electronics disciplines. This paper explores web analyt-
ics and visualization on a web-based online laboratory platform
based on access data. Web analytics is an essential feature of a
web system that can track users’ actions and interactions with
the system, and help to know the user and the performance of
the system. The results of one-year access data are visualized and
presented based on the Networked Control System Laboratory
(NCSLab), which is a web-based three-dimensional platform that
has been providing experimental services for over fifteen years.
The results can provide insights for other web-based online
platforms.

Index Terms—Web-based laboratory, automation and control,
access data analysis

I. INTRODUCTION

Online laboratories, including remote laboratories for re-
mote experiments, virtual laboratories for virtual experiments,
and hybrid laboratories which provide both remote and virtual
experiments, have been studied for over two decades. The
benefits of online laboratories are 24/7 accessibility, cost-
effective feasibility, and security for both experimental equip-
ment and users, etc. Online laboratories are an important
research topic mainly focused on STEM (science, technology,
engineering, and mathematics) education [1]–[3], research [4],
[5], and industrial applications [6], and have been widely
applied to all fields of engineering throughout the world.
Especially, online laboratories provide an important tool for
industrial electronics disciplines, such as electronic circuits,
mechanical engineering, and automation and control [5]. For

This work was supported in part by the National Natural Science Foundation
of China under Grant 62103308 and Grant 62073247, and in part by the China
Postdoctoral Science Foundation under Grant 2022T150496. (Corresponding
author: Wenshan Hu.)

example, the University Network of Interactive Laboratories
(UNILabs) [7] at UNED in Spain and the Networked Control
System Laboratory (NCSLab) [2], [5] at Wuhan University
in China paid their attention to control engineering, smart
vibration platform and PID motor speed control experiment
at University of Houston in the USA focused on mechanical
engineering [8], the biology cloud experimentation platform
at Stanford University in the USA conducted research in
bioengineering [1], and the iHomeX for long-term experiment
management at Polytechnic University of Turin in Italy carried
out study in materials engineering [9].

These online laboratories either adopt a native application
(or called desktop application) or a web-based solution. With
the development of web technologies, especially evolved with
rich graphically interactive features, the web application has
been a superior solution for more and more platforms. Given
the studies in the literature, advantages of web-based platforms
can be concluded as follows [10]–[13]:

1) Portability: Web applications have the feature of cross-
browser and cross-platform regardless of the operating
system, whether it is Microsoft Windows, Linux, ma-
cOS, or even Android and iOS for mobile devices. The
user only needs a web browser with Internet access and
he does not have to be involved in the software update
and upgrade process.

2) Non-intrusiveness: Web applications are non-intrusive as
they use no resources at the client side, thus, they do
not access the hard disk at all. Users can safely run the
web applications free from the concerns of security or
privacy.

During the last few years, plug-ins of web-based laborato-
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Fig. 1. Illustration of web-based online laboratories for research, education and industrial applications.

ries have been eliminated and highly interactive features have
been achieved due to the adoption of HTML5 [2], [14], [15].
Thus, web applications are compatible with all the existing
and even future terminal devices with web browsers [2].

Fig. 1 illustrates the web-based online laboratories for
education, research and industrial applications. Web-based
online laboratories can be accessed through any PC or mobile
device regardless of the operating system or browser type. The
large-scale development and deployment of web-based online
laboratories have a great impact on education and research for
decades with the cross-continent feature. The Go-Lab (now
Next-Lab) portal provides a repository of web-based online
laboratories (virtual, remote, and datasets) and facilitates large-
scale use of online laboratories in a network of 1000 schools
in Europe [16]. UNILabs [7], which is a successor of the
UNEDLabs [17] and the AutomatL@bs, hosts 15 web-based
virtual and remote laboratories for Spanish Open University
(UNED) which is the biggest university of Spain and the
second one in Europe with more than 260000 students [18].
NCSLab has been developed for over 15 years. From 2011,
NCSLab has been setup and evolved into a web-based three-
dimensional (3-D) platform at Wuhan University, from which
over 6000 registered users have benefited from it.

As web-based online laboratories are mature that have been
providing large-scale experimental services for years, there are
large amounts of multi-dimensional data regarding web access
to explore the visitors and the system performance. However,
although other merits of web applications have already been
investigated by researchers, web analytics which is another
important feature of web-based applications and an advantage
over native applications has not drawn much research attention
yet and there are few researches on this topic in the literature.

II. MOTIVATION AND CONTRIBUTION

For web-based online systems and platforms, visitors are
crucial since they are potential users and can be used to
discover insights into how a website is performing and help
with the improvement of the system. For example, the access
source of visitors can be used to explore more promotion
channels of web-based platforms, and browser type analysis
can be leveraged for web optimization such as usability and
compatibility. However, without web analytics tools, informa-
tion on visitors and their interactions with the systems cannot
be obtained.

The database of the web system can certainly log the
information concerning the system and registered users such as
username, customized algorithms and plants. However, more
details such as geographical distributions of visitors and login
equipment (whether mobile or PC web browsers) needs to be
explored for analysis to provide better experimental services
as well as system update recommendations. Some of these
issues may be addressed by using surveys and interviews, but
it takes time and requires a large amount of workload with a
relatively low accuracy.

Web analytics tools such as Google Analytics and Baidu
Tongji (also called Baidu Analytics) can be leveraged for the
track of users’ actions for web access analysis to address
the above-mentioned issues. Baidu Tongji can be accessed at
https://tongji.baidu.com/, which is a free tool that can be used
to track and report traffic data of users visiting a website [19],
[20].

Similar to Google Analytics, the data in Baidu Tongji offer
great insights into the website performance. For instance, from
the data, the web designers can know how visitors come to the
site and interact with it, with which to develop strategies to



optimize the site, improve user experience, and generate more
traffic and conversions [21].

Compared with Google Analytics, Baidu Tongji provides
more localized and more accurate demographics data, for
example, the city where a visitor access the website can be
precisely located. In addition, Baidu Tongji only needs a very
short time for data processing, thus, the data are consolidated
and available for reporting within just a few hours [22]. What’s
more, real-time visitors can also be detected.

As a web application, 3-D experimentation with virtual
and physical test rigs without any plug-ins has already been
achieved in NCSLab. This paper investigates another important
feature of a web-based online platform using Baidu Tongji
as the web analytics tool. The work of this paper provides
important data on the visitors of the system as well as
the system information within one year, which can provide
research perspectives for other service-oriented web-based
online platforms.

III. METHODS

The methods used for web analytics and visualization of the
NCSLab system is described as follow.

A. Code Installation for Web Analytics

The code provided by Baidu Tongji is supposed to be
installed to the index page of the web-based system, which
can automatically record the visitor information such as Page
View (PV), Unique Visitor (UV) and Internet Protocol (IP)
address statistics. PV counts the number of visits of a web
page per day, which is a cumulative quantity, while UV is
calculated based on cookie count, which means that only
independent user counts in the one-day time slot. The number
of IP addresses can be used to count the number of devices
that access the web system.

The code for web analytics can be used directly in an
asynchronous loading mode. A typical code example for web
analytics is shown in Listing. 1. Once installed, the code can
be checked for proper installation using Baidu Tongji online
tool.
<script>
var _hmt = _hmt || [];
(function(){
var hm = document.createElement("script");
hm.src = "https://hm.baidu.com/hm.is?4

e1c4877be247d9b518f0e0db391ed59";
var s = document.getElementsByTagName("script")

[0];
s.parentNode.insertBefore(hm,s);

})();
</script>

Listing 1. Baidu Tongji Code for NCSLab web analytics

B. Time Selection

To represent the overall usage of the web-based online
platform, a one–year time slot from September 1st, 2017 to
August, 31st, 2018 is selected, which considers the 2017-2018
academic calendar of Wuhan University that covers the Spring
and Autumn semesters and also two holidays including the

Fig. 2. Illustration of Timeline for the class module arrangement to represent
the overall usage of the web-based online platform.

Spring Festival and a Summer Vacation. Fig. 2 shows the time-
line illustration for the class module arrangement to represent
the overall usage of the web-based online platform. Classic
Control Theory, System Identification, and Control System
Simulation and Computer-Aided Design are three typical mod-
ules in control engineering for students at different levels. It
can be seen that three different class modules are arranged in
two semesters, and experiment tasks are assigned accordingly,
after which students have one month for experimentation for
each of the modules.

C. Data Processing Approach

The original data of the web system recorded by Baidu
Tongji can be concluded into four categories: access sources,
access analysis, visitor analysis and web optimization tips.
Some of the data have already been presented online in charts
and tables at Baidu Tongji web page. Moreover, the data can
also be downloaded for further analysis. To better illustrate the
web-based system, part of the data are selected and leveraged
for analysis and visualization mainly using ECharts [23].

Baidu Tongji mainly records the following web ac-
cess information. Access traffic analysis counts the PV,
UV and IP within the selected one-year. Access sources
include direct and indirect access. Direct access means
to access the web system directly from the website at
https://www.powersim.whu.edu.cn/ncslab, while indirect ac-
cess includes access by a search engine with keywords such
as NCSLab and ncslab, or by external links provided by other
websites. The heatmap for clicks that reveal the click rate of
each part of the website can also be obtained, which can be
used for click analytics. For example, attention can be paid
to poorly performing areas and the ”high click traffic” spots
of the website. As for geographical distributions, countries
throughout the world and cities of different provinces (refers to
a broader definition in China, including provinces, autonomous
regions, municipalities, and special administrative regions,
and similarly hereinafter) in China can be recorded. Other
information such as the language setting, cookie support, and
network provider can also be obtained, but they are of less
importance regarding the topic and are not included in this
paper.



Fig. 3. Monthly distributions of NCSLab PV, UV and IP data within a one-
year time slot.

IV. RESULTS

The code has been installed to the NCSLab system since
April 6th, 2017 and effective immediately. According to the
downloaded data, the one-year access traffic count of NCSLab
web page is 4165 PVs, 1792 UVs and 1566 IPs. Fig. 3 shows
the monthly distributions of NCSLab PV, UV and IP data
within the selected one-year time slot, from which it can be
seen that there are boosts of visitors in October 2017 and May
2018 when experimental tasks were assigned.

A. PC/Mobile Access

NCSLab is an experimentation system that can be accessed
using a web browser from any time at anywhere. The latest
HTML5 technologies have been integrated into the system,
thus, users who use mainstream web browsers that support
HTML5 can experience the best-desired effect while conduct-
ing online experiments. As NCSLab is a web-based system
that provides access from web browsers, it can definitely be
accessed from browsers on mobile devices. Therefore, it is
necessary to know the ratio of mobile users among all the
users. The monthly distributions of NCSLab PV, UV and IP
data regarding PC/ mobile access within the one-year time is
depicted in Fig. 4. Taking IP data as an example, the number
of mobile/PC access is 101/1465. From the data, it can be
seen that visitors of NCSLab from mobile devices are less
than ten percents. However, mobile access still deserves to be
considered from a long-term perspective.

B. Browser Type

There are various types of web browsers in the market. For
example, Google Chrome, Mozilla Firefox, Microsoft Edge,
Safari and different versions of Internet Explorer (IE) such as
IE 10.0 and IE 11.0. Even in China, there are Sogou Browser,
QQ Browser and 360 Browser, etc. Different visitors may have
installed different web browsers and use them to access the
web. Figuring out the browser type can provide direction for
follow-up system improvement. Fig. 5 depicts the browser type
that provides access to NCSLab during the one-year time, in
which browsers can be cataloged into mobile browsers from
mobile users and PC browsers from PC users. The proportions

Fig. 4. Monthly distributions of NCSLab PV, UV and IP data regarding PC
or mobile access within the one-year time.

Fig. 5. Browsers that provide access to NCSLab during the one-year time,
in which moblie and PC browsers are both included.

of different web browsers which provide access to NCSLab
can be seen clearly in Fig. 5.

C. Access Source

Access source can provide information such as search
keywords and external links, which can provide guidance
for further system promotion. The results of access source
analysis of NCSLab is depicted in Fig. 6. To be consistent
with the previous analysis, IP data is taken as an exam-
ple. Direct access at https://www.powersim.whu.edu.cn/ncslab
accounts for 88.57%, and access from search engines such
as Baidu, Google, and Sogou with keywords such as nc-
slab, NCSLab and NCSLab-3D contributes 8.6%, and exter-
nal links provided by a publicly accessible website such as
http://faculty.whu.edu.cn make up 2.83% of the access sources.

D. Visitor Type

The web system recognizes a visitor either as a new visitor
who has never visited the website or an old visitor who visited
the website before and comes to visit it again. The access of



Fig. 6. Access source analysis of NCSLab within the one-year time slot.

new visitors can be redirected to NCSLab from external links
or visitors find the website by keywords, thus, the proportion
of new visitors among all of the visitors can be an indicator
of the promotion of NCSLab. While for old visitors, they may
find that the content on NCSLab web system is appealing
and worth their attention, and decided to search for more
information on the website. In a word, the visitor type worths
to be figured out. From the data, it can be concluded that over
4 in 10 visitors are new to the NCSLab system.

E. Geographical Distribution

Baidu Tongji can provide geographical distributions of
visitors on a global scale including different countries, or a
national scale including different cities in China based on
GeoIP. For visitors’ geographical distributions in the one-year
time slot, GeoIPs of 22 different countries including America,
Australia, Pakistan, and Portugal, and 23 provinces in China
are recorded. The geographical distributions of NCSLab GeoIP
data in China is shown in Fig. 7. It can be seen that visitors
are mainly from eastern China. There are no visitors from
provinces in western China such as Xinjiang, Qinghai, Gansu
and Tibet.

V. DISCUSSION

From the results presented in Section IV, it can be concluded
that the web analytics tool can conceivably help to know the
visitors to the web and the performance of the web system.
Moreover, the data can provide suggestions on how to further
improve the web platform. When conducted the analysis
discussed above, several concerns regarding the NCSLab web
platform are raised and need to be addressed.

A. Performance

Given the web system performance, potential improvement
learned from the data analysis can be concluded as follow.

NCSLab has been developed to offer a user-friendly inter-
face for end users that use PC web browsers. User experience
in a mobile web browser might not be as good as using a PC
web browser. Therefore, to know mobile users can motivate the
developers of NCSLab to develop and provide a user-friendly
interface for mobile users. Attention has already been paid to

Fig. 7. Geographical distributions of NCSLab IP data in China.

web performance improvement, for example, the adoption of
HTML5 [14] to offer better user experience without web plug-
ins, thus, crash/update issues are addressed. As mainstream
web browsers support HTML5, the HTML5-based web system
can provide better accessibility and usability. Accordingly,
HTML5 has been adopted by more and more web-based online
laboratories [15], [24], [25].

Moreover, more tests for ensured compatibility and usability
with respect to different browsers should be conducted before
an update and an upgrade is provided. For example, the support
of HTML5 features may differ in different web browsers. The
feature of zoom in/out using the mouse wheel in the 3-D
virtual scene is enabled in Google Chrome, which is not the
case with Mozilla Firefox.

B. Promotion

Regarding the results of geographical distribution, new
visitor ratio and access source, NCSLab should be pro-
moted through more channels. Topics concerning industrial
informatics, education, online engineering, online laborato-
ries should be considered. For example, promotion through
MOOCs. In addition, NCSLab can also be promoted through
international conferences that related to industrial applications,
education and remote engineering, such as Annual Conference
of the IEEE Industrial Electronics Society (IECON) and World
Congress of the International Federation of Automatic Control,
and other conferences and exhibitions in China. Moreover,
NCSLab can potentially work with researchers throughout the
world, for example, with researchers that developed UNILabs,
WebLab-Deusto and NetLab. A MOOC for the NCSLab
system has already been completed and been put online, which
can be accessed at https://www.icourse163.org/. Five typical
experiments in control engineering are integrated into the
NCSLab related MOOC to provide an introduction to online



laboratories and also instructions for the online experimenta-
tion system, in which the website of NCSLab is also provided.

C. Prediction

After login to Baidu Tongji, the daily prediction of web
traffic regarding PV, UV and IP would be presented in the
homepage. Besides, the data acquired from the web analytics
tool can also be used for prediction, such as usage flow.
Accordingly, better experimental services can be delivered by
arrangements in advance. For example, system maintenance
or experiment assignments for campus users can be arranged
at a better time.

Though various web-based platforms for all fields of en-
gineering have already been designed and developed, more
and more platforms are being developed and implemented
throughout the world, especially after the COVID-19 pan-
demic. For example, in China, the Ministry of Education
had launched and approved 300 national centers for virtual
simulation on colleges and universities nationwide during 2013
to 2015, and built around 1000 virtual simulation projects
within 60 different disciplines from 2017 to 2020. Thus, the
work in this paper can potentially provide insights for a great
many of other web-based online laboratories and systems. The
proposed model can also offer a reference for their evaluation.

VI. CONCLUSION

In this paper, the web analytics and data visualization
regarding the access based data on a web-based online exper-
imentation platform have been presented. Using Baidu Tongji
and ECharts, users’ information and interactions with the
system such as access source, geographical distribution and
click areas within the selected one year have been obtained and
visualized. The results are provided regarding different phases
such as the PC/mobile access, browser type and heatmap. It
can be concluded that web analytics can truly help to know the
visitors’ access information and the performance of the system.
Moreover, web analytics results can provide suggestions on
the improvement of web usability. The methods, proposed
model and results of this paper could provide solutions to
web analytics and visualization related issues and potentially
be applied to other web-based platforms.
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Abstract—Industrial systems seek advancements to achieve
required level of quality of service and efficient performance
management. It is essential though to have better understanding
of resource utilization behaviour of applications in execution.
Even the expert engineers desire to envision dependencies and
impact of one computer resource on the other. For such reasons
it is advantageous to have fine illustration of resource utilization
behaviour with reduced complexity. Simplified complexity is
useful for the management of shared resources such that an
application with higher cache demand should not be scheduled
together with other cache hungry application at the same time
and same core. However, the performance monitoring data
coming from hardware and software is huge but grouping of
this data based on similar behaviour can display distinguishable
execution phases. For benefits like these we opt to choose change
point analysis method. By using this method our study determines
an optimal threshold which can identify more or less same
segments for other executions of same application and same
event. Furthermore the study demonstrates a synopsis of resource
utilization behaviour with local and compact statistical model.

I. INTRODUCTION

Many modern industrial systems require performance man-
agement to control machines, improve productivity and predict
future problems. In performance management, it is critical
to maintaining a satisfying service level to achieve business
goals. These levels are highly susceptible to the resource
utilization behavior of applications since the platform are
different. However, different applications may have different
resource utilization behavior during their execution. For ex-
ample, an application is considered to be compute-bound if it
mostly requires the processing unit. An application can be seen
as I/O bound if it mainly utilizes I/O devices, and similarly, an
application is memory bound if it has high memory utilization.
For compute-bound applications, schedulers usually work well
and keep the services aligned to Service Level Agreement
(SLA) but in case of I/O bound applications, there is a
possibility of some processes stressing others, especially in
case of concurrent applications [1]. Therefore, it is valuable to
know at what time a process demands more resources, such as
cache memory, so that the engineers can separate the processes
that has similar demand on same resources.

Such resource usage knowledge can be obtained through
extensive resource utilization analysis of applications (running
individually or in parallel with others). One way to get
this information is through using Performance Monitoring

Acknowledgements: This work was supported by the Knowledge Founda-
tion in Sweden through the ACICS project (20190038).

Counters (PMCs). PMCs are special purpose, configurable,
hard-wired registers available in the Performance Monitoring
Unit (PMU) of modern processors to monitor PMU events [2].
These registers are used to count how many times a resource
under observation is been utilized. Characterization of ac-
quired measurements can indicate an application’s behavior
based on distribution of data over a period of time.

There are hundreds of different PMU events to select from,
and any one typically can create thousands of data points per
second of execution. Manual analysis of this wealth of data
is very difficult and time-consuming. As shown in Figure 1
the utilization behaviour can be too rational, affinitive or
hierarchical in nature that one single model is not able to
represent such a complex data. However, a way to reduce the
complexity is segmentation. Therefore, our contribution in this
paper is to automatically analyse the acquired measurements
and determine the application behavior over time. More specif-
ically the idea is to automatically identify segments in the data,
similar to what Tukey formulated:

“At a low and practical level, what do we wish to do? We
wish to separate the varieties into distinguishable groups, as
often as we can without too frequently separating varieties

which should stay together.” [3]
Such distinguishable groups, which we call segments in our

study, are often useful for practitioners, analysts, and engineers
to intuitively visualize similar groups of data. These segments
reflect a particular data distribution over a period of time.
Several methods have been proposed to identify segments or
groups such as clustering, segmentation, time series, change
point detection [4], [5], [6] and basic block frequencies [7].
However, one of the widely used is change points detection
which reports departure from the past norm. These change
points split the behavior into segments based on abrupt change
in the distribution and structure of data [6]. Each segment is
segregated based on a model such as mean, median, standard
deviation [5]. With such a statistical method it is possible to
identify segments without any prior information both when
sequences are independent or dependent of each other.

The case we are investigating here considers complete time
series view and the objective is to provide more accurate
estimation of change in time and magnitude. Therefore, the
proposed solution is an offline method, as part of the manual
analysis of applications, rather than online within a running
system. This is also a common approach to evaluate appli-
cations before going into production or deployment. Such a
solution can be standalone artifact or could be a part of a979-8-3503-9806-9/22$31.00 ©2022 European Union
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bigger intelligent tool. Overall, our work is towards automat-
ically creating a resource utilization profile of an application.
The main contributions presented in this paper are:

Segment detection: Our interest lies where the change
is happening after a stable behaviour. In Figure 1(c), for
L1D PEND MISS, around timed-sample 850 the count goes
significantly up and keeps the level until before sample 1000.
Such period we call a segment and we aim to automatically
identify appropriate segments based on variance analysis.

Segment-wise statistical model: Once the potential seg-
ments are known, finding a local statistical model for each
segment seems a viable solution for representing complex
data series in a compact way using simple statistical methods.
The model provides information about how much resource
utilization is expected during that interval of time. Thus,
instead of permitting static over-provisioning for the entire
execution period, resource allocation can be optimized to the
segment lengths.

This paper begins with a technical background in Section II
to provide relevant knowledge required to easily understand
the contribution made through this work. Next, Section III
explains the proposed approach to achieve the goal of the
study. Section IV extends the readers knowledge for imple-
mentation details and experimental setup. After successful
implementation, results are being discussed in Section V. We
also relate our work to the state-of-the-art in Section VI.
Finally the anticipated future work followed by the conclusion
wraps up the paper in Section VII.

II. BACKGROUND

We collect the data using Performance Monitoring Counters
to observe hardware utilization of an application. The seg-
ments are then detected using Change Point Detection method.
And finally a compact representation of each segment is
provided using statistical methods. We present these concepts
in Section II-A, Section II-B, Section II-C respectively.

A. Performance Monitoring Counters
The PMU is typically implemented as a set of registers

programmed with a particular event to be counted. After a
user specified time, the counted events can be read from
the registers. These registers are configured to count events
which is an observable activity, state, or signal coming from
hardware, software, or kernel [8] such as Instructions Retired,
Cache Hits, Cache Misses, CPU Clock Cycles. The name and
number of events can vary on different platforms and different
models [2]. The events which are common across other
platforms are called architectural events (such as Instructions
Retired, UnHalted Core Cycles) and events which are not
consistent across various platforms are called non-architectural
(such as L1D PEND MISS) [2]. The event-counting approach
can be polling or sampling where polling means the arbitrary
request for count and sampling is an interrupt-based collection
of event count [9]. An interrupt can either be generated based
on time or when the counter exceeds a certain threshold. Our
approach for data collection is interrupt-based timed sampling.

There are several tools available to acquire PMU measure-
ments but it is possible to have variations in measurements

depending on profiling tool, hardware type, starting time,
reading technique, measurement level, noise etc. [9] but mostly
they are good approximations.

B. Change Points Detection
Change point is a method of detecting structural and distri-

butional changes based on statistical methods like mean, stan-
dard deviation, and variance. The analysis can be parametric or
non-parametric. A parametric analysis estimates by explicitly
providing the location and/or the number of change points
which is somewhat vulnerable to deviation [10]. On the other
hand, non-parametric analysis does not require a probability
distribution assumption beforehand. These methods can be
offline or online. Online methods use a subset of data series
whereas offline methods use complete data series, from start
to end, to make an analysis.

Some of the commonly used methods are likelihood ratio
and Bayesian point of view for single change point and
multiple change points detection respectively. From a Bayesian
point of view, it is possible to update the probability of hy-
pothesis with more data and a penalized contrast function [4].
The process is offline and the penalized contrast function starts
with splitting the data series into two. An empirical estimation
of statistical property (such as standard deviation, root mean
square level, slope) is then calculated for each. Next, the sum
of deviation from all the points in each part is calculated to
see how much residual error exists. The Sum of aggregated
deviations of each part gives a total residual error. This process
is repeated until the final residual error is minimum [11].
Therefore, the Bayesian point befits the aim of our study.

Some of the popular applications of change points detection
are signal processing, genome, trend analysis, time series,
intrusion detection, spam filtering, website tracking, quality
control, step detection, edge detection, and anomaly detection.

C. Statistical Methods
Statistical methods are a conventional approach to analyse,

interpret, and present huge amounts of data into meaningful,
brief notation. Statistics are valuable for engineers to identify
working ranges, behavior, relations, level of significance and
dispersion of data. Some of the common measures are stan-
dard deviation, mean and root mean square level. Standard
deviation is the measure of spread, to show how much the
data points are distant from the mean of the data set. A
low standard deviation means that the data is closely clustered
around the mean whereas a high standard deviation means that
the data is dispersed over a wide range of values.

Since standard deviation is the square root of variance one
might choose standard deviation over variance because it is a
smaller unit, which in some cases is easier to work with. Also,
it is less likely to get the impact of skewing. Variance treats all
the numbers in the series in a same way regardless of whether
they are positive or negative, which is an advantage when the
direction of data is not important. A disadvantage of variance
in case of larger outlying values is skewing so this is not
necessarily a calculation that offers perfect accuracy [12].

Finally, to have a dimensionless analysis, we use Coefficient
of Variance. It is a ratio of standard deviation to mean. Since



it is percentage so the comparison between data of different
units becomes coherent.

III. PROPOSED SOLUTION

We have devised a method that is univariate because it
involves one variable; the measurement of PMU event with
respect to time. We start with presenting the definition of
measurement approach, change point and segment.

Measurement Approach: For application, p, we define
a set of PMU events, E , of size n . For each e ∈ E , a
measurement series, rm , is a series of L data points collected
at frequency, f [13]. We run the test application x number
of times so that multiple measurements for each e ∈ E are
acquired in Re = {rm : 1 ≤ m ≤ x}.

Change Point: For a measurement series, rm , a change
point, ptsj , is the point in time where the statistical model
changes abruptly. A measurement series, rm , can have d num-
ber of change points such that pts(rm) = {ptsj : 1 ≤ j ≤ d}.

Segment: Given a set pts(rm) of d values, we can split the
series of L points in rm into a partition of d+1 segments de-
fined as S(pts(rm)) = {[1, pts1], (pts1, pts2], , ..., (ptsd, L]}.

The total number of segments may vary depending on the
size and behavior of p. If no change point is detected then
whole series is denoted by one segment. The number of change
points are always one less than the total number of segments.

Applying these concepts, we propose a solution consisting
of following steps:

1) Segment Detection – In this step, our method identifies
a threshold for which root mean square error becomes
persistently low. This threshold is considered optimal
threshold and can be used as model threshold for any
measurement of same PMU event of same application.

2) Segment-wise Statistical Model – Next, we find local
model of each segment in terms of standard deviation
and mean for a given segment length.

A. Segment Detection

Initially, our method determines the individual working
threshold for each measurement so that an optimal threshold
can be derived which can work for any measurement of a PMU
event of a application. Thus we present three-step segment
detection as:

1) Compute Primary Threshold: For each measurement,
we compute the threshold for which the residual error is
persistently low. We start with loading Re measurements
for x number of runs of an application at step 1 , as
shown in Algorithm 1. Then through step 2 till 12 , by
using different values as threshold from 1 to maxThresh
we determine where the residual error starts to increase.
During this process we compute change points with
threshold t of current iteration j at step 4 . Resultant
threshold and residual error are initialized during first
iteration at step 5 but for later iterations through steps
8 to 12 we seek to identify threshold where residual
error becomes consistently low. For example, if residual
error was low at threshold 2 and same residual error was
received at threshold 3 then it means the method can

sustain low residual error up till threshold 3 therefore
primary threshold should be 3 in such case. This was
an important consideration during the experiment to
nicely stop the detection process and report the primary
threshold for PMU event e with decent accuracy.

2) Compute Optimal Thresh: Next, the method computes
optimal threshold from all the primary thresholds at
step 13 . The subroutine receives series of thresholds &
residual errors and computes optimal threshold based
on median of corresponding residual errors of primary
thresholds from each measurement. Therefore first the
median is computed at step 19 then matching residual
error is identified through steps 21 to 24 . If the matching
residual error is found then we take the corresponding
threshold into thresh otherwise we find a residual error
closer to median of primary residual errors into thresh ,
as shown from step 22 to 23 . The subroutine then
returns optimal threshold into th at step 13 as optimal
threshold for a PMU event of an application.

3) Compute Segments: Finally, we compute segments for
each measurement from step 14 to 17 and report change
points and residual error for a PMU event e .

This three step process can be repeated for any or each of the
PMU event. Therefore above described method is illustrated as
a method to determine optimal threshold th which can detect
d number of change points. These change points eventually
provides the number and length of segments as describe in the
definition of segment in Section III.

B. Segment-wise Statistical Model
Once the segments with decent accuracy are detected a

compact illustrations of resource utilization behaviour of each
segment is presented using statistical methods. A PMU event
having zero or one segment shows no variability to model
so such PMU event is not profiled. Also a PMU event with
too many segments is also pruned away because it means the
behaviour is too arbitrary or inconsistent to profile.

IV. IMPLEMENTATION AND EXPERIMENTS

We implement the proposed solution using PAPI library
version 5.7.0.0 for the sampling of PMU events with 5 mil-
liseconds frequency. The number of samples may go different
depending on the execution time of the application to profile.
Then, findchangepts() function in Matlab version R2021 is
used to find the segments. The measure of distinction to
compute these segments is root mean square level. Evaluation
of results is performed with the help of Coefficient of Variance.

Test Application: For the experiment we opt to chose 2x2
matrix multiplication of PolyBench bench-marking tool,
known for kernel instrumentation as a test application. The
motive behind its selection is significant use of matrices in
image recognition software. Such applications can enormously
impact the system performance due to their eager resource uti-
lization demands. The execution period of the test application
is around 22 seconds which gives thousands of number of
samples based on 5 millisecond frequency.

Measurements: The same test application was charac-
terised 20 times for its complete execution period. For each



Algorithm 1: Find segments for PMU event e

1 r contains x measurements in Re

2 for j = 1 to x do
3 for t = 1 to maxThresh do
4 ⟨resError , pts⟩ = findchangepts(r[j], t)

/* tr contains primary threshold
for one measurement of PMU
event e */

5 if t == 1 then
6 tr[j] = t
7 re[j] = resError
8 if resError == lastResError then
9 tr[j] = t

10 re[j] = resError
11 break
12 lastResError = resError
/* th contains optimal threshold for

all measurements of PMU event e */
13 th = computeOptimalThresh(tr, re)

/* Find segments using optimal
threshold */

14 for j = 1 to x do
15 ⟨resError , pts⟩ = findchangepts(r[j],th)
16 S[j].pts = pts
17 S[j].resError = resError
/* Find optimal threshold */

18 function computeOptimalThresh(t, re)
19 med = median of re
20 thresh = 0
21 for j = 1 to length(re) do
22 if (re[j] == med) or

(re[j] < med and re[j+1] > med) then
23 thresh = t[j]
24 return thresh

execution period measurements were acquired through re-run
based multiplexing of 4 PMCs available in 4xIntel® CoreTM i5-
8250U CPU (Kaby Lake) 1.6GHz using the solution provided
by Imtiaz et al. [13]. The test application running on our
experiment platform returned in total 172 native PMU events.

Results: The PMU event with zero, one or more than 20
change point(s) was pruned away as explained in Section III-B.
These bounds can be re-adjusted based on the total execution
time of process and number of samples. As a result total 53
PMU events were identified with distinct pattern based on
a statistical model. Lastly, we exemplify some of the PMU
events with their segments in Figure 1.

At the end of experiment we evaluate the results to learn
if an optimal threshold can find segments with low residual
error for any measurement of a same PMU event. Therefore
the variance of residual error is examined and validated by
calculating coefficient of variance (CoV ). Since variance
could be a big number depending on unit of data set so for the
readability sake we prefer to express percentage. Therefore,
coefficient of variance (CoV ) is a reasonable choice which is

defined as the ratio of the standard deviation (σ) to mean (µ)

such that CoV = 100 ∗
√

σ
µ .

Table I shows resultant CoV for some of the PMU events.
We also present maximum residual error received by applying
the proposed method in Table I.

TABLE I
ACCURACY OF SEGMENT DETECTION METHOD

PMU Event Coefficient of
Variance (%)

Maximum
Residual Error

Branch Instructions
Retired

2.63 1.0130e+05

Instructions Retired 2.66 1.1767e+05
L1D PEND MISS 1.79 1.3675e+05
L1D 1.68 1.0144e+05
TLB FLUSH DATA 1.98 1.1829e+05
perf-CPU-CYCLES 4.11 1.2375e+05

V. DISCUSSION

The proposed dynamic approach automatically detects num-
ber and location of segments based on root means square
level. The method does not need to know the number of
change points as an input parameter to find segments. This
sequential method takes the complete data series into account
to be able to iteratively investigate and adjust key points until
the residual error becomes minimum. The results in Figure 1
shows samples on x-axis and resource utilization count on
y-axis. Vertically segmented series shows where there is a
change in resource utilization behaviour. For instance PMU
event Branch Instructions Retired shows how many branch
instructions were completed when the event was sampled.
Figure 1(a) shows how the trend is changing from one segment
to other i.e. going up for segment starting around 250 to 450
and then it goes down during the next segment and then again
it goes up and so on. Also Table I for Branch Instructions
Retired show CoV is only 2.63% and maximum recorded
residual error from actual points is 1.0130e+05 which is quite
nice accuracy for segmentation.

Change point is similar to outlier with a slight difference
i.e in change point there is a time step into a new model (such
as a change in mean value) whereas in the case of an outlier
there is a significant time step out of a single model [5]. This
we can see in data distribution of TLB FLUSH in Figure 1(e).
In segment starting around 600 and ending around 1850, time
steps out of a single model are ignored as outliers, and the
time series does not split into a new segment for each outlier.
Therefore this segmentation approach is independent of pre-
screening, pruning, or normalization of given data.

In Figure 1(d), last segment of L1D shows consistent higher
L1D cache utilization starting roughly from sample 600 to
3700. This knowledge can be useful in the case of hyper-
threading which allows to run more than one thread on each
core. Applications running on a hyperthreaded CPU utilize two
hardware threads that share the same physical processor and
L1 cache so running them in parallel with higher L1 cache uti-
lization may cause L1 congestion. Cache congestion can lead
to bad or unpredictable application performance. Therefore,



(a) Segments for Branch Instructions Retired (b) Segments for Instructions Retired

(c) Segments for L1D PEND MISS (d) Segments for L1D

(e) Segments for TLB FLUSH (f) Segments for perf-CPU-CYCLES

Fig. 1. Simulation results for the network.



such knowledge can also be used by other automated tools
responsible for decision-making or can be a standalone tool
for critical analyses. For instance, a scheduler or container’s
orchestrator can consider these points to estimate the resource
utilization during these segments.

Furthermore, in Figure 1(f) for perf CPU CYCLES, seg-
ment starting roughly from 250 to 490 shows high CPU cycle
count which means the application was more active during this
time interval and utilized more computational resources. The
hype in the CPU cycles can be related to dynamic frequency
scaling which allows the microprocessors to adjust the CPU
frequency on the fly depending on the actual needs for power
management. The segments with such hypes can then be useful
if an application may require underclocking or overclocking.

VI. RELATED WORK

To identify similarities and differences between multiple
data sets some of the standard methods are least square and
likelihood. The algorithms for change point detection are E-
Agglomerative, Wild Binary Segmentation, Bayesian analysis
of change points and Iterative Robust detection of change
points [6]. E-Agglomerative is cluster based approach to
estimate change points depending on the goodness of fit [14].
The method is used to detect multiple change points within a
data set. However, many of the methods require pre-screening
to exclude the irrelevant points to obtain an improved accuracy
which is not the case with proposed solution.

Multiple change points was also considered by Yao [15]
where Bayesian point of view was involved which is a form
of statistical reasoning based on calculated probabilities to
provide best possible prediction. Bayesian point of view is
used when the inputs and information is not sufficient to deter-
mine the output. Yao also presented graph based change point
detection for high dimensional and non-euclidean data [16].
He took single-point case to estimate change even when there
is noise in data. The method can even estimate when number
of jumps are unknown and they are within defined bounds.

Another study used randomly sampled basic block frequen-
cies (sparse) without any dedicated hardware support. They
propose Precise Event Based sampling (PEBS) to reduce run
time overhead as one of the prime goals of their study [7]. But
it require extensive normalization of data before processing.

VII. CONCLUSION AND FUTURE WORK

The study has successfully presented how a change in
resource utilization behavior can be automatically identified by
using penalty-based function from a Bayesian point of view.
The Bayesian approach iterates until the change in statistical
function has a minimum residual error. This study has shown
an improved automated approach to determine the empirical
threshold that can provide segments without prior knowledge
of the number of change points. With this method, the total
number and location of segments is reported with a low
segmentation cost. Such knowledge can be a component of
performance management system and can save from exceeding
resource capacities. Moreover, when the data is small and
solitary then differences can be visible to the human eye

but when the data is huge, complex and continuous then a
manual analysis can not help benefit the process management.
Therefore, a boxed representation of each segment can be
further used during performance management, QoS, tuning,
and detection purposes.

Lastly, we keep working on extending the method into a
forked activity which can then be used for reliable decision
making purposes. One of the extension can be providing
these segments details to orchestrator which can consider the
resource utilization demand while scheduling the containers.
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Abstract—ROS 1 and ROS 2 are two widely-used robotic
middleware. One of their essential features is to enable two robots
with the same middleware, ROS 1 or ROS 2, to connect directly
and collaborate. However, two robots running two different
middleware can only communicate by additionally using one of
the bridge solutions available in the robotic community. It is even
more challenging when deploying these robots as part of an OPC
UA-based industrial testbed. The first challenge is to network the
robots with other OPC UA devices. Second, a testbed environment
sometimes requires a robot to join the system rapidly and with
minimal configuration for quick experiments. While addressing
the above needs, this paper presents an approach to bridge ROS 1
and ROS 2 robots to an OPC UA PubSub network. The approach
derives from the actual experiences in developing an OPC UA-
based robotic testbed for Industry 4.0 research.

Index Terms—Industry 4.0, OPC UA, ROS 1, ROS 2, PubSub,
Bridge, Testbed

I. INTRODUCTION

The fourth industrial revolution, also known as Industry 4.0,
is an inevitable technological event of the 21st century. It
is about using the most advanced technologies in emerging
fields to radically improve industrial systems’ communica-
tion, automation, and intelligence. Robotics is one of the
nine fundamental pillars forming Industry 4.0 [1]. Indeed,
robots and automated machinery significantly impact today’s
industry: they replace human labor in complex, heavy, and
dangerous activities, besides adding more value and enhancing
performance in manufacturing. In the future, the Industry
4.0 expects autonomous robots to combine with the other
eight technology pillars, such as Digital Twin (DT) and the
Internet of Things (IoT), to put more intelligence, flexibility,
and interoperability into the industry. This vision requires
enormous research and innovation efforts; that also involve
the need for robotic testbeds for Industry 4.0.

Regarding robotic implementation, ROS 1 and ROS 2 are
two widely-used middleware. ROS stands for Robot Operating
System. They are open-source and receive great support from
the robotic community. Technically, ROS 1 includes a set
of libraries to build robot applications and a communication
layer that enables the processes generated by running the
applications to connect and exchange [2]. The mentioned
processes are called ROS 1 nodes. ROS 2 is not another
version of ROS 1 but instead another project. Indeed, ROS
2 adopts a new architectural concept with many redesigns
from the low-level core modules up to high-level application

libraries [3]. On the one hand, the changes enable ROS 2 to
approach the industrial level. On the other hand, they lead to
an issue: ROS 1 nodes cannot directly connect to ROS 2 nodes
since the network protocols of their communication stacks
are different. In detail, ROS 1 uses XMLRPC combined with
TCP/IP-based and UDP-based message transport, and ROS 2
relies on Data Distributed Service (DDS).

ROS 1 and ROS 2 are two excellent tools for building
robotic testbeds. However, a robotic testbed for Industry 4.0
has two further requirements. First, an industrial testbed may
follow some industrial standards. Consequently, robots engag-
ing in the system must adopt these standards to collaborate
with other industrial devices. Second, a testbed may be a shar-
ing experiment base for multiple Industry 4.0 technologies,
use cases, and projects. A robot may rapidly join and quit
the testbed for only one quick test. While regarding the above
needs, this paper aims to share our approach bridging ROS 1
and ROS 2 robots into an OPC UA-based robotic testbed for
Industry 4.0. The core of the testbed is the Open Platform
Communication Unified Architecture (OPC UA) standard,
currently one of the most high-demanded standards in the
industry. Suppose ROS 1 devices constitute a logical network
called ROS 1 space, and ROS 2 devices constitute a logical
network called ROS 2 space. This approach uses UA bridges
to bridge the ROS 1 and ROS 2 spaces to the testbed’s
OPC UA PubSub network. A UA bridge works as a logical
portal with two sides: one side is its ROS space, and the
other side is the OPC UA PubSub network. Note that ROS
means ROS 1 or ROS 2. This approach enables robots with
the same middleware to collaborate in their space with their
default communication method and can still have a route to
communicate with other devices through a UA bridge.

The rest of this paper is organized as follows. Section II
presents the background: the OPC UA standard and its role in
our testbed for Industry 4.0. Section III is a literature review
of some approaches to bridging ROS 1, ROS 2, and OPC UA
devices. Then, Section IV introduces this paper’s one. Section
V proves the concept by presenting a fault-tolerant product
assembly line (PAL) case study. Finally, a brief conclusion
sums up this paper and outlines some future works.

II. BACKGROUND

This section presents first some principles of OPC UA, then
the OPC UA-based testbed for Industry 4.0 at CEA LIST.
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A. OPC UA

OPC UA contains a set of more than 23 specifications
defined by the OPC Foundation to build an industrial system
with reliability, security, and interoperability. Some industrial
partners also contribute to this standard by proposing compan-
ion specifications (CS). In a limited scope, this paper focuses
only on the specifications related to our contribution and
groups them into two principles: (1) resource representation
and (2) communication and networking.

The principle of resource representation relies on the OPC
UA address space and OPC UA information model. On the one
hand, the OPC address space contains a list of OPC UA nodes
representing all resources of an industrial system [4]. Each
OPC UA node’s identification (Id) comprises two information:
namespace index and identifier. While a namespace index is a
number, an identifier can be numeric, string, globally unique
identifier, or binary data blob. The OPC UA information model
is the schema modeling all the OPC UA nodes and their
relations; in other words, it represents the semantics of the
resources [5]. An OPC UA server manages the OPC UA
address space and provides access to the resources. OPC UA
clients connect to the OPC UA server and can understand
the structure of the resources by learning from its OPC UA
information model. Figure 1 illustrates an OPC UA-based
industrial system. In this figure, an external device uses an
OPC UA client application, such as UaExpert1, to connect to
the OPC UA server and access the system’s resources through
the OPC UA address space. For example, the OPC UA client
can read data from a joint of the robotic arm.

Address Space

 NET

OPC UA-based industrial system OPC UA client

Fig. 1. Example of an OPC UA-based industrial system

Concerning the communication and networking principle,
OPC UA proposes two messaging patterns: request-response
(ReqRes) and publish-subscribe (PubSub). In ReqRes, a client
sends a request to a server, and the server answers the request
with a response. Note that this pattern is also known as the
client-server pattern. In PubSub, a subscriber subscribes to a
data source once, but they can receive every new message
from the publisher [6]. With more detail, OPC UA provides
two PubSub communication modes: broker-based and broker-
less. Broker-based means there is a broker in the middle
that manages topics. A topic is an association between a
data source and the information required to create links
between the publisher and subscriber sides. Broker-less relies
on the multicast mechanism of the UDP/IP stack. In detail,
a publisher publishes a message to a multicast address. All

1https://unified-automation.com/products/development-tools/uaexpert.html

subscribers who subscribe to the multicast address can receive
the message. To verify if the received message is from the
subscribed data source, a subscriber checks the three fields
PublisherId, WriterGroupId, and DatasetWriterId in the UA
Datagram Protocol (UADP) header of the message. In this
paper, these three information fields are called a triple of
UADP Ids. At a point, a triple of UADP Ids has the same
meaning as a topic in broker-based communication mode.

B. LocalSEA: An OPC UA-based Testbed for Industry 4.0

LocalSEA is a testbed for Industry 4.0 developed and
supervised by CEA List [7]. Its principal mission is to provide
a local experimental base for new research, technologies, and
use cases dedicated to Industry 4.0. Open Platform Commu-
nication Unified Architecture (OPC UA) standard is selected
to be the core of LocalSEA since it is a potential candidate to
overcome the Information Technology (IT) and Operational
Technology (OT) convergence challenge [8]. The challenge
reflects the need in Industry 4.0 to reduce the complexity of
networking between IT and OT layers and view the resources
of both layers in a unified architecture; that involves real-
time monitoring, reliable control, and effective management.
Figure 2 illustrates LocalSEA separated into the IT and OT
layers. At the OT layer, LocalSEA has a robotic cell containing
multiple robots, embedded devices, and an OPC UA server.
The server follows the OPC UA standard to represent and
manage the resources of the robotic cell’s devices. Note that,
in this paper, a device that follows the OPC UA standard
will be called an OPC UA device. All devices connect to
the local wireless network and the primary communication
method is OPC UA PubSub. At the IT layer, applications run
on distributed computers can access the robotic cell through
the OPC UA server using OPC UA ResReq. Some developing
applications are DT with Asset Administration Shell (AAS),
DT with 3D visualization, and a framework for orchestration,
choreography, and supervisor monitoring.

Robotic cell

 Digital Twin: AAS

Digitial Twin: 3D   Supervisor Monitoring

 Orchestration & Choreography

 OT layer

 IT layer

 Legend:

PubSub pattern

ReqRes pattern

Fig. 2. The LocalSEA testbed and its IT and OT layers

OPC UA’s resource representation principle improves the
semantics of the whole system. Also, the complexity of
networking between IT and OT layers reduces since all com-
munication methods are from the OPC UA standard.



III. RELATED WORK

Five possible directions for ROS 1, ROS 2, and OPC UA
devices collaborating are: (1) make all devices use the ROS
1 communication method; (2) make all devices use the ROS
2 communication method; (3) make all devices use an OPC
UA communication method; (4) make all devices use another
communication method, none of the previous ones; (5) make
a bridge for ROS 1 space to join an OPC UA network, make
another bridge for ROS 2 space to join the network, and make
non-ROS devices use an OPC UA communication method.
Note that non-ROS means neither ROS 1 nor ROS 2.

The first and second directions have two requirements. The
first requirement is to install ROS middleware on the OPC UA
server and other devices, to turn them into the hosts of ROS
nodes. The second requirement is to install bridges that turn all
ROS 2 into ROS 1 devices in the first direction, or turn all ROS
1 into ROS 2 devices in the second one. The advantage of the
two directions is that many robots run a ROS middleware by
default, and there are many available documents for installing
ROS 1, ROS 2, and bridges between them. One bridge example
is ros1_bridge2. The disadvantage is that every device joining
the system must be configured to ROS 1 or ROS 2.

The third and fourth directions require all devices to have
extra installation and configuration. The third is more effective
than the fourth since all devices become OPC UA devices;
thus, the OPC UA server can natively understand arrived
messages without conversion. One example of the fourth
direction is the rosbridge middleware that proposes a web
service abstraction layer for ROS 1 [9]. As the authors claim,
this middleware can be extended for other devices, so it
probably works with ROS 2 and other non-ROS devices.

The final direction is relevant to testbed environments.
Indeed, ROS devices can join and work as default without
particular configuration since a bridge in their ROS space can
help them route data to the outside OPC UA network. The first
requirement is to design the two bridges so they can convert
and forward messages. The second requirement is to map data
sources in ROS spaces with OPC UA nodes in the address
space. Note that the second requirement is necessary to archive
the OPC UA resource representation principle. Concerning the
first requirement, Tripath et al. successfully bridge ROS 1
devices with OPC UA devices using the Eclipse Arrowhead
framework working as a bridge [10]. Ioana et al. introduce
another bridge solution that defines multiple functional devices
for the exchange between DDS and OPC UA sides [11].
However, both provide no mechanism to map ROS spaces’
data sources with OPC UA nodes. Object Management Group
(OMG) proposes a specification to define DDS to OPC UA
bridge and gateway that includes mappings between two sides
[12]. Unfortunately, it supports only OPC UA ReqRes.

IV. UA BRIDGES FOR ROS 1 AND ROS 2

The approach proposed by this paper follows the fifth
direction in Section III. Logically, a UA bridge is a logical

2https://github.com/ros2/ros1_bridge

portal with two interfaces: one interface for communication
with devices in its ROS space and one OPC UA PubSub
interface for communication with other devices using the OPC
UA PubSub communication method. Technically, a UA bridge
is a ROS 1 node when it provides a ROS 1 interface. It will
be called ROS 1 UA bridge. Likewise, a UA bridge is a ROS
2 node when it provides a ROS 2 interface. It will be called
ROS 2 UA bridge. Explicitly, a UA bridge is also a node in
the OPC UA PubSub network. From now on, the network
that OPC UA PubSub nodes communicate will be called an
OPC UA PubSub space. At each interface, a UA bridge plays
the role of both publisher and subscriber, and it respects the
communication method of the corresponding space. Figure 3
illustrates an architecture with three different spaces, including
a ROS 1 space, a ROS 2 space, and an OPC UA PubSub space.

 Legends:

ROS 1 UA bridge node

ROS 2 node
ROS 1 node
OPC UA PubSub node

ROS 2 space

OPC UA PusSub space

ROS 1 space

ROS 2 UA bridge node

Fig. 3. The architecture of ROS 1 and ROS 2 with UA bridges

UA bridge has two jobs. First, it receives OPC UA PubSub
messages at the OPC UA PubSub interface, converts them into
ROS messages, and publishes them in the ROS space through
the ROS interface. Second, it reverses the processes of the first
job when receiving ROS messages at the ROS interface.

Two following subsections present the two main steps to
implementing UA bridges. It is worth mentioning that, since
UA bridges are components of an OPC UA-based system, it is
necessary to have a preamble step to prepare two fundamental
elements: the OPC UA address space and the OPC UA PubSub
communication method. However, these works are out of the
scope of this paper.

A. Mapping OPC UA Nodes to ROS space’s Data Sources

In a ROS space, a topic can represent a data source.
Thus, the mapping from OPC UA nodes to ROS space’s
data source is similar to the mapping from OPC UA node
Ids to ROS space’s topics. This mapping comprises two
partial mappings: (1) mapping OPC UA node Id with OPC
UA PubSub topic, and (2) mapping OPC UA PubSub topic
with ROS space’s topic. Note that an OPC UA PubSub
topic in the broker-less is a triple of UADP Ids. This paper
proposes a unified format, called UaRosSpace, to design
ROS space’s topics: ua_<ROS space Id>_<Node Id name
space index>_<Node Id identifier>. In which, ua is an
unchangeable element identifying the format, <ROS space
Id> provides the ROS space of the mapping data source,
<Node Id namespace index> provides the mapping OPC UA
node’s namespace index, and <Node Id identifier> provides
the mapping OPC UA node’s identifier. The ROS space Id
of a data source from ROS 1’s space is always 1. The ROS



space Id of a data source from the OPC UA PubSub’s space
is always 0. The ROS space Id of a data source from ROS
2’s space can be from 2 to 232, corresponding to the ROS 2
domain ID. Note that with this configuration, a ROS 2 device
must always have a domain ID superior to 1. The Node Id
namespace index value and the Node Id identifier value of a
data source can be found on the OPC UA address space by
querying the corresponding OPC UA node Id.

The mapping from OPC UA node Ids to OPC UA Pub-
Sub topics occurs at the OPC UA server. In the OPC UA
PubSub broker-based mode, the PubSub topics also use the
UaRosSpace format. In the OPC UA PubSub broker-less
mode, the PublisherId value is the value of ROS space, the
WriterGroupId value is designed to the mapping OPC UA
node Id’s namespace index, and the DatasetWriterId value is
designed to the mapping OPC UA node Id’s identifier.

The mapping from OPC UA PubSub topics to ROS space’s
topics occurs at a UA bridge. In the PubSub broker-based
mode, since these two topics use the same format, the UA
bridge can process exchange between two OPC UA PubSub
and ROS interfaces without trouble. In the PubSub broker-
less mode, PublisherId maps to ROS space Id, WriterGroupId
maps to Node Id namespace index, and DatasetWriterId maps
to Node Id identifier.

B. Designing a UA bridge
Since a UA bridge is a ROS node, it can profit from the

publish and subscribe mechanism in the ROS space. However,
developers must write codes following one OPC UA PubSub
profile3 for communication in the OPC UA PubSub space.

In this approach, a UA bridge uses the same topic for both
actions of publishing and subscribing. Thus, we propose a
loop-prevention mechanism as in Figure 4. It relies on the
origin and destination of a message. From a UA bridge’s
viewpoint, when the message’s origin is from its ROS space,
the message’s destination must be in an OPC UA PubSub
space or another ROS space. In reverse, when the message’s
origin is from the OPC UA PubSub space or another ROS
space, the message’s destination must be in its ROS space.
While the topic’s ROS space Id can represent the message’s
origin information, the UA bridge’s two interfaces can be used
to detect the message’s expected destination. In detail, when a
UA bridge receives a message at its OPC UA PubSub interface,
the message’s expected destination should be in ROS space.
Continuously, if the message’s origin contains the ROS space
Id that equals the UA bridge’s ROS space Id, the origin and
destination of the message are the same. Thus, it is a looped
message, and the UA bridge drops it. We can apply the same
logic to the remaining case.

The result of a UA bridge implementation is a ROS pro-
gram. In good practice, a UA bridge program should run on a
stable device staying steadily in the system. As if its happens,
the UA bridge will be always available for the other devices
in the same ROS space. Thus, a new device can join and quit
the system naturally as joining any regular ROS network.

3https://profiles.opcfoundation.org/profilefolder/320

V. CASE STUDY: FAULT-TOLERANT PAL SYSTEM

PAL is "a manufacturing process where the bill-of-material
parts and components are attached one-by-one to a unit in
a sequential way by a series of workers to create a finished
product" [13]. The PAL system deployed at LocalSEA imitates
the box manufacturing process, in which the finished product
is a box with its cover. In this PAL, there are two workers.
First is Niryo Ned, a 6-axis robotic arm that picks a cover and
places it into a carrier. This procedure is called a pick-and-
place cycle. Second is a human that assembles a box with the
cover received from the carrier to create a finished product.
The primary carrier is a conveyor belt. To ensure the pro-
duction line works even when the conveyor belt accidentally
stops working, a TurtleBot3 model Waffle Pi plays the role
of a substitute carrier. Technically, Niryo Ned runs ROS 1
Melodic, and TurtleBot3 runs ROS 2 Foxy. The conveyor belt
connects to the controller inside the Niryo Ned through a wired
connection. Also, a Raspberry Pi 3B plus plays as an OPC
UA server and a gateway at the same time. As a gateway,
on the one hand, it creates a hotspot local Wi-Fi network for
LocalSEA and, on the other hand, connects to the Internet. The
two robots join the LocalSEA Wi-Fi. Supervisors can monitor
the PAL from a distance with an Internet connection. Figure
5 illustrates the fault-tolerant PAL system.

Two robots with two different programs can choreograph
due to the states of two elements: park and bucket. The park
represents the position where TurtleBot3 receives a new cover.
The bucket is a container that holds the cover on top of
TurtleBot3. They both have two states: busy or free. When
TurtleBot3 is at the park, the park is busy; when a cover is
in the bucket, the bucket is busy. If the park is busy and the
bucket is free, Niryo Ned can place a cover in the bucket. If
the park is busy and the bucket is busy, TurtleBot3 moves to
the human worker. Otherwise, the two robots wait.

Following the approach defined in Section IV, we imple-
ment one ROS 1 UA bridge and one ROS 2 UA bridge. In
this case study, the ROS 1 space contains ROS 1 nodes hosted
in Niryo Ned, and the ROS 2 space contains ROS 2 nodes
hosted in TurtleBot3. TurtleBot3 has a domain ID equal to
2. In the preamble step, our developers reuse the OPC UA
information model of another PAL monitoring case study as
presented in [14], and the minimal configuration OPC UA
PubSub Broker-less as presented in [15]. In the mapping step,
besides mapping the variables representing the status of bucket
and park to the two topics in the ROS 2 space, our developers
also map other variables required for the monitoring process,
to their related topics. Some variables are the status of the
conveyor belt, the number of covers put on the conveyor belt,
the number of covers put on the TurtleBot3, and the number
of covers in the storage. Figure 6 illustrates the mapping of
the case study. In the bridge designing step, our developers
put the hard-coded deployment of the OPC UA PubSub UDP
UADP profile into the two UA bridges for the publish and
subscribe at their OPC UA PubSub interface. The final result
is two UA bridge programs for two ROS spaces.
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Running the case study includes two steps. The first step is
to run the two UA bridge programs. The second step is to run
the business programs of Niryo Ned and TurtleBot3.

Our developers propose a testing scenario for the case study
with two phases. The default phase is when Niryo Ned works
with the conveyor belt. The fault-tolerant phase is when the
conveyor belt is off, then Niryo Ned works with TurtleBot3.

The testing scenario requires two other computers. The first
computer opens our supervisor monitoring application to ob-
serve the variables of the OPC UA address space. The second
computer joins the ROS 1 space to turn off the conveyor belt
when necessary. Figure 7 shows a testing sample’s events. In
this testing sample, we put four covers on the storage, so there
are four pick-and-place cycles. The conveyor belt is turned off
at the 25th second.

There are four remarks from the recording events of the
testing scenario. First, the duration when Niryo Ned does a
pick-and-place cycle is around 5 or 7 seconds, depending on
the position to pick and one to place. However, the last pick-
and-place cycle in the Figure is about 16 seconds. The reason
is that TurtleBot3 leaves the park before Niryo Ned can finish
the cycle. Thus Niryo Ned needs to wait until the 76th second.
Second, both Niryo Ned and the OPC UA server can detect
the event that the conveyor belt is off. However, Niryo Ned
recognizes the situation about two seconds before the OPC UA
server does. Since the conveyor belt connects directly to Niryo
Ned by cable, Niryo Ned can recognize the situation instantly.
The OPC UA server is in the OPC UA PubSub space, so it
has an extra delay of two seconds. This extra delay is a sum
of three sub-durations: the data transport time in ROS 1 space
(tTR1), the processing time at the ROS 1 UA bridge (tPB1),
and (3) the data transport time in the OPC UA PubSub network
(tTR0). Third, another method to detect the delay between the
ROS 1 space and the OPC UA PubSub space is to calculate the
duration starting when Niryo Ned places a cover on a carrier
and ending when the OPC UA server detects a counter’s value
change. On average, this duration is about four seconds. It
is a combination of four sub-durations: the time for Niryo
Ned to complete its action before publishing a notification
(tAR1), tTR1, tPB1, and tTR0. Fourth, the duration starting
when Niryo Ned places a cover on TurtleBot3 and ending
when this mobile robot moves forwards is about nine seconds
on average. This duration represents the delay in sending data
from the ROS 1 to the ROS 2 space. It is the combination of
seven sub-durations: tAR1, tTR1, tPB1, tTR0, the processing
time at the ROS 2 UA bridge (tPB2), the data transport time in
the ROS 2 space (tTR2), and the time for TurtleBot3 to load
the action (tAR2). Other details, such as the delays between
the storage counter and the two carrier counters, relate to the
Niryo Ned business program.
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Fig. 7. Recording events of a testing sample of the fault-tolerant PAL case study

From the above observation, we can conclude that the two
UA bridges work. The delays are quite high since the codes
of the programs are non-optimized.

VI. CONCLUSION AND FUTURE WORKS

This paper presents an approach to making UA bridges
that enable ROS devices to join OPC UA PubSub networks
of testbeds for Industry 4.0. Compared with other existing
approaches, this approach is better in three points. First, it can
profit the most from the advances of the OPC UA standard.
Second, it supports ROS 1 and ROS 2 in the same scenario.
Third, new ROS devices can join the system with minimal
configuration as long as a relevant UA bridge is still running.
The fault-tolerant PAL case study, also presented in this paper,
proves that this approach is realizable. However, the case study
is still simple, and the implementation is not optimized enough
to show all difficulties and potential of the approach.

This paper has three points to discuss further. First, in our
testbed, even the OPC UA standard already shortens the gap
between IT and OT layers, there are not yet direct connections
between devices of the two layers. Considering this, we plan to
deploy the OPC UA PubSub MQTT JSON profile that enables
the OT layer’s devices to serve data to IoT applications in the
IT layer without passing the OPC UA server.

Second, our UA bridge approach is for general purpose in
developing testbeds for Industry 4.0. It is worth noting that
the path from a data source to a UA bridge, then to the OPC
UA server, is sometimes longer than the direct path from the
data source to the server. For some specific applications with
a strict constraint on delay time, such as the synchronization
between a robot and its DT, developers should deploy more
than one UA bridge in a ROS space to create a shorter path.

Third, manual mapping can be a heavy job, especially when
there are too many OPC UA nodes to map. Our future goal
is to develop a plugin in Papyrus4 that facilitates the mapping
design with SysML and automates the UA bridge generation.
The code from the experimentation presented in this paper will
be optimized, then be integrated into the plugin. Papyrus and
its plugins are open-source under the EPL license.

4https://www.eclipse.org/papyrus/
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Abstract — In industrial series production, path welding is 

an important joining process, which is often automated by the 

use of robots. In single-part production, however, correspond-

ing automation solutions quickly become uneconomical. Con-

ventional programming of welding robots and individually de-

signed component fixtures do not meet the necessary demand 

for flexibility and adaptability. These weak points form the 

starting point for the work described in this paper. As a result, 

a production cell with two robots was created in which compo-

nents to be machined are picked up without fixtures and the ro-

bot programs are generated automatically. For this purpose, the 

components to be welded are first scanned using a laser scanner, 

then the geometric contours are modeled in a simulator and the 

synchronous movements of the robots are generated. Further 

scans of the components improve the path accuracy for the final 

welding process. 

Keywords — Robot programming, automatic path planning, 

sensor-assisted path correction, fixtureless welding, multi-robot 

system, industrial automation, batch-size 1 production 

I. INTRODUCTION

Manufacturing companies are always faced with the chal-
lenge of offering the greatest possible variety of their products 
and thus being able to respond to individual customer require-
ments. Likewise, pilot, prototype and spare parts production 
require batch size 1 production without major downtimes. At 
the same time, companies must remain economically com-
petitive, guarantee high quality standards and ensure short de-
livery times. 

One of the most important and widespread joining pro-
cesses for metal materials but also for plastics is path welding. 
Automated welding by means of industrial robots with appro-
priate welding equipment has already established itself in in-
dustrial series production. For this purpose, complex and ex-
pensive positioning and clamping devices are often used to fix 
the components during the welding process. However, in sin-
gle-piece production, this is not an economically viable op-
tion. In addition, further potentials for automating the com-
plete production process are still largely unused. The develop-
ment of a suitable robot cell with integrated simulation and 
sensor technology is required. This paper describes the ap-
proach, the automation process and the realization of a cor-
responding robot cell. 

A. Previous work

Due to the high penetration of welding applications in in-
dustrial companies and the already early approach here to in-
crease the degree of automation by using industrial robots, re-
search approaches can be found as early as 1990. Typically, 
the components to be welded are clamped on positioning de-
vices for an optimal design of the weld pool. These usually 2- 

to 3-axis devices are then controlled together with the - usually 
- 6-axis robot kinematics. A large part of relevant research
work has therefore always been concerned with trajectory
generation for optimal motion sequences between robot and
positioning device. On the one hand, the focus is on the pro-
cess-oriented calculation of optimal motion sequences based
on CAD-supported workpiece geometries [1], [2], [3], [4]. Of-
ten, an optimization of the calculation times for corresponding
motion sequences is considered. In further works, a multi-ro-
bot approach is also increasingly taken up [5], [6], [7], [8], [9],
[10]. The resulting increase in complexity - due to the higher
number of movement axes - requires optimized calculation al-
gorithms, especially in view of the increased redundancy with
regard to movement options for the welding object and weld-
ing torch. Often, one robot works as a master and positions the
components to be welded in the working area of the slave ro-
bot. This robot then creates the weld seam between the com-
ponents. In addition, in recent years, collision avoidance algo-
rithms have been increasingly developed, which allow a more
realistic application of the calculated motion sequences [11].
Another aspect is the monitoring of the actual welding process
using appropriate seam tracking systems [12], [13], [14], [15].
In many cases, vision systems and laser sensors are also used
to recognize seam positions where the robot must approach.
The laser sensor then detects the weld gap and generates cor-
rection values for the robot motion [8].

The development of the necessary algorithms and tech-
niques in the environment of welding applications with multi-
robot use documents considerable improvements. However, it 
has been shown that the theoretical consideration of trajectory 
generation and the derivation of optimized motion paths for 
individual robots often results in imprecise transferability to 
real applications, e.g., through consideration in a simulator, or 
not at all. The following described approach of an iterative 
procedure regarding trajectory generation, determination of 
process-optimal motion paths for the used robots, multiple 
control of the motion execution (static and dynamic adjust-
ment) and consideration of the inaccuracies of workpieces and 
robots does not take place at any place so far. 

B. New approach

The objective of the research project RApidS (robot-
assisted applicator with intelligent, dynamic self-adaptation) 
is the development and realization of a robot cell for the 
demonstration of fixtureless welding of pipes and/or pipe 
bends with a reproducible accuracy of better than 0.5 mm on 
average. Two coordinated robots with corresponding grippers 
and a laser scanner for necessary measurements are used. The 
entire cell is also represented as a calibrated model in a robot 
simulator. 
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Fig. 1 shows the overall sequence of the developed pro-
cess. This consists of three (or four) steps: First, both robots 
each pick up a part of equivalent diameter from pickup sta-
tions. Then the end faces of the parts to be welded are scanned 
one after the other by using a laser scanner (1. scan parts) and 
the corresponding geometric contours are reproduced in the 
simulator from the scan data. The position of the gripped parts 
relative to the respective robot is thus known. In the following 
step, the motion paths and programs for both robots are now 
generated for welding the components at their end faces. 
These motion paths and thus the position of the components 
relative to each other in the common work area of both robots 
can then statically checked together at individual points with 
support of the laser scanner (2a. static scanning). The recorded 
measurement data are used for an initial adjustment of the mo-
tion paths so that the components are aligned with each other 
and a desired gap distance is created. The components are then 
moved along the adjusted paths in front of the laser sensor at 
the final welding speed and measured again (2b. dynamic 
scanning). Any path inaccuracies due to the blending behavior 
of the robots and other dynamic effects are corrected by re-
adjusting the motion paths. Practical investigations showed 
that the static inspection (2a. static scanning) can also be omit-
ted, since all inaccuracies are also detected by dynamic scan-
ning alone. Finally, the welding process takes place under a 
welding device statically arranged in the common working 
area of the robots (3. welding). 

II. REALIZATION OF THE ROBOTIC WORKCELL

Based on the requirements for the robotic cell (including 
workpiece spectrum, working space, mobility, sensor 
integration), suitable components were selected. For 
demonstration purposes, pipes and pipe bends with diameters 
of 63 to 110 mm and angles of 0° to 90° made of polyethylene 
are welded in the robotic cell using a hot air gun. 

A. Cell design

Fig. 2 shows the complete robotic cell consisting of two
UR5e Universal Robots, each equipped with a gripper system, 
the Visionscanner2 (VS2) laser scanner from EngRoTec, two 
part fixtures for the pipes or pipe bends to be joined, and a 
standard hot air gun. All components are mounted on a mobile 
robot table. Fig. 3 shows the arrangement of the laser scanner 
and hot air gun in detail. One of the two gripping systems can 
also be seen. 

The gripping systems consist of a pneumatic 2-jaw parallel 
gripper as a purchased part, which covers the entire pipe spec-
trum steplessly via its stroke. The gripper jaws are designed in 
such a way that each tube is gripped centrally due to the prism 
shape. All components were designed to be weight-optimized 
and 3D printed. Fig. 3 shows the SLS-printed gripper. For the 
other gripper, the FDM process was chosen as an alternative. 
The two processes with their design backgrounds and different 
compliance were chosen deliberately. They require different 
treatment of the robot paths generated later. 

Fig. 2. Entire robot cell 

Fig. 1. Overall sequence of operations to realize the fixtureless welding 

Fig. 3. Laser scanner, hot air gun and SLS printed gripper 



Fig. 4 shows one of the two part holders in which the entire 
range of tubes can be held. The tubes are clamped concentri-
cally from the inside via three continuously adjustable jaws. 
In addition, a spring-loaded support was provided to accom-
modate the different angles of the tubes. In this way, all pipes 
are made available to the robots via the same device in each 
case without any necessary conversion work. 

B. Simulation model and calibration

Process Simulate from Siemens was chosen for the simu-
lation of the robot movements and as a basis for the imple-
mentation of the path generation and path adaptation algo-
rithms. Fig. 5 shows the modeled robot cell in the simulator. 
The calibration of the cell with respect to the robot accuracy 
especially in the field of view of the laser scanner is done with 
the help of the calibration tool in Process Simulate using sur-
rogate bodies on the real robots. Fig. 6 shows one of the sub-
stitute bodies on one of the two robots, whose mass and center 

of gravity position represent the gripper. The calibration pro-
cess is then performed over 13 positions in the working range 
of the laser scanner. At each position, a calibration pair - po-
sition in the simulation cell and corresponding position in the 
real cell - was created. The positions in the simulator and in 
the real cell were approached with the robots and the deviation 
in the real cell was compensated by adjusting the position of 
one robot. The new position of the robot was then passed back 
to the calibration tool in the simulator. The final accuracy 
achieved is specified by the calibration tool as better than 0.32 
mm in average, which is sufficient with regard to collision-
free transfer of generated motion paths in the simulator to the 
real robots. 

III. AUTOMATIC PATH AND PROGRAM GENERATION

One of the overriding development goals is the creation of 
robot programs based on 3D design data and thus a completely 
automatic program generation. In the following, a method is 
presented which generates virtual images of the gripped com-
ponents based on measurement data and uses these to generate 
motion paths for the robots. 

A. Generation of virtual component geometries

The generation of the motion paths starts with the meas-
urement of the gripped pipes using the laser scanner. For this 
purpose, the components are held one after the other in front 
of the laser scanner and rotated by means of the last robot wrist 
axis. From the individual images taken, the positions of two 
points are determined, the APi tear-off points and the GPi 
straight-line points. Fig. 7 shows the position of these points: 
An APi marks the transition between the shell and the face of 
the gripped part, and a GPi marks any point on the pipe shell 
straight line. A spline curve is formed from all APi and the 
GPi, respectively. By generating a plane using the best-fit least 

Fig. 4. Part holder with 90° pipe bend 

Fig. 5. Work cell in Process Simulate 

Fig. 6. Substitute body with dial gauge for calibration 

Fig. 7. Scanning the parts with the laser scanner 



squares error method, the theoretically ideal face of the pipe 
section is placed in the area of the spline of all APi tear-off 
points. After that, the geometric centers of gravity of both 
curves are also used to derive the center axis of the pipe sec-
tion. 

Fig. 8 shows how further auxiliary curves are generated on 
the basis of the calculated tube center axis and the tear-off 
spline, and how the geometric body of the pipe contour is fi-
nally generated from this. The intersection of the center axis 
with the plane of the tear-off spline also defines the position 
of the robot’s TCP (Tool Center Point) with its z-axis. Further, 
the y-axis is perpendicular to the z-axis and parallel to a 
straight line created by projecting the center axis of the rear 
pipe section onto the plane of the pipe face. The x-axis of the 
TCP is spanned by the cross product of the y- and z-axes. 

The pipe contours gripped by the robots are then checked 
for their joinability. Specifically, the roundness of the pipe 
sections and the perpendicular alignment of the end faces to 
the pipe axis are determined. Parameters previously set by the 
operator then determine whether a weld can be performed on 
the pipes. 

B. Generation of the master and slave trajectories

The synchronous movement of the robots during welding
is achieved by geometrically coupling the TCPs of both ro-
bots. A master-slave method is used in which the master robot 
specifies the movements and the slave robot follows these 
with a constant geometric offset. This offset thus also defines 
the gap distance. 

Under a constant radian, coordinate frames are generated 
on the component's curve of the tear-off points. The number 
of desired interpolated poses controls the length of the radians. 
A number of 72 poses was found to be quite sufficient for the 

range of pipe diameters considered (section II.). They are ori-
ented along the curve tangent as well as the z-axis of the cor-
responding TCP. The generated coordinate systems are subse-
quently transferred into those poses which have to be ap-
proached by the robot with its TCP in order to bring the frames 
lying on the curve close to an external TCP - the later tip of 
the welding nozzle. Fig. 9 illustrates this relationship. The cor-
responding transformation equation takes into account half of 
a previous entered gap dimension. This results in the tear-off 
curve having a constant distance to the external TCP during 
the path travel. The poses generated in this way form the path 
to be travelled by the master robot. After simulating the move-
ment of the robot along the planned path and ensuring the ab-
sence of collisions, it is translated into the language of the ro-
bot and manipulated taking into account the additional speci-
fication of a time parameter for the welding speed. Finally, the 
robot program is transferred to the real robot. 

The basis for the slave trajectory are the trajectory points 
from the master. To generate the slave poses, the homogene-
ous transformation matrices of the corresponding master tra-
jectory points are determined with reference to the world co-
ordinate system. By multiplying these transformations with 
another constant transformation, corresponding intermediate 
poses are obtained, which have a constant distance to the 
original poses. They describe the coupled path of the slave ro-
bot. The movement of the slave robot along these poses is also 
checked for collisions. Afterwards, the poses are also exported 
to the native robot syntax, manipulated and transferred to the 
real robot. 

Fig. 10 shows the trajectories generated for the TCPs of 
both robots, master and slave robot. 

IV. SENSOR-ASSISTED PATH CORRECTION

The generated robot paths show inaccuracies with regard 
to the relative motion between the gripped parts. On the one 
hand, this is due to the insufficient running smoothness of the 
robots, which introduces vibrations into the entire setup. Fur-
thermore, the blending of the generated and closely adjacent 
poses can lead to jerky movements. Finally, the FDM gripper 
exhibits more extreme deflection behavior as a function of the 
angular value during the 360° rotation of the pipe piece than 
the SLS gripper. The gap dimension between the parts can be 
used as a quantitative measure of the quality of the relative 
movement, the tolerance of which should be less than 0.5 mm 
for high-quality welding results. 

For the necessary correction, measurements are made with 
the laser scanner during the continuous movement of the two 

Fig. 8. Derivation of the pipe contour by means of the spline curves 

calculated from the measuring points. 1 to 4 are further auxiliary curves. On 

the right, the final position of the part in the gripper together with the TCP 

Fig. 9. Derivation of the robot’s TCP based on the generated trajectory at 

the pipe face for a motion relative to the external TCP 
Fig. 10. Generated poses (yellow) defining the motion paths for the TCPs of 
master and slave robot to realize the desired gap betweeen the parts 



pipe sections at the final welding speed. The sensor delivers 
data on gap dimension, transition dimension, tear-off points 
and straight-line points for each pipe relative to the base of the 
master robot at a frequency of 10 Hz via UDP (User Datagram 
Protocol). The simplicity of this protocol reduces the data 
overhead for each data transmission and thus enables a higher 
transmission rate. Each data packet is assigned a time stamp 
upon receipt. Fig. 11 shows the measurement scenario and a 
single output of the laser scanner with the measured values for 
the gap dimension and the transition dimension. 

Using the time stamps and the constant rotational speed of 
the pipe sections, the measured values can be distributed 
evenly over the circumference of the pipes. In the next step, 
they are assigned to the poses of the paths of the master and 
slave robots by averaging. Fig. 12 shows the measured values 
during a complete rotation of the pipe sections by the robots. 
The y-coordinate of the tear-off points on both pipes relative 
to the base frame of the master robot is shown in diagram. This 
coordinate represents the distance between the pipe faces and 
thus the gap dimension. The horizontal straight lines in Fig. 
12 indicate the nominal dimension. In this specific case, a con-
tinuous gap of 2.2 mm should be achieved. It can be seen that 
the movement is too inaccurate and especially the slave robot 
has a big influence depending on the rotation angle. 

For the improvement of the trajectories, correction values 
for the generated trajectory poses are calculated from the rec-
orded measured values and assigned to them. Fig. 13 shows 
the relationship between the different poses and transfor-
mations. 

Finally, the welding process is carried out with these cor-
rected trajectories. Fig. 14 shows the measurement results 
with the corrected paths analogous to Fig. 13. The specified 
gap of 2.2 mm is maintained with a deviation of 0.2 mm on 
average, which is sufficient for the welding process. The indi-
vidual outliers in Fig. 14 come, among other things, from 
small damages on the end faces of the pipe sections. 

V. RESULTS

The described procedure for generating the motion paths, 
processing the sensor signals and adjusting the path poses was 
realized within Process Simulate via API functions (Applica-
tion Programming Interface). Fig. 15 shows this integration 
with the input dialog for all relevant process parameters. 

For visual inspection, all robot movements are also dis-
played simultaneously in the simulator. The current positions 
of both robots are transmitted via the RTDE protocol (Real-
Time Data Exchange) of the Universal Robots controller. The 
data is sent at a frequency of 125 Hz. Each data packet con-
tains the current joint angle values and the position of the TCP. 
Each packet is also provided with a time stamp. 

The entire process was tested and validated on countless 
combinations of pipe sections and pipe bends from the com-
ponent spectrum mentioned under section II. Fig. 16 shows an 
example of a weld seam produced using the hot air gun. 

By mapping the component contours using spline curves, 
the generation procedure for the motion paths is not limited to 
rotationally symmetrical components. Oval cross sections or 
rounded rectangular cross sections can also be considered. 

Fig. 11. Measuring scenario and measuring range of the laser scanner with 
measured values 

Fig. 12. Measured values during one complete rotation of both pipes 

Fig. 13. Derivation of the transformation matrices to correct the motion path

Fig. 14. Measured values after correction 



Practical welding tests with these cross sections are still pend-
ing. 

For thicker pipe walls with larger weld gaps, a pendulum 
motion of the welding torch is required. As part of the calcu-
lation of any corrections for the trajectories (Section IV.), this 
pendulum motion can also be realized by an oscillating motion 
of the pipes. The procedure described makes this possible. 

VI. SUMMARY

This article describes the setup of a robotic cell and asso-
ciated process for fixtureless welding of pipe sections and/or 
pipe bends. In the robotic cell, two UR5e robots move the 
components to be welded along the nozzle of a hot air gun. 
Beforehand, the end faces and contours of the components 
were scanned using a laser scanner and reproduced in a simu-
lator. Motion paths and programs are then generated for both 
robots based on these geometries. Further scans with the laser 
scanner are used to adapt the motion paths of both robots for 
high-precision synchronous motion during the welding pro-
cess. As a result, the positioning accuracy of the components 
relative to each other during the welding movement is 0.2 mm 
on average. The entire process and the algorithms for generat-
ing the motion paths, their adaptation and synchronization 
were realized via the API functions in Process Simulate.  

The functionality of the realized robotic cell was validated 
using the plastic welding of pipes and pipe bends. The de-
veloped process can be directly transferred to other welding 

processes (e.g. arc welding), such as those used in the produc-
tion of exhaust systems in automotive engineering. Likewise, 
the robotic cell and the developed procedures for generating 
and adapting the motion paths can be transferred to other 
seam-guided machining processes. 
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Abstract—Blue energy has revealed as an alternative to other 
widely used sources of renewable energy. This power source 
derived from the process of mixing sea and river water still 
remains to be fully developed. Research on the materials used to 
produce the cells that capture this energy is one of the topics that 
will definitely contribute to the development of this technology. 
And just as important, if not more, is the research related to the 
systems that must be used to extract the stored energy. 

This paper shows the influence of the porous carbon used to 
manufacture the cells and provides insight into the selection of 
the optimum current that must be used to extract the energy 
from the cell. These contributions are supported by both 
simulations and experimental results. 

Keywords—blue energy, CapMix, discharge current. 

I. INTRODUCTION (HEADING 1)

The current energy crisis is pushing even harder towards 
the use of renewable energies [1]. This decision is no longer 
based solely on an environmental issue (reduction of 
greenhouse gases in the atmosphere, especially carbon 
dioxide), but on economic reasons as well. Thus, additionally 
to classical sources of renewable energy (solar, both thermal 
and photovoltaic, wind, hydroelectric, ocean, biomass), other 
forms of renewable energy must be explored. One alternative 
is the so-called blue energy. 

Blue energy is based on the free energy produced when 
water with different salt concentrations mix (which is 
something that is continuously happening at the mouth of 
rivers) [2]. The goal is to harvest this salinity gradient energy 
as efficiently as possible and then inject it into a storage 

element or directly into the grid. Different methods are being 
explored to achieve this objective (mainly Pressure Retarded 
Osmosis and Reverse Electrodialysis), but for the moment 
they are only available at a laboratory scale [3-5]. An 
alternative to these methods is using the CapMix (Capacitive 
Mixing) technique, which allows the electrical energy to be 
extracted with no need of turbines, heat engines or other 
electromechanical converters. CapMix makes use of the 
potential difference that appears in a cell formed by two 
electrodes when the ions of the water solution flowing through 
the cell are adsorbed by the electrodes thanks to the inclusion 
of ion exchange membranes [6]. 

The operating principle of the CapMix cell considered is 
based on the Donnan potential (Capacitive Donnan Potential), 
as illustrated in Fig. 1. When salt water flows through the cell, 
the exchange membranes cause the ions in the solution to 
diffuse to the electrodes: anions are adsorbed by one of the 
electrodes and cations are adsorbed by the other one. This 
produces a voltage difference that would make electrons flow 
from one electrode to the other if a load were connected 
between them, thus discharging the cell. If a dilute solution 
(such as river water) flows now through the cell, the ions 
previously deposited on the electrodes will be diffused 
through the ion-selective membranes into the solution, making 
the cell be negatively charged. In this case, electrons would 
circulate in the opposite direction if an external load were 
connected. Thus, by alternating the flow of freshwater and 
saltwater in the spacer channel, continuous energy production 
is generated as illustrated in Fig. 2. 

This procedure has already been presented in several 
works that demonstrate that CapMix technology is suitable to 

Fig. 1. Schematic representation of ion flow in a CapMix cell. 
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obtain energy from this salinity gradient [6-9]. However, the 
problem of extracting that energy from the cell in an efficient 
way seems to have been overlooked for the moment. This 
paper aims to offer some insight into that topic. 

The organization of this paper starts with a description of 
the cells to use with CapMix tecniques and the model 
considered throughout the work. Section 3 describes the 
electrodes used to build the cell and the parameters that may 
have an influence in their performance. Section 4 shows how 
to measure the electrical parameters of the cell. Section 5 
analyses the optimum current value to be used when extracting 
the energy from the CapMix cell. Section 6 shows some 
results obtained with a preliminary prototype, and Section 7 
contains the conclusions of this paper. 

II. STRUCTURE OF THE CAPMIX CELLS

As indicated above, a basic CapMix cell is formed by a 
couple of electrodes between which water flows. These 
electrodes are covered by ion exchange membranes that allow 
cations to be diffused to one of them and anions to the other 
one. Fig. 3 represents one such basic CapMix cell. 

By alternating the flow of salt and fresh water through the 
cell, a voltage around +/-100mV can be measured between the 
electrodes [6-9]. Typically, several electrodes must be 
connected in series as shown in Fig. 4 to obtain higher cell 
voltages that are more suitable to work with. 

One of the most important part of the CapMix cells is the 
electrodes. As well as providing the electrical contact of the 
cell, the electrodes are in charge of adsorbing the ions. 
Therefore, they must exhibit two main features: they must be 
capable of adsorbing as many ions as possible and they should 
not result in a high series resistance of the cell. 

Ion adsorption is achieved by screen printing a layer of 
porous carbon on a substrate that performs as current 
collector. This substrate must be made of a material that will 
not rust; note that the whole cell will be continuously 
operating in the presence of water. Also, it must have as low 
resistance as possible. The first choice was using titanium 
layers, 0.5-mm thick on which the carbon would be screen 
printed. These collectors were tested with different amounts 
and qualities of carbon. The tests carried always resulted in a 
series resistance close to 1Ω, too high to be just the resistance 
of the electrodes (with no membranes or spacers). It was 
concluded that the carbon did not attach conveniently to the 
titanium, thus resulting in a poor electrical contact. 

Aiming to reduce the resistance introduced by the current 
collector, the titanium was replaced by graphite. Although the 
resistivity of graphite is higher than that of titanium, the 

porous carbon screen-printed on top adheres to graphite more 
easily. This compensates for the increase of the resistivity of 
the material and results in a lower overall resistance of the 
electrode as shown in Table I. 

TABLE I. ELECTRODE SERIES RESISTANCE 

Inconel 
(0.5mm-thick) 

Titanium 
(0.5mm-thick) 

Graphite 
(2.0mm-thick) 

Rs 2 Ω 1 Ω 0.1 Ω 

The substrate used for the current collectors of the cells 
was thus chosen to be isostatic graphite (quality 1940), 2.0-
mm thick manufactured by Mersen. 

As far as the porous carbon is concerned, its properties and 
dimensions do highly influence the performance of the cell as 
a whole. On the one hand, the larger the amount of this 
material, the larger the number of ions that can be captured. 
On the other hand, the thicker the layer of carbon, the higher 
the series resistance of the cell. Therefore, electrodes with 
large carbon layers will be beneficial, but the thickness of this 
layer must be studied so that the increase in series resistance 
can still be compensated by the capability to adsorb ions. The 
type of carbon and the type and amount of binder used also 
determine the performance of the electrodes. After several 
tests carried out at INCAR-CSIC, the first electrodes were 
manufactured using Norit Activated Carbon with 8% 
polyvinylidene difluoride (PVDF) and 2% carbon black (CB) 
as binder. 

Further research still needs to be done on porous carbon 
for screen printing on electrodes. INCAR-CSIC have 
developed a proprietary xerogel that can be used for this 
purpose. Another set of electrodes has been produced using 
this material instead of the commercial porous carbon. 

The rest of the elements in the cells tested (exchange 
membranes and spacers) are commercial products: anionic 
exchange membrane (Fumasep FAS-30 10 x 10 from Fuel 
Cell Store), cationic exchange membrane (Fumasep FKS-30 
10 x 10 from Fuel Cell Store), silicone/polypropylene spacer-
gasket, 0.45-mm thick (ED 64-102-086 from PC Cell) and 
silicone/polypropylene end spacer-gasket, 0.45-mm thick (ED 
64-102-085 from PC Cell).

III. CELL MODEL

A CapMix cell like the one described in the previous 
section has an electrical behavior similar to that of a 
supercapacitor. The ion adsorption that takes place at the 
electrodes creates a double-layer structure that justifies such 
performance. Therefore, in order to electrically analyze the 
operation of these cells, it is possible to apply the already 
existing models of supercapacitors that are currently being 
used in power-electronic applications [10]. 

Fig. 3. Components of a basic CapMix cell. 
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In this work, a classical, lumped-parameter model will be 
used that consists of three components: a capacitor, C, where 
energy is stored, a series resistor, Rs, that represents ohmic 
losses when extracting the energy out of the capacitor, and a 
parallel resistor, Rp, that justifies the self-discharge of the cell 
(see Fig. 5). Simple as it is, this model allows designers to 
determine the performance expected from CapMix cells. More 
complicated models that include information on the physical 
phenomena taking place inside the cell might be developed, 
but that is beyond the scope of this paper. 

To determine the value of the parameters in the lumped-
component model of a given CapMix cell, saline water of a 
given concentration is pumped into an initially clean cell. This 
gives rise to a capacitor-like structure that must be 
characterized as indicated in Fig. 6. If a constant current, I, 
flows through the electrical terminals of the cell, the voltage 
will increase more or less linearly; this allows calculating the 
value of the equivalent capacitance, C. When the current is 
interrupted again, a self-discharge process can be observed 
that defines the value of the parallel resistor, Rp. The value of 
the series resiston, Rs, can be calculated from the voltage 
variation that occurs when the current starts/stops flowing 
(voltage V1 in Fig. 6). 

The electrical equivalent of a two-electrode CapMix cell 
can thus be obtained. When several cells must be connected in 
series (to operate with higher voltages) or in parallel (to reduce 
overall series resistance and/or increase total capacitance), 
several lumped-parameter models must be conveniently 
connected. Fig. 7 shows one of these possible situations. Most 
of the times, the value of the parallel resistor, Rp, in the 

lumped model is high enough to neglect it, since it would have 
little influence in the overall performance of the cell. 

It must be taken into account that each cell will be 
associated to two electrical models: one when salt water flows 
between its electrodes and another one for the case when fresh 
water is used. This is so because the water performs as 
dielectric (hence, a different C value will be defined) and 
because the conductivity of salt water is higher than that of 
fresh water (hence, different values for Rs). 

IV. CHARACTERIZATION OF THE CELLS

The CapMix cells used to conduct the research presented 
in this paper were manufactured with two isostatic graphite 
plates (11cm x 10cm x 2mm) on which porous carbon was 
screen-printed (8cm x 8cm x 300µm) as shown in Fig. 8. Two 
different sets of electrodes were used: those with commercial 
carbon and those with the xerogel manufactured by INCAR-
CSIC. 

Other than this difference in the carbon used, both CapMix 
cells were identical: same ionic exchange membranes and 
same spacers. The cells were characterized following the 
procedure described in the previous section. Fig. 9 shows the 
scope waveforms obtained while characterizing one of the 
cells. It can be checked that the result obtained matches that 
anticipated in Fig. 6. 

Table II includes the values obtained for the parameters of 
each of the cells under test. As indicated above, the value of 
the parallel resistor, Rp, is not considered in the tests. 

TABLE II. CELL PARAMETERS FOR DIFFERENT CARBON TYPES 

Commercial Carbona 
Xerogel 

by INCAR-CSICa 
Salt 

Water 
Fresh 
Water 

Salt 
Water 

Fresh 
Water 

C [F] 24 14 25 12 

Rs [Ω] 0.220 5.3 0.187 2.5 

a. Thickness of carbon screen-printed: 300µm 

Fig. 5. Lumped-parameter model of a CapMix cell. 
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CRp

Fig. 6. Evolution of cell voltage during characterization of a CapMix cell. 

Fig. 7. Series association of several CapMix cells. 

Fig. 8. Carbon screen-printed on the electrodes of the CapMix cell. 
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Fig. 9. Experimental characterization of a CapMix cell. 



These results evince that the carbon used largely 
influences the performance of the CapMix cells. The xerogel 
developed by INCAR-CSIC has improved some features with 
respect to the commercial carbon. Additional research remains 
to be done to determine certain production features such as the 
right thickness to use or the optimum amount of binder 
included in the final material. Further improvements are still 
to come but, in this paper, only the two materials shown in 
Table II will be considered. 

V. ENERGY EXTRACTION

As explained above, the alternation of salt water and fresh 
water in a CapMix cell results in a certain amount of energy 
stored in the cell. This has already been presented several 
times in the literature [6-9]. What is not so easy to find is a 
work explaining how to efficiently extract that energy from 
the cell (most papers simply discharge that energy on a 
resistive load). Obviously, some kind of power-electronic 
converter will be needed to transfer that energy from the cell 
into some kind of storage element (namely a battery) of 
directly into the grid. Some research must be conducted in this 
topic. This paper aims to provide some insight into the 
requirements of such a converter based on the specific features 
of CapMix cells. 

The authors consider that, since CapMix cells can be 
represented as a large capacitor, the best way to discharge the 
energy they may have in a controlled manner is by using a 
constant DC current. It might be sensible to think that large 
currents should be used, so that it only took a short time to 
discharge the cell and it were possible to charge it again so as 
to obtain the maximum possible amount of energy in a given 
time. Unfortunately, this is not so straight forward: the large 
series resistor in the CapMix cell would result in too high 
power losses if a large current were used. Some investigation 
must then be carried out to determine whether there is an 
optimum value for this discharge current. 

Some simulations were run using PSIM with a simplified 
CapMix cell model being discharged at constant current (see 
Fig. 10).  

Simulations started with the equivalent capacitor charged 
at VC0=170mV for the case of a cell with commercial carbon 
and at VC0=160mV for the case of a cell with the xerogel 
considered. These voltage values were empirically obtained 
by means of several tests performed in the lab with fresh water 
(the voltages obtained with salt water would be 130mv and 
120mV respectively). This determines that the CapMix cell is 
initially charged with the energy in (1). 

 EC0 = 0.5 · C · VC0
2 

The tests performed assume that a current I is used to 
discharge the energy of the cell, and that this process is 
stopped when the voltage across the cell is null (VCell=0). This 
does not mean, however, that the cell has been fully 

discharged: if current I is interrupted at that moment, the cell 
voltage, VCell, will instantaneously take a value different from 
zero that corresponds to the voltage still present across the 
equivalent capacitor. This voltage, which will be referred to as 
“remaining voltage”, VC_r, can be calculated as 

 VC_r = RS · I 

and allows defining the value of the energy that is not 
extracted from the cell when the procedure described above is 
followed: 

 EC_r = 0.5 · C · VC_r
2 

Therefore, thanks to the simulations, it is possible to 
calculate the value of the actual harnessed energy, EC_h, for all 
the different cases. This energy will be calculated as the 
difference between the initial energy and the remaining energy 
minus the energy lost in the series resistor during the transfer: 

 EC_h = EC0 – EC_r – RS · I2 · t 

 EC_h = 0.5 · C · (VC0
2 – VC_r

2) – RS · I2 · t 

Fig. 11 shows the aspect of the plots obtained with the 
simulations run. It can be seen that current I linearly 
discharges the equivalent capacitor and that the voltage across 
the cell is a few volts lower (precisely, VC_r). The graph 
represents the case for fresh water but it would be the same for 
salt water, only with a different initial voltage.  

The value of current I should be lower when dealing with 
fresh water, because the series resistance of the cell, Rs, is 
much higher in this case (refer to Table II) and current must 
be reduced to minimize power losses due to this resistance. 
Taking this into account, Table III includes the results 
obtained when running several simulations of one discharge 
considering both salt and fresh water flowing into CapMix 
cells manufactured with different types of carbon. 

TABLE III. ENERGIES INVOLVED IN ONE DISCHARGE 

Salt Water 
(I = 100mA) 

Fresh Water 
(I = 10mA) 

C
om

m
er

ci
al

 
C

ar
bo

n 

Eo [mJ] 202.8 202.3 

EC_r [mJ] 5.8 19.7 

EC_h [mJ] 140.0 95.8 

 [%] 69.0 47.4 

X
er

og
el

 b
y 

IN
C

A
R

-C
SI

C
 Eo [mJ] 180.0 153.6 

EC_r [mJ] 4.4 3.8 

EC_h [mJ] 128.3 109.4 

 [%] 71.3 71.2 

Fig. 10. Circuit considered to simulate the discharge of the CapMix cell. Fig. 11. Simulation results corresponding to one discharge of the cell. 



The results in Table III show the energies obtained when 
discharging a CapMix cell at a particular current. Further 
simulations with different values of current I should be run to 
determine whether an optimum value of this current can be 
obtained. However, in order to make a fair comparison, some 
considerations must be taken into account. 

It has already been hinted that the discharge should be as 
fast as possible in order to be able to charge the cell again and 
produce as much saline gradient energy as possible. Time is 
thus an important parameter when determining the overall 
efficiency of the procedure. This is why the comparison of the 
results obtained with different discharge currents must be 
analyzed for a given unit time. Therefore, the harnessed 
energy, EC_h, is first determined for the lowest current 
considered in the tests. This current also defines the longest 
time required to complete one discharge cycle. Taking this 
time as a reference, the tests with the rest of the currents are 
performed so that several charge-discharge cycles are carried 
out during a time as long as the “reference time” defined by 
the test run at low current. Thus, the comparison is not 
established on a one-cycle basis; instead, the harnessed energy 
per unit time will be determined with each current considered. 

When following this procedure, it must be taken into 
account that having several cycles involves pumping water 
into the cell every time it must be charged again. This means 
that some time and energy is required for the charging, and 
this must be calculated. 

The theoretical power consumed to pump water into the 
CapMix cell, Ppump, is calculated as 

 Ppump [W] = p [kg/cm2] · Q [m3/h] · 27.25 

where p is the pressure drop at the cell and Q is the pump 
flow rate. The values considered were those experimentally 
measured at a workbench that includes a pump operating at a 
flow rate of 0.0144m3/h (100ml every 25s), which gives rise 
to a pressure drop of 0.06kg/cm2 in the CapMix cell under test. 
This results in a consumption Ppump ≈ 23mW. 

However, it is not the pump power that must be calculated, 
but the energy, since this is the magnitude considered in the 
simulations. In order to do so, it must be taken into account 
that the carbon surface in the CapMix cell used is 8cm x 8cm 
(see Fig. 8). Since the two electrodes are placed 0.5mm away 
from each other, the volume of water needed to fill the space 
between both carbon surfaces is 80mm x 80mm x 0.5mm, 
which results in 3,200mm3. With this volume, and knowing 
that the pump forces 100ml into the cell every 25s, it is simple 
to derive that it takes around 0.8s to fill the cell. Hence, the 

energy required by the pump to charge the cell is calculated to 
be Epump ≈ 18mJ. 

Considering all this, it is possible to plot the amount of 
energy harnessed during this “reference time” as a function of 
the discharge current used. Fig. 12 shows the results obtained 
considering the CapMix cell is operating both with salt water 
and with fresh water. As already indicated, during continuous 
operation the discharge current must alternate between two 
values: one to be used when the CapMix cell has salt water 
inside and another one for the case when fresh water is used. 

The two curves plotted in these graphs correspond to the 
two materials used for the electrodes: commercial carbon (red 
dots) and xerogel produced by INCAR-CSIC (blue dots). 

Several things can be observed in these graphs: 

 There is not so much difference in the performance of
the xerogel and the comercial material when salt water
is used. In fact, the commercial carbon seems to
perform slightly better.

 There is a large difference, however, when considering
the discharge with fresh water. It can be seen that the
energy harnessed using the new material can get to be
60% larger than that obtained with the commercial
product in this case.

 The energy obtained from the salt water cycle is far
larger (almost by a factor of 10) than that
corresponding to the fresh water cycle. Yet, it is not
possible to dispense with the fresh-water discharge,
since the alternation of salt and fresh water is essential
for the correct performance of the cell.

In any case, it is obvious that the choice of the material 
used for the screen-printed carbon has an influence in the final 
performance of the cell. Further optimization of the xerogel 
manufactured by INCAR-CSIC is expected in a near future, 
which might contribute to even better results. 

(a) (b) 
Fig. 12. Harnessed energy vs. discharge current. a) For salt water. b) For fresh water. 

Fig. 13. Workbench used to test the CapMix cell. 



VI. EXPERIMENTAL RESULTS

All the performance described in this paper has been tested 
on a workbench where water with different salt concentration 
is pumped into the CapMix cell under test (see Fig. 13). 

Using this workbench, the simulation results obtained 
when discharging the energy stored in the cell could be 
checked. Fig. 14 shows such discharge for the case of a 
CapMix cell manufactured using xerogel. The waveforms 
obtained match the simulated results represented in Fig. 11. 

This workbench will also be used to investigate the steady-
state performance of CapMix cells, where cycles of charge-
discharge must be continuously produced. Fig. 15 shows some 
preliminary results obtained so far. 

VII. CONCLUSIONS

The work presented in this paper deals with the practical 
operation of CapMix cells for energy harvesting by mixing sea 
and river water. Although this technology has been around for 
a few years now, most of the literature focuses on the physical 
phenomenon that enables this renewable source of energy, but 
with little or no emphasis on how to extract the energy 
captured. 

Construction of the CapMix cell is one key issue in 
optimizing the energy extraction process. By using the 
adequate materials, cells that perform like large capacitors 
with low series resistance might be produced. The influence 
of the nanoporous carbon needed in the electrodes of these 
cells has been presented. Further research in this type of 
materials will result in better electrical features that will make 
the extraction of the energy stored more efficient. 

As well as the characteristics of the cell itself, the 
procedure to efficiently extract that energy must also be 

considered. Since the voltages considered are in the order of 
the millivolts and the series resistance of the cell is typically 
large, the selection of the current used to transfer the energy 
from the CapMix cell into a battery (or into the grid, for that 
matter) becomes an important issue. An optimum value for 
this current has been obtained for the two discharge periods: 
the one corresponding to a cell being charged with salt water 
and that corresponding to fresh water. 

Experimental results have been presented to validate the 
conclusions that were obtained through simulation. 

Future works involve having a cell continuously 
producing energy by defining alternating cycles of salt and 
fresh water. Some preliminary results in this topic have 
already been obtained. 
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Abstract—Energy storage systems based on supercapacitors
have become attractive solutions for improving elevator efficiency.
Electrical energy is stored while the elevator drive is running
in generator mode and used when needed. The energy storage
system can also be charged in standby mode and used to reduce
power peaks during start-up. Therefore, the energy storage system
should be appropriately sized, which is not trivial since elevator
usage is stochastic in nature. In this paper, the effect of energy
storage system size on the efficiency of regenerative energy reuse
is analyzed based on a measurement study. Measurements were
performed for one week on faculty elevators under real conditions.
The data obtained from the measurements were analyzed, and the
results of the analysis of energy consumption, elevator starts, and
potential energy savings were presented for all three elevators
and the group. The elevator energy storage system was emulated
in MATLAB with and without energy consumption balancing
which is used to reduce peak power. The efficiency of regenerative
energy reuse is calculated for a wide range of energy storage
sizes, both with and without energy consumption balancing, for
all individual elevators and the group.

Index Terms—elevators, energy storage, energy savings, super-
capacitors, passenger distribution

I. INTRODUCTION

Nowadays, increasing energy efficiency has become an
important goal in all sectors. The EU Directive has set the
target to increase efficiency by at least 32.5% by 2030 [1].
The largest energy consumer in the EU is the building sector.
It accounts for about 40% of energy consumption and 36%
of CO2 emissions in the EU. It is estimated that elevators
consume between 3 and 5% of the energy used in buildings
[2]. The elevator industry can contribute to the decarbonization
of the environment by providing energy-efficient solutions.

It is estimated that over 6 million elevators were installed in
Europe up to 2019, with an annual growth of nearly 150 000
units. In 2019 alone, 148 000 new elevators were installed
at a cost of C5.4 billion, while C1.6 billion was invested
in the modernization of existing elevators [3]. Given the
growing number of elevators, the potential for energy savings is
therefore enormous. Great efforts are being made to improve the
efficiency of elevator systems using various methods. Energy
savings can be achieved by optimizing control algorithms [4]–
[7], storing regenerative energy in batteries or supercapacitors

This work has been fully supported by the European Regional Development
Fund under the project EULIFT - Development of a Smart Modular Elevator
Drive System for Increasing the Energy Efficiency of a Building (EFRR-IRI-
II-KK.01.2.1.02.0077).

[8]–[18], and feeding braking energy into the power grid [19]–
[21].

Energy storage systems based on supercapacitors have
become an attractive solution for the reuse of regenerative
energy in elevator applications due to their advantages and the
fact that the stored energy can be further used. In most of the
papers proposing supercapacitor-based energy storage solutions,
the size of the supercapacitor bank has been arbitrarily chosen.
In [12], it is stated that the required energy storage must be
equal to the regenerative energy during a single complete cycle
without losses, i.e., a difference in potential energy between
the bottom and upper floors when the car is empty. In [11],
for the goal of a 35% reduction in grid energy consumption,
a portion of the storage size was chosen based on the same
requirement. The total elevator energy storage system (EESS)
size includes the peak power reduction and the rescue power
requirements, but the sizing was not explained. As shown in
[14], the EESS is not fully charged after a single full cycle,
i.e., a trip from the bottom to the top floor and back with an
empty car, due to the mechanical, motor, and converter losses.
In [18], the size of the EESS was chosen to be equal to the
total regenerated energy during two complete cycles. However,
elevator usage is a stochastic process, and regenerative energy
reuse must be evaluated over a longer period of time, not just
a single complete cycle.

The objective of this paper is to analyze the impact of
supercapacitor bank size on the energy savings achieved and to
determine the right size of supercapacitor-based energy storage
systems for long-term use in elevators. The analysis is based on
a case study conducted on faculty elevators. Electrical energy
and power were measured for a group of three elevators for one
week, and load weight and traffic demand were also recorded.
Based on the measured consumed and regenerated energy, the
reused energy is calculated in MATLAB for different sizes of
EESS. The calculations were performed for each of the three
elevators and for the elevator group. Also, the reused energy is
calculated for different sizes of EESS considering the energy
consumption balance. In addition, detailed statistics on the use
of the faculty elevators during the measurement of electrical
power are provided to allow comparison. The results have
shown that EESSs sized based on the measured regenerative
energy of a complete cycle achieve satisfactory savings and
can also be used for elevator groups.
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This paper is organized as follows: Section II presents the fun-
damentals of elevator drive and supercapacitor-based elevator
energy storage systems (EESS). In Section III, the measurement
setup is described and the measured data are analyzed. The
effect of the size of the EESS on the reused energy efficiency
is discussed in Section IV. Finally, a conclusion is drawn in
Section V.

II. ELEVATOR ENERGY STORAGE SYSTEM

The most commonly used type of elevator is the traction
sheave elevator. The main components of a traction sheave
elevator are the car, the counterweight, the electric drive and the
control system [18]. The weight of the car is normally balanced
by a counterweight equal to the mass of the car plus 45 to
50% of the rated load. The purpose of the counterweight is to
maintain a nearly constant potential energy level in the overall
system, thereby significantly reducing energy consumption
[22]. The electric drive of the elevator consists of a variable
speed drive (VSD) with a diode bridge as the supply unit and
an electric machine, as shown in Fig. 1. Usually, permanent
magnet synchronous machines (PMSM) are used because they
have higher efficiency, higher power density, and a higher
number of pole pairs. A high number of pole pairs allows a
lower rated speed, eliminating the need for a gearbox, which
improves system efficiency.

Traction sheave elevators convert gravitational potential
energy into electrical energy and vice versa due to the weight
difference between the counterweight and the car with the
load. They can therefore serve as a source of electrical energy
in certain modes of operation. During braking, the electrical
machine acts as a generator and supplies energy to the VSD.
The inverter unit of the VSD transfers the energy to DC-link,
and the energy is normally dissipated through the braking
chopper at the braking resistor in the form of heat, since a
diode bridge is used as the supply unit. An energy flow for this
case is shown in Fig. 1(a). To increase the efficiency of the
elevator, the regenerative energy can be fed back into the grid
or stored for later use. An energy flow during braking with
the regenerative unit installed is shown in Fig. 1(b), while the
use of the elevator energy storage system (EESS) is shown in
Fig. 1(c). In addition to reusing regenerative energy, the EESS
can also balance energy consumption. While an elevator is in
standby mode, an EESS can be charged from the grid, and
this energy can be used during an elevator ride. In this way,
peak power levels can be reduced during elevator travel, further
increasing efficiency. In addition, the size of filters, protection
and switchgear can also be reduced [8], [11].

The energy storage system can be based on batteries,
electrolytic capacitors, supercapacitors, or flywheels, depending
on the application requirements. As shown in Fig. 2, each
solution has its advantages and disadvantages. Batteries are used
when a high energy value is required, but only a relatively small
number of charge/discharge cycles are possible. Electrolytic
capacitors are particularly suitable for large power applications
where a small amount of energy is frequently exchanged.
Flywheels offer the widest operating temperature range and

(a)

(b)

(c)

Fig. 1. Elevator drive configurations and energy flow during braking. (a)
Typical configuration of elevator drive. (b) Elevator drive with regenerative
unit. (c) Elevator drive with energy storage.

Fig. 2. Qualitative comparison between different energy storage systems.

the highest number of cycles compared to other solutions, but
self-discharge is relatively high. Supercapacitors, or SC banks,
are often the first choice for elevator applications due to their
high power density and relatively high number of available
charge/discharge cycles.



The energy stored in the SC bank is related to the voltage
of the SC bank as follows:

eSC(t) =
1

2
C u(t)2, (1)

where C is the SC bank capacitance. To keep the value of the
available peak power P constant, the SC bank must be sized
as follows:

i(t) =
P

u(t)
. (2)

A minimum SC bank voltage Umin must be ensured to limit
the current value when the energy stored in the SC bank is at
low values. Therefore, not all of the energy stored in the SC
bank can be used. In [12], the efficiency of using the SC bank
ηSC is defined as the ratio between the usable energy stored
in the SC bank and the total energy stored in the SC bank:

ηSC =
U2
n − U2

min

U2
n

, (3)

where Un is the nominal SC bank voltage. Thus, the usable
energy for EESS is:

Eus = ηSCESC = ηSC
1

2
C U2

n. (4)

Typically, a minimum SC bank voltage Umin of Un/2 is
chosen, that allows the use of 75% of the energy stored in the
SC bank.

III. MEASUREMENT STUDY

The measurement was performed on a group of three
elevators, each elevator having its own regenerative unit through
which it can send energy back to the grid, as shown in Fig. 3.

Each elevator is powered throughout:
PMSM: Pn = 12.1 / 8.4 kW, fn = 32 Hz, Vn = 360 V,

In = 32 / 22 A, nn = 192 rpm, Tn = 600 / 420 Nm.
VSD: Vn = 400 V, fn = 50 Hz, In = 32 A, Pn=12,1 kW.
Regenerative unit: Vn = 400 V, fn = 50 Hz, Pn = 5 kW.
Fig. 4 shows the measurement setup. Three METREL

MI2892 power analyzers connected behind the main switch
were used for the experimental measurements. Each power

Fig. 3. Topology and electrical connection of the faculty elevators.

Fig. 4. Measurement setup.

analyzer is connected to a separate elevator to record power
and energy consumption. The power analyzer complies with the
IEC 61000-3-40 Class A standard and stores data as a 1-second
average. Due to the limitation and efficiency of the regenerative
unit, the measured regenerative power is corrected as in [19] to
obtain the full regenerative potential of the analyzed elevator.
The elevator control system recorded the mass, position and
speed of the car. The number of passengers is estimated from
the measured mass of the car.

Each elevator has the same specifications, which are listed
in Table I. According to [12], the EESS size can be calculated
as the difference in potential energy between the bottom and
top floor with an empty car:

Epot = QL ξ g FH , (5)

and for a given elevator it is equal to Epot = 141 kJ. If an
EESS size is chosen as the measured regenerated energy during
a single complete cycle, then for a given elevator it is equal to
Er = 86 kJ [18]. The measured consumed travel energy during
a single complete cycle for a given elevator is 198 kJ.

Measurements were taken during a week of high travel
demand. Table II shows the total energy consumption of the
elevator group and the number of starts during the week for
each of the three elevators. Elevator A is used the most and
consumes and regenerates more energy than the other two.
Since elevator A has additional electrical equipment connected
to the power grid, the regenerative and consumed energy are



TABLE I
ELEVATOR DATA

Parameter Value

Nominal load, QL [kg] 630

Nominal speed, vN [m/s] 2.5

Car mass, QC [kg] 800

Counterweight compensation, ξ [%] 50

Operating days per year, dop 365

Lifting height, FH [m] 45.6

Number of floors 13

Maximum number of passengers 8

TABLE II
COMPARISON OF THE ENERGY CONSUMPTION OF EACH ELEVATOR

Parameter Elevator A Elevator B Elevator C

Ereg [kWh] 11.4 10.2 7.2

Econ[kWh] 98.3 82.5 76.6

Etot[kWh] 86.9 72.2 69.5

Erun[kWh] 33.0 31.0 28.6

Est[kWh] 53.9 41.2 40.8

trun [h/per day] 2.7 2.5 2.2

tst [h/per day] 21.3 21.5 21.8

Number of starts 3436 3182 2856

ES[%] 13.1 14.2 10.4

not related to the number of starts. In contrast, the energy
consumed by elevators B and C is approximately correlated
with the number of starts.

In Table II, the transport energy Erun represents energy
consumption during elevator movement and the standby energy
Est represents energy consumption when the elevator is at
standstill. The standby energy of elevator A is more significant
because of the additional electrical devices, such as elevator
shaft lighting, communication devices, and other equipment
required for the safe and smooth operation of the elevator.
In standby mode, some elevator equipment is either turned

off after a certain period of time or its use is reduced, e.g.,
the ventilation and lighting in the car. Energy consumption in
standby mode is reduced twice. The first consumption reduction
occurs after 5 minutes, the second 30 minutes after the last use
of the elevator. Thus, the frequency and distribution of trips
and the time in standby mode affect the energy consumption.
Therefore, elevator C consumes less energy in standby mode
than elevator B, although it spends more time in standby mode.

The amount of energy consumed and regenerated also
depends on the distribution of passengers. Fig. 5 shows the
number of starts as a function of the number of passengers
and the distance they travel. The number of starts in the motor
mode of the elevator is shown in cold colors, while the number
of starts in the generator mode of the elevator is shown in
warm colors. Most of the elevator trips are without passengers
or with one or two passengers.

IV. RESULTS AND DISCUSSION

The elevator energy storage system for faculty elevators was
emulated in MATLAB. The emulated EESS has a rated power
equal to the elevator power during regeneration, i.e., 5 kW.
The behaviour of the EESS is analysed through simulation
tests using measured data, i.e., the consumed and generated
transport power. The EESS is charged while the elevator drive
is in generator mode and discharged while the elevator drive is
in motor mode. If the elevator motor power demand is higher
than the available EESS power and the EESS is empty, the
requested power is assigned to the input power (grid power). If
the elevator is in generator mode and the EESS is fully charged,
the regenerated power is assigned to a braking resistor.

The simulation results of the emulated EESS for the
arbitrarily chosen case are shown in Fig. 6. The measured
input power, i.e., the consumed and generated transport power,
the calculated input power (grid power with EESS applied), and
the instantaneous EESS energy are shown for a short arbitrary
period for one of the elevators.

Fig. 6 shows the operation of the elevator system for an
EESS of 86 kJ, which was chosen as the reference value.
Simulation tests were performed for a range of EESS values
between 0 kJ and 172 kJ for each of the three elevators. Fig. 7
shows the efficiency of regenerative energy reuse for each
elevator. With an EESS size of 86 kJ, the efficiency for each

(a) (b) (c) (d)

Fig. 5. Passenger distribution. (a) Elevator A. (b) Elevator B. (c) Elevator C. (d) Elevator group.



Fig. 6. Input powers and stored energy during a short period for one of the
elevators.

Fig. 7. Reused energy efficiency for each of the elevators.

of the three elevators is 99%. This means that in this case,
only 1% of the regenerated energy would be lost at the braking
resistor during a measurement period of one week. With an
EESS size of 141 kJ, the efficiency for each of the elevators is
99.8%. Thus, increasing the EESS size by 64% would increase
the efficiency of regenerative energy use by only 0.8%.

A similar result is obtained when the same EESS serves
a group of elevators. A single EESS can serve two or three
elevators simultaneously by connecting the DC-links of the
VSDs. Fig. 8 shows the regenerative energy reuse efficiency for
different elevator groups and the same EESS size range. For an
EESS size of 86 kJ, the regenerative energy reuse efficiency for
elevator groups B & C and C & A is 98.3%, while for groups
A & B and all three elevators it is 97.6%. Here, increasing the
EESS size by 64% would improve the regenerative energy
reuse efficiency by 1.4% and 1.9%, respectively.

Simulation tests with consumption balancing were also
performed. This means that the EESS is charged to a selected
reference value of 86 kJ when the elevator is at a standstill.
Fig. 9 shows the simulation results with consumption balancing
for an EESS size of 172 kJ, twice the reference value.

Simulation tests were performed for a range of EESS size
values between 86 kJ and 258 kJ. Fig. 10 shows the efficiency
of regenerative energy reuse with consumption balancing for

Fig. 8. Reused energy efficiency for elevator groups.

Fig. 9. Input powers and stored energy with consumption balancing during
a short period.

Fig. 10. Reused energy efficiency with consumption balancing for each of
the elevators.

each of the three elevators. Regardless of the EESS size, the
peak input power was reduced by the EESS rated power value.
For an EESS size of 172 kJ as in [18], the efficiency is 99.2%
for all elevators. For an EESS size of 141 kJ as in [12], the
efficiency is 93.6% for elevators A and B and 96.6% for elevator
C. It should be noted that the sizing of the EESS in [12] was
done without considering consumption balancing.

V. CONCLUSION

This paper investigates the impact of the size of a
supercapacitor-based energy storage system on the efficiency



of regenerative energy reuse in elevator applications. The study
is based on measurement data obtained from a group of faculty
elevators over a period of one week. First, the measurement
data were analyzed to obtain statistical information on travel,
standby, energy consumed and generated, as well as the number
of trips, distances traveled, and number of passengers.

An elevator energy storage system was then emulated in
MATLAB to calculate the reuse efficiency of the available
regenerative energy based on the measured data. Simulation
tests were performed for a wide range of EESS sizes with and
without consumption balancing for each of the three elevators
as well as for the elevator group. It was found that the EESS
sized based on the potential energy difference was oversized.
This is due to the relatively low mechanical efficiency of the
elevators and the low number of consecutive regenerative starts.
If the EESS is sized based on the measured regenerative energy
of a complete cycle, the size is significantly reduced and the
regenerative energy reuse efficiency remains about the same. It
has also been shown that the same EESS size can be used for
a group of elevators. When energy balancing is used to reduce
the peak power value, the results of the two different EESS
sizing approaches are similar. Although the approach based on
measured regenerative energy has slightly higher efficiency, i.e.
3%, than the potential energy difference approach for a larger
EESS size.
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Abstract—A nonlinear programming solver is used in this 

paper to optimize a proposed objective function to handle the 

energy management system (EMS) of a grid-connected quasi-Z-

source cascaded H-bridge multilevel inverters with energy 

storage (ES-qZS-CHBMLIs) for photovoltaic (PV) plants. The 

solver (fmincon) optimizes a constrained nonlinear 

multivariable function based on maximizing the battery energy 

storage system (BES) efficiency. The proposed EMS is 

responsible for producing the demanded power while 

dispatching energy among the BES. Considering different 

battery parameters for each cascaded module working under 

variable grid references and PV powers, the efficiency is 

optimized for different conditions. Common control topologies 

are used for balancing the voltage level on the DC link, 

enhancing output power quality, reliability, and ensuring 

optimal operation of the PV power plants. A grid-connected 

single-phase configuration is designed in MATLAB-Simulink to 

evaluate the effectiveness of the proposed EMS. Every cascaded 

qZSI is connected to a 4.8 kW PV power plant, operating in 

different irradiance conditions, to validate the proposed 

configuration and the control system. 

Keywords—Quasi-Z-source cascaded H-bridge multi-level 

inverter, energy storage system, energy management system, PV 

power plant. 

I. INTRODUCTION

The integration of Renewable Energy Sources (RES) into 
power systems can be attributed to environmental and 
economic benefits. Driven by these benefits, the future power 
systems are predicted to be fed by energy sources that are 
totally renewable. Among renewable energy sources, PV 
energy is one of the most common sources nowadays due to 

some exceptional benefits, such as global availability, high 
rate of technological development, high reliability, no 
emissions, and more competitive costs with respect to other 
generating technologies [1].  

Owing to intermittent characteristics of PV sources, 
energy storage systems (ESS) are being integrated into the 
system to cover the stochastic nature of PV.  As an ESS, 
electrochemical batteries are typically used to provide power 
depending on the generated PV power and energy 
consumption [2]. 

To link the PV power sources and BES with the utility grid 
and transfer energy at the point of common coupling, a 
DC/AC inverter is necessary. At present, inverters based on 
impedance source, also called Z-source inverters (ZSI), have 
interesting characteristics compared to voltage source 
inverters, which make them suitable for RES applications [3]. 
A two-port ZSI network composed of two capacitors and two 
inductors connected in an X shape advantageously uses the 
shoot-through (ST) state to boost the input voltage, which 
improves the converter reliability and enlarges its application 
fields. ZSI can implement voltage buck/boost and perform 
DC/AC conversion on a single stage with high voltage gain 
without an additional DC/DC converter, and provide 
integration of ESS without an additional DC/DC converter. 
There have been many structural modifications to improve the 
basic ZSI topology. One of them is the quasi-ZSI (qZSI), 
which has several advantages over the basic ZSI topology, 
such as lower component rating, soft-start capability, and less 
common-mode noise owing to the joint earthing of the input 
power source and DC link. 

In the case of large-scale power system applications, a 
single qZSI cannot satisfy the required power, therefore, 
several inverters can be arranged to build a cascaded H-bridge 
multilevel inverter (CHBMLI) based on the qZSI (qZS-
CHBMLI) [4,5]. There is no concern that combining modules 
as qZS-CHBMLI provides an independent MPPT for each 
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module, and that the DC-link voltages can be controlled 
independently [6]. When applied to MW-scale power systems, 
qZS-CHBMLI can easily be scalable by adding more 
cascaded modules without the need for a voltage transformer 
at the inverter output, and the output filter is also smaller 
compared to other multilevel configurations [7]. 

One configuration of cascaded multilevel structure for 
qZSI was suggested in [8] for applications in PV power 
systems. Each qZS-HBI based PV module is connected in 
cascade to other modules and then connected to one phase of 
AC loads or grids. In [2], a BES was integrated into each 
cascade inverter to support a PV power plant. In this topology, 
the BES was connected in parallel to a qZSI capacitor without 
any additional DC/DC converter. An EMS is essential for the 
proper operation of power generation systems. Different 
energy management algorithms for sharing power between 
BES depending on the generated PV power and energy 
consumption were suggested in [9] for application in qZS-
CHBMLI. The output power of each BES was calculated 
using an EMS based on the state-of-charge (SOC) and BES 
modes (charging or discharging).  

However, BES efficiency and maintenance are overlooked 
when the EMS is focused only on the SOC values and 
demanded power. This paper uses the idea of the works 
presented by the authors in [10] and [11] to improve the 
efficiency of BES integrated into a hybrid power system. In 
[10], three separate EMS based on particle swarm 
optimization were presented to optimize costs, efficiency, and 
lifetime of ESS integrated into a hybrid renewable energy. A 
multi-objective function was used in [11] by the authors to 
find an optimal solution among different objectives. In this 
regard, this work presents an EMS for an ES-qZS-CHBMLI 
employed for the grid-connection of PV power generation. 
The proposed EMS maximizes the battery efficiency while 
maintaining the SOC values in a safe range, meeting the 
demanded power, and limiting the battery maximum charge 
and discharge power to their rated power. 

II. SYSTEM UNDER STUDY

The configuration of the proposed ES-qZS-CHBMLI for 
the grid connection of PV plants is shown in Fig. 1. It consists 
of three modules connected in series to a single-phase grid. In 

each module, a PV plant with a terminal voltage stabilizer 
capacitor is considered as the power source, and a BES is 
connected to the qZSI impedance network to support the PV 
plant while meeting the grid demand. Finally, the energy 
available in the output of impedance network is injected into 
the grid through a single-phase voltage source inverter with 
IGBT switches in H-bridge topology, and modulated by the 
phase-shift pulse-width modulation (PS-PWM) method [12].  

The superiority of using impedance network over the 
traditional DC/DC boost converter used in PV power plants is 
that the DC/AC power conversion in each module is achieved 
in a single-stage, and the BES is used without additional 
DC/DC converter. This is due to the addition of the ST state 
to the zero states of qZSI. Actually, qZSI has two operating 
states: a) Non-Shoot-Through (NST) state, or traditional state 
of an inverter, where the inverter can be connected (active 
state) or disconnected (zero state); and b) ST state, where two 
switches of the same leg are connected at the same time and, 
thus, the inverter is short-circuited, while the impedance 
network disconnects from the input source. The voltage boost 
ability (B) of the qZSI is reached in this state based on the time 
interval of this state and calculated by [6]: 

� � ������ � 11 � 2 ∙ � (1) 

where ��� is the output voltage of the impedance network, and

D is the ST duty ratio, which is a dimensionless parameter that 
relates the switching cycle (T) and the interval of ST state 
(STS), and thus, the greater STS, the higher D and B. 

Three output voltage levels of ���� , ����  and zero are

fulfilled for each module by a PS-PWM based on Simple 
Boost Control (SBC). A triangle carrier is compared with the 
reference modulating signal from the converter control to 
generate the switching signals for the positive half-cycle 
(between 0 and ���� ). A second modulating signal, phase

shifted 180º from the first one, oversees the switching signals 
for the negative half-cycle (0 and ����). SBC compares the

carrier signal with two continuous references ( �� and �� )

defined as: 

�� � 1 � � (2) 

�� � � � 1 (3) 

These references are limited by the maximum value of D: 

��� � 1 � � (4) 

The series modules generate the desired output voltage by 
a CHBMLI configuration with seven staircase levels [2]. The 
goal of this modulation technique is to coordinate each module 
with specific angles to generate the multilevel output voltage 
with a minimum of commutations. Thus, this configuration 
boosts the output voltage level, reduces total harmonic 
distortion (THD) and switching power losses, and increases 
fault tolerances. A modified unipolar sinusoidal pulse-width 
modulation (SPWM) strategy is applied to each module, 
where the reference modulating signal from the converter 
control is compared with a triangle carrier to generate the 
switching signals for the positive half-cycle (between 0 and ���� ).This natural extension of traditional PWM is very

simple, in which a phase shift is applied between the carriers 
of the contiguous modules to achieve a staircase multilevel 

Fig. 1. Grid-connected ES-qZS-CHBMLI with PV power generation 
under study.  
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output voltage. In this study, a phase shifted of 60º (180º/3 
modules in series) is implemented. This modulation only 
generates the pulses for the NST states of the qZSI, whereas 
the SBC modulation is applied for the ST states. 

To fulfil the maximum power tracking of the PV panels 
according to the incident radiation and temperature, Perturb 
and Observe (P&O) algorithm is applied. Boosting the PV 
voltage to the highest level and consequently obtaining the 
maximum power for every module in different environmental 
conditions is achieved by adjusting Dn. 

To control the active power (P) and reactive power (Q), a 
control strategy is applied based on [13] and discussed below. 

First, a phase locked loop (PLL) is applied to obtain the 
phase angle of the grid voltage and the three-phase grid 
current and voltage are transformed into orthogonal stationary 
α-β components, where the imaginary signal β has the same 
characteristics but is delayed by a ¼ period with respect to the 
real component α. Then, the orthogonal α-β components are 
converted into a rotation coordinate frame d-q. 

The peak value of injected grid current is calculated by: 

�����∗ � 2 ∙ ∑ ����������� (5) 

where �  is the number of modules, and �����  is the grid

voltage.  

By using the PS-PWM modulation method, the d-
component of the modulation index M (��,�) for each module

can be calculated by adjusting the d-component of the grid 
voltage (��).

��,� � 2 ∙ �� ∙ �����,� (6) 

where �� denotes the proportionality power factors between
the modules as each qZS-HBI module provides different 
power (��∗), which can be calculated as follows.

�� � ��∗∑ ������ (7) 

���,� is the DC output voltage of the impedance network,

which is calculated from �!� (the voltage across the capacitor
C1 of the impedance network) and the ST duty radio (��).

���,� � �!�1 � �� (8) 

To control the reactive power Q, a current control loop 
(similar to the scheme P) is implemented by using the q-
component of M (�",�) as control variable.

Once the values of �",�, ��,�, ��# ��  have been

attained, the gate signals for the IGBTs of the ES-qZS-
CHBMLI can be produced from the α-component of the 
modulation index (�$,�), �� , and the phase angle of the grid

voltage. 

III. ENERGY MANAGEMENT SYSTEM (EMS)

The main control objective of this paper is to implement 
an EMS that allow to optimize the use of the BES integrated 
into the ES-qZS-CHBMLI associated to each PV plant. On 

this basis, an optimization problem is implemented into the 
EMS, which uses an objective function based on improving 
battery efficiency and lifetime and is solved by a constrained 
nonlinear multivariable function, called fmincon, to find the 
optimal way to share the power among the BES. The 
constrains of the optimization problem are the limit values of 
the BES SOC, the maximum BES power capacity, the 
available power (difference between the PV power and the 
grid demand).  

The objective function is based on maximizing the BES 
(%&'() by minimizing Eq. (9).

min {-. � 1 � %&'(} (9) 

%&'(� 0123,450123,650123,70123,489 50123,689 50123,789 �
� 0123,450123,650123,7:0123,4 ;123,4⁄ =5:0123,6 ;123,6⁄ =5:0123,7 ;123,7⁄ =

(10) 

where �&'(,�, �&'(,>, �&'(,�  are the BES powers, and%&'(,�, %&'(,>, %&'(,� are the BES efficiency for the BES 1, 2

and 3, respectively, and calculated by Eq. 11 [11]. 

%&'(,� �
⎩⎨
⎧0.5.∗ E1 � F�GH∗I�JK,�∗0�JK,�(M�JK,�)6  O #�PQℎ�STU

2./ E1 � F�GH∗I�JK,�∗0�JK,�(M�JK,�)6   O  Qℎ�STU (11) 

where I&'(,� is the BES resistance, and ��JK,�  is the BES

voltage. The total BES efficiency is calculated by dividing the 
input powers of the BES into the output powers and 
efficiencies of each device. 

In the implementation of the optimization problem, the 
power constraints (power equality and power bounds) must be 
considered.   

 Power Equality:

The power equality constraint (linear equality constraint)
plays the main role in the EMS to sharing the power among 
the BES. On the other hand, the power bounds limit the 
algorithm output based on the battery nominal power and 
battery output power. The sum of BES powers (�&'(,WXW) must

be equal to a reference value obtained as the output from a PI 
controller, which compares the reference grid power with the 
measured grid power.  

�&'(,WXW � Y �&'(,�
�

���
(12) 

where �&'(,� is the BES power of each BES.

This equality constrain is applied in the fmincon algorithm 
by considering two equality factors known as Z["  and \["
(Z[" ∙ [�&'(] � \["). As three BES are used in this work, and

the BES must support the PV production to provide the 
demanded power, then Z[" � [1 1 1], and \["  is equal to the

difference between the reference grid power reference and the 

the measured grid power, \[" � �����∗ � �����.

 Power Bounds:

In the charging mode, the BES power can be adjusted to
[-�&'(,���_`�� ,0], whereas, in the discharging mode, the power



bounds are [0, �&'(,�����a_`��].The maximum powers of the BES

are calculated by the following expression [9]: 

�&'(,���_`�� � ��� b�&'(,��X  , '123,99cd
∆W . f�ggG(h!123,9�gg ij (13) 

�&'(,�����a_`�� �
��� b�&'(,��X  , '123,99cd

∆W . f(h!��123,9G(h!123,9�gg ij 
(14) 

where J&'(,��X  is the nominal energy of the nth BES andK-k���&'(,� is the minimum value of the SOC that the nth 

BES could have. 

By considering the SOC and nominal energy values of 
each battery in the optimization constrains, the batteries 
lifetime is considered while the BES efficiency is the main 
concern. 

IV. RESULTS AND DISCUSSION

This section presents and discusses the simulation results 
obtained to evaluate the proposed EMS.  

The total system power is 14.400 kW, composed of three 
4.8 kW independent PV power plants, with a layout of 6 
modules in parallel and 2 in series for each PV plant. The main 
parameters of the impedance network of the qZSI are: l� �l> � 0.56�n,  Io� � Io> �  0.05 Ω, k� � k> � 11�.. The
carrier frequency selected for the inverter technique 
modulation is q_ � 3.5 snz.

The BES is a Lithium-Ion BES connected in parallel with 
the capacitor k>_� , without additional DC/DC converter.

Three different BES were considered in this study. The main 
parameters of the BES 1, 2 and 3 are presented in Table I, II, 
and III, respectively.  

Table. I. Parameters of BESS1 

Enom 

(Wh) 
Vnom 

(V) 
R 

(Ω) 
Pnom 

(W) 
Initial SOC 

(%) 
Capacity 

(Ah) 

1200 27.5 0.006303 1200 75 43.63 

Table. II. Parameters of BESS2 

Enom 

(Wh) 
Vnom 

(V) 
R 

(Ω) 
Pnom 

(W) 
Initial SOC 

(%) 
Capacity 

(Ah) 

1309 25 0.004773 1309 50 52.37 

Table. III. Parameters of BESS3 

Enom 

(Wh) 
Vnom 

(V) 
R 

(Ω) 
Pnom 

(W) 
Initial SOC 

(%) 
Capacity 

(Ah) 

1985 35 0.006169 1985 25 56.73 

The initial conditions of the PV power plants are: PV 
power plant 1 (PV1): 800 W/m2; PV power plant 2 (PV2): 900 
W/m2; and PV power plant 3 (PV3): 700 W/m2. These 
operating conditions are changed to 600 W/m2 at 1.5 s for all 
the PV power plants. The temperature is kept at 25ºC. The grid 

active power reference (�����∗ ) is set to 8.16 kW during the

first 7.5 seconds (from 0 to 7.5 s), and it changes to 9.12 kW 

from 7.5 to 12 s. The grid reactive power reference (u����∗ ) is

set to 0 kVAr (unity power factor) and it changes to -0.1 kVAr 
at 5.5 second. 

  Fig. 2 shows the power dispatch for the BES along the 
simulation. From 0 to 2.5s, the PV plants produce more power 
than the grid demand, so that the power excess is stored in the 

BES. The fmincon decides the power to be stored into each 
BES according to their SOC values (Fig. 3), so that the BES 3 
is charged with higher power because it has lowest SOC. From 
2.5 to 7.5s, the total power generated by the three PV plants is 
almost equal to the power demanded by the grid, and thus, the 
EMS decides not to charge or discharge the BES. At 7.5 s, the 
grid demand increases, and the PV plants cannot fulfill the 
required power, and then, the BES are demanded to provide 
power, and thus, they are discharged. As the BES 1 has the 
highest SOC, it is discharged more than others.     

Fig. 2. BESS power: BESS1, BESS2, and BESS3. 
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The active and reactive power delivered to the grid are 
illustrated in Fig. 4. The results show that the EMS allows the 
active and reactive powers to be controlled according to the 
reference values along the simulation. The reactive power is 
controlled at 0 pu (unity power factor) during the first 5.5 s 
and at -0.1 pu from 5.5 s. The active power is changed from 
1.7 pu to 1.9 pu at 7.5 s. At 2.5 s the performance of the EMS 
ensures that the system tracks the reference values despite the 
reduction in PV production owing to the change in incident 
radiation.  

The seven-level output voltage of the ES-qZS-CHBMLI 
with 3 cascade qZSI is shown in Fig. 5a, and the grid voltage 
and current are illustrated in Fig. 5b. Because the system 
operates with unity power during the first 5 seconds, the 
voltage and the current are in phase, as observed in Fig. 5b. 

The BESS efficiency is illustrated in Fig. 6, where it can 
be seen that for both the charging and discharging modes, the 
efficiency is near the maximum value and when the BESS 
power is zero, the efficiency is maintained at 1. 

The simulation results prove that the proposed EMS can 
maintain the power at the reference values when the 

irradiation change or power reference increases, while the 
BES efficiency is optimized. 

V. CONCLUSION

An optimal EMS for a grid-connected ES-qZS-CHBMLI 
with three modules in series and PV power generation was 
proposed here. The EMS was based on optimizing the BESS 
efficiency and lifetime through introducing an objective 
function and solving it by a nonlinear solver called fmincon. 
The optimizer constraints were set to meet the grid demand, 
consider the SOC values between minimum and maximum 
values, and power distribution based on BES SOC. The 
simulation results showed that the proposed control system 
effectively controlled the power injected to the grid under 
different irradiation conditions and reference setpoints while 
the EMS equilibrated the BES power. 
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A Complete Frequency Response Service Scheme 

using PV-Supercapacitor Cascade Topology 

Abstract—Frequency response services have become more 

important than ever in an increasingly inertia-less power 

system. A promising way to provide such services in a 

photovoltaic (PV) system is by hybridizing with supercapacitors 

(SC) due to their high power density, long operating cycles and 

fast response. The challenge, however, with a PV/SC system is 

what topology can effectively integrate such devices with so low 

and variable voltage, as well as how to control them for optimal 

utilization of their very limited capacity. This paper builds upon 

a previously introduced PV/SC cascade topology and proposes 

a complete control scheme for frequency services. A power 

segregation mechanism infers how the power demand is shared 

between SC and PV array, accounting for the operational 

boundaries of the former and occasionally deciding short-term 

curtailments for the latter. The proposed scheme involves also a 

voltage recovery function to slowly get the SC voltage back to 

the steady-state value after a disturbance, the latter being 

calculated via a newly introduced methodology. 

MATLAB/Simulink simulations validate the control efficacy 

under a series of frequency disturbances. 

Keywords— Frequency Response, Supercapacitor, Synthetic 

Inertia, Inertial Response, Primary Frequency Response, PV 

systems, PV SC Cascade Topology. 

I. INTRODUCTION

In classical Power System (PS), the Inertia Response (IR) 
is intrinsic due to the stored kinetic energy in their rotating 
mass. This, although temporary, helps limiting the initial Rate 
of Change of Frequency (RoCoF), later assisted by a slower 
governor response to contain the frequency drop within the set 
limits and eventually restore it to the nominal levels with time. 
However, increasing deployment of Photovoltaic Systems 
(PVS) and other inverter-based resources is making the PS 
more vulnerable even to a small disturbance leading to a large 
frequency fluctuation. It is due to steady drop in the equivalent 
System Inertia (SI) [1]. It may sometimes trigger snow 
bowling phenomena of cascaded load disconnection in case 
the frequency fluctuation exceeds certain standard boundaries 
set by the grid operators. In the past, many such cases made 
the news in various places of the world with complete black 
out for hours [2]-[4]. Those instances were because of either 
high RoCoF, longer frequency event or deeper frequency 
nadir resulting in inconvenience for millions of people. 

Estimations forecast that, by the end of 2022, Indians will 
see almost 22% fall in the total SI [2]. Therefore, it is the peak 
time to find an appropriate yet handy solution to emulate SI in 
PVS to safeguard the stability of the PS. For this, it is essential 
for the PVS to have some kind of embedded storage to emulate 
similar or even better IR like synchronous machines. Different 
kind of storage devices and their hybridization with PV for 
such applications have been cited in literature [6]-[11]. In [6], 
[7], the benefits of Superconductive Magnetic Energy Storage 
(SMES) have been explored; whereas, in [8], [9], the 

advantages of Battery Energy Storage (BES) over SMES has 
been highlighted. On the contrary, few literature talks about 
the benefits of hybrid ES over BES/SMES. In [10], the PV-
Flywheel hybridization helps in SI emulation by using the 
stored mechanical inertia of the flywheel. Similarly in [11] a 
PV-Diesel-Fuel Cell based hybrid ES and its advantages has 
been explored. 

In recent past, the use of electric double layer capacitor/ 
ultra-capacitor, also known as Supercapacitor (SC), has been 
gaining popularity among the other ESs due to its faster 
response, impulse power handling capability, long operating 
cycle and much smaller footprint etc. However, due to low 
energy density, it is often used along with other storage classes 
like BES [12] or fuel cell [13] mostly for high energy and 
power intensive services. It has been a debatable topic on how 
to integrate SC storage to PVS. The very basic way could be 
just connecting the SC to the main DC link and then extract 
energy via energy extraction schemes cited in [14], [15]; 
however, that would require a very large SC with minimum 
utilization factor as we cannot fluctuate the DC link voltage 
much.  

Therefore, selection of a proper interfacing converter is 
very vital for PV-SC hybridization. The most common 
parallel configurations with isolated converter still may not be 
a good choice here due to limited gain issues as SC voltage 
greatly varies with SOC [16]. In addition, high-gain isolated 
converters suffer from lower reliability and increased system 
complexity. Recently, a new PV/SC Cascade Topology 
(PSCT) [16] is reported in the literature, which finds a way out 
to integrate a very low voltage SC unit to PVS in a kind of 
series connection without the need of high gain interfacing 
converters. However, the reported control scheme is only for 
SI Response (SIR) for a Continuous Frequency Fluctuation 
(CFF) and a part of a Primary Frequency Response (PFR) i.e. 
Under Frequency Event (UFE). There is no scope for Over 
Frequency Event (OFE) due to limited storage capability. 

Some literature talks about the concept of Virtual Energy 
Storage (VES), where a portion of PV array’s capacity as 
active power storage is intentionally kept as reserve or switch 
to reserve mode when necessary. This concept is also known 
as PV reserves, power headroom or PV delta power control 
method [17]-[20] mostly suitable for Frequency Response 
Services (FRS). The researchers in [17] actually use a multi-
string approach, where they operate one string dedicatedly at 
Maximum Power Point Tracking (MPPT) mode to extract the 
real time MPPT information, which they use for the other 
strings to operate in Power Curtailment Control (PCC) mode 
just by subtracting the required delta amount of power. 
However, this results in low PV voltage due to left hand side 
operation of the PV characteristics. In [18], the control 
switches between MPPT mode and PCC mode when 
necessary but operates in the right hand side of the PV 
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characteristics to avoid low PV voltage problem. However, it 
suffers from no room for extra power delivery during an UFE 
when in MPPT mode. The work in [19] continuously operates 
at deloaded power point to provide reserve in the system so 
that both positive and negative power demand can be met; 
however, it suffers from underutilization of the PV capacity. 
Similar works are also done in [20] but for grid forming 
control which is not in the focus of our work. 

The research gap and the problem statement picked up as 
challenge through this article are highlighted below with 
appropriate solution:  

• Firstly, until date, no such work has been cited in the
literature, which takes the benefit of both SC storage
and PCC addressing a complete FRS scheme for a
PVS. To address this, here the authors have picked up
the PSCT topology in [16] as a best approach for
aiming SIR and the FRS during an UFE along with
the PCC scheme in [18] to target the FRS during an
OFE. The idea is to target a complete, yet energy
efficient, FRS scheme for the best possible uses of
both SC and PV by optimally sharing the power
profile between them.

• Secondly, it is important to find a methodology to
calculate the optimal voltage set point at Steady State
(SS) to address both SIR and UFE optimally without
the need of strict frequency information.

• Thirdly, a slow Voltage Recovery Scheme (VRS)
should always be running in the background to ensure
the SS voltage for the SC at any point of time, which
is often over looked in literature.

• Fourthly, alongside, a Voltage Protection Scheme
(VPS) is indeed essential to safeguard the extreme
voltage limits of the SC without interfering with the
VRS.

The paper is organized into the following sections. Section 
II gives detailed background information/considerations for 
this paper, followed by Section III, which explains the 
proposed control scheme. In Section IV, the methodology for 
calculating the SS voltage set point is covered. The idea is 
validated via MATLAB/Simulink simulations in Section V. 
Eventually, Section VI concludes the paper. 

II. BACKGROUND WORK 

A. PVS Under Considertion

This sub-section covers the briefly the PVS under
consideration, the targeted FRSs with benchmark parameters 
as shown in Table 1. A medium power level PV string inverter 
system for roof top application with inbuilt IR characteristics 
is the centre of attention here. 

B. PSCT and Working Principle

This sub-section talks about the targeted PSCT, a good
option for PV-SC hybridization without the need for a high-
gain converter. The circuit configuration of the PSCT is 
shown in the Fig. 1. As depicted in [16], the SC and the 
associated Power Conversion Stages (PCS) can be connected 
in series with the PV at the input side of the Boost converter 
meant for MPPT operation of the PVS. That means, the output 
port of the SC-PCS shares the common PV current tracked by 
the PV MPPT converter. The idea here is to operate the SC as 
a voltage source rather a current source. Therefore, by simply 

regulating the output voltage of the SC-PCS with required 
magnitude and polarity, we can either charge or discharge the 
SC. This can be achieved by connecting a bidirectional buck-
boost DC-DC converter followed by a Semi-controlled 
Inverter (SCI). The DC-DC stage is for boosting operation (2 
to 5 times). Whereas, the SCI is a polarity changer and 
sometimes for bucking operation. Due to the series 
connection, it does not really matter what actually is the 
voltage of the SC while charging or discharging. 
Theoretically, it can be discharged fully to zero voltage unlike 
parallel configurations; however, it has a limitation in terms 
of current reflected at the SC end, thus, in power due to limited 
gain of the non-isolated DC-DC converter of the SC stage. The 
detailed description and the working principle of PSCT is 
explained in [16] and is beyond the scope of this paper. 

Nevertheless, for the low-energy high-power requirements 
of FRS, the SC could be a cost-effective option to hybridize a 
PVS with the energy storage of required voltage and energy 
rating.  Additionally, the PSCT topology passes all such 
requirements ideal for the integration of a low and variable 
voltage storage while delivering the FRS meant for PVS. 
Furthermore, due to series connection, the PV MPPT 
operation is also completely decoupled from the SC stage of 
operation. This was possible as the dynamics of SC power and 
voltage variation are much slower than the PV MPPT 
dynamics. Hence, brought our attention towards it. 

In [16], a detailed analysis is also carried out for the sizing 
of the SC unit while targeting the SIR during a CFF and PFR 
during an UFE for the benchmark parameters listed in Table 

Fig. 1. The PV-SC Cascade Topology under consideration. 

TABLE I. SYSTEM UNDER CONSIDERATION 

System Under 
Consideration 

Parameters and values 

PV system DC side 10 kWp, 495V & 20A @ 
STC 
DC link voltage 700V 

AC side 400 Vrms & 50 Hz  

For Synthetic Inertia 
Response 

Maximum allowable 
frequency fluctuation 

�0.0036 ��	 �180��
RoCoF �0.3 Hz/sec 
Inertia Constant (H) 9 sec 

For Primary Frequency 
Response 

Dead band (����) 
�0.003 (150 mHz/50 Hz) 

Droop coefficient (���) 12% 

Time of disturbance 
(�� �) 6.9 sec 

Duration of event (!") 16.1 sec 

Frequency nadir point (# $%�&) 50 � 0.55 Hz 

Frequency offset point '#("")*+, 
50 � 0.2 Hz 

Occurrence of  # $%�& (�"-./01) 
0.214 !"



I. The corresponding results are listed in Table II. Moreover,
the same will be taken forward as a base in this paper for
further analysis.

The only service the PSCT cannot provide using the same 
small storage is the PFR during an OFE. This research gap has 
been taken care of through the proposed PV PCC scheme in 
this paper, which will be explained in detail in the next section. 

III. CONTROL SCHEME

This section gives a clear-cut idea about the implemented 
control scheme to provide an all-round FRS to a PVS through 
the adopted PSCT. A complete block diagram of the overall 
control is shown in Fig. 2. As can be depicted, it can be divided 
into five subsystems: 

1. Power estimation logic for FRS

2. Zone wise SC voltage control logic

3. Power segregation logic for PV and SC

4. Seamless PV MPPT and PV PCC

5. SC power stage control

A. Power Estimation Logic for FRS

The power estimation logic for FRS block is a combined
control scheme for both SIR and PFR. Here, the ∆�3(4(�  term
can be calculated using the swing equation like synchronous 
generators and the ∆�5&((6  term can be found using the

standard droop control method [16]. The output of this block 
is the net power (∆��3) required for the FRS operation of the
PVS. 

B. Zone wise SC Voltage Control Logic

Zone wise SC voltage control block plays a crucial role in
managing the SC voltage independently of the FRS. It has two 
main parts: one is the SS-VRS and the second one is the VPS. 
The SS-VRS can be treated as the outermost loop with 
sufficiently large time constant to avoid interference with 
other PI controllers in the system. This helps in bringing the 
SC voltage back to its SS value at any point of time. It is a 
band pass type control, whose input is peak and tail shaved 

such that it is activated only for the range between 7849�  and784 (9 to avoid interference with the VPS. Selection for (78488)
will be discussed in detail in the next section. The second part 
is VPS, which acts as a safeguard to the SC. It is a very fast 
control that is activated only when the voltage limits are hit 

i.e. 7849�  and 784 (9 . Thus, the sum of both i.e. ∆�843*:  and∆�844;$96
act as feed forward term to ∆��3 to decouple it from

the FRS before feeding to the PSL control block. 

C. Power Segregation Logic for PV and SC

The next part of the control is the Power Segregation Logic
(PSL) control. The main concept here is to segregate the 
power between the PV and SC for FRS in such a way that an 
optimal use of the available resources can be obtained with 
zero/minimal involvement of PV based on the type of 
frequency event. The idea is, during a CFF and/or an UFE, 
discharge the stored energy of the SC to meet the power and 
energy demand (anyways, we cannot extract more power from 
PV as it is already operating in MPPT mode). The benefit will 
be that we need not to operate the PV array in a pre-deloaded 
condition [17], [19] indefinitely (reserves), saving a lot of 

Fig. 2. Implemented control scheme to provide complete FRS to a PVS through the adopted PSCT.  
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TABLE II. DESIGN SPECS UNDER CONSIDERATION 

SC storage Parameters and values 
Model number BMOD0058 E016 B02 

Maximum power demand (�):9$<) 
	 2 kW for UFE and 	 1.2 kW for SIR
(nearly 20% of PV capacity) 

Maximum energy demand (=):9$<) 
	 14.2 kJ during UFE 

Minimum voltage (7):9� )  of 
the SC below which it should 
not be discharged  

	 20 V (to limit worst case voltage gain 
around 2 to 5 times for the SC-PCS) 

Peak current rating of the SC-
PCS at the SC end (>):9$<) 

	  50 Amp (which decides total 
minimum No. SC units required) 

No of units SC required 
Three Nos. connected in series with 
total capacity 22 kJ, 19.33 F, 48 V & 
170 Amps (peak) 

Maximum allowable voltage 
of the SC above which it 
should not be charged 

	 48 V (hard voltage limit) 



energy out of it. However, during an OFE, the idea is to give 
the first priority to SC, let it charge until 784 (9 (no worries,
VPS will safe guard the SC), then the PSL control 
automatically transfers the remaining power as curtailment 

power command (∆�?@4A&+) to PV side control for curtailment.
The VPS plays a vital role here to avoid an abrupt change in 
power command between SC and PV. In addition to that, the 
PSL control also take care of the �849$< limit irrespective of the
type of the event, to avoid current overloading of the SC-PCS 
converters. The parameter �849$< is a variable quantity and can
be calculated as in (1). 

�849$< B |>849$<|784 (1)

D. Seamless PV MPPT and PV PCC

The next part of the control is the PV side control. Here,

based on the status of the ∆�?@4A&+  command, the control
switches between the PV MPPT mode and the PV PCC mode 
seamlessly. Both the controls are enabled/disabled in a 
complementary fashion with commands when necessary, 
whose outputs freeze and reset respectively, when disabled. 
Their outputs act as a feedforward term to either of the control
schemes to have a seamless transition between them [18]. 

E. SC Power Stage Control

The control section ends with the final part of the control
that is the SC-PCS control. As discussed in the previous 
section, it consists of a DC-DC stage followed a semi-
controlled inverter. Here a single PI controller generates the 
duty for the switches of the SC-PCS via a series of signal 
conditioning blocks [16]. For more details, please see [16]. 

IV. ESTIMATION OF SS VOLTAGE SET-POINT FOR SC

This section describes the methodology adopted here to 
calculate a SS voltage set point for the SC, which is mostly 
ignored in literature. This is very crucial for the point of view 
of the SC in order to calculate the minimum headroom 
required for an uncompromised SIR operation without 
involvement of the PV. This is not possible if the SC is fully 
charged to 784 (9.

Here, a very simple yet straightforward approach has been 
considered for the calculation of minimum headroom for SC. 
As discussed in [16], the SIR operation is mostly a power 
intensive service; however, the net energy demand is almost 
zero over a period of few tens of sec due to nearly uniform 
fluctuation of the frequency over the nominal value. However, 
the instantaneous energy demand is always a function of the 
instantaneous power demand. In addition, if we assume that 
the CFF is also nearly periodic in nature, then we can say that 
maximum energy demand will appear at a specific point of the 
periodic signal with the net zero energy at the end of every 
period. This point actually helped us to find out the minimum 
head room required for SIR of SC during an CFF even without 
having much information related to the CFF profile 
parameters. The only information required is the peak 
frequency fluctuation expected to be serviced. Based on this 
assumption, we can mathematically write the CFF as in (2). 

DEE B E (9 F ∆#9GHI(J�) (2)

Where, E (9 is the nominal frequency and ∆#9 is the peak
fluctuation expected around its envelope as shown in Fig. 3(a). 

Now the RoCoF can be calculated by differentiating (2) 
with respect to time as in (3). 

�#�� B KJ∆#9ILM(J�) (3)

Similarly, the corresponding power demand can be 
expressed as in (4) [16]. 

�8N3 B K 2� (9E (9 J∆#9ILM(J�) (4)

Where maximum power demand can be written as in (5). 

�9 B 2� (9E (9 J∆#9 (5)

Now, the energy during SIR can be calculated by 
integrating (4). But as our topic of concern is to find out the 
peak energy demand (=9) only, the =9 will appear at the end

of every quarter cycle of the power profile due to P 2Q  radian

phase shifted as shown in Fig. 3(b) and can be calculated as in 
(6). 

=9 B R K 2� (9E (9 J∆#9ILM(J�)��S TQ
U B 2� (9E (9 ∆#9 (6)

From (5), we can understand that =9 is a function of ∆#9
only and is independent of the RoCoF and the frequency of 
fluctuation. 

So just by the knowledge of the targeted ∆#9 , one can
calculate the maximum energy required for the SIR operation. 

Considering the benchmark CFF parameters in Table. 1, 
the corresponding =9  can be calculated as 	 650 VWXYI .
Now, the maximum voltage required for SIR (78N39$<) with the
essential headroom can be calculated using (7) and (8), which 
is derived from the basic energy expression of any capacitor. 

=9 B 12 D84Z(784 (9)[ K (78N39$<)[\ (7)

78N39$< B ]784 (9^ K 2=9D84 (8)

Now by using (8), and the parameters from Table. 2, the 7849$< is calculated to be 	 47.3 7. That means the minimum
headroom required below 784 (9 is 	 0.7 7 for our case.

Similarly, the minimum voltage set point required for an 

UFE '7��a9� , can be estimated on considering the parameters

from Table. 2 as 	 43 7.

(a) 

(b) 

Fig. 3. The representation of a CFF waveform a per our assumption.  



Now, its in the hand of the user to set 7):))  as an

intermediate value between 7��a9�  and 78N39$< , which is here
considered midway at 45 V. 

V. SIMULATION AND RESULTS

This proposed concept is validated in simulations via 
MATLAB/Simulink for various case studies for SIR during 
CFF, UFE and OFE etc. and their results are shown in Fig. 4, 
5 and 6 respectively. 

A. Case Study for SIR

Here the PVS under consideration is subjected to a test
case of CFF for the SIR parameters as mentioned in Table. 2 
but for four different combination of initial 784  (784U) and
Solar insolation (>&&): (Case1: 45V, 1000W/m2; Case2: 45V,
400W/m2; Case3: 24V, 1000W/m2 and Case4: 24V, 
400W/m2) and their results are shown in Fig. 4. 

 Observations from the simulation results for SIR: 

• Fig. 4(b): Grid power is able to follow the fluctuations
in SC power profile, irrespective of the 784U and >&& .

• Fig. 4(b): Grid power profiles are a little dc shifted for

Cases 3 & 4 due to the considerable effect of ∆�843*: .
This is equivalent to slightly lower PV generation and
does not cause any trouble.

• Fig. 4(c): ∆�843*:  is very small for the Cases 1 & 2,
however, for the Cases 3 & 4, is almost 250 W during
starting and goes on decreasing as SC starts charging

towards  78488.

• Fig. 4(d): For the Cases 1 & 2, the SC voltage profiles
are quite stable due to almost negligible net energy
exchange. However, the slow rising voltage profile in

Cases 3 & 4 is only due to the support from the ∆�843*: .

B. Case Study for PFR (UFE)

In this case, the PVS under consideration is subject to the
benchmark UFE of Table I, but for two different cases of 784U:
(Case 1: 45V; Case 2: 30V) to understand the capability and 
limitations of the PSCT during an UFE for the available SC 
storage capacity. The simulation results are shown in Fig. 5. 

The main observations are: 

• Fig. 5(b): SC is not able to follow the �843*"
 for Case 2 

(Peak shaved) due to hitting the extreme limits like �849$< at time (t = 8 Sec) followed by the 7849�  limit at
(t = 11.5 Sec). Thanks to VPS, which comes into action 

in no time to clamp the SC voltage to 7849�  as can be
seen in Fig. 3(c). However, it is not the case with Case 
1 as no bounds are hit. 

• Fig. 5(c): For Case 1, by the end of the event, the SC
still left with 30 V (	 40% H# L�I cdD ), sufficient
enough to take care of another UFE back to back with
similar/better performance shown for Case 2.

• Fig. 5(d): �7  is exactly tracking the  7966 for both

Cases 1 & 2 irrespective of the situation (Decoupled
from FRS).  The 7�  for the PV Boost converter can be
seen adjusting based on the SC due to the cascaded
nature of the converter.

C. Case Study for PFR (OFE)

In this case, the PVS under consideration is subject to the
benchmark OFE of Table I, but for two different cases of 784U:
(Case 1: 30V; Case 2: 45V) to understand how the proposed 
control switches between the PV MPPT mode and PV PCC 
mode when the SC hits its voltage and current limits during an 
OFE for the available SC storage capacity. The simulation 
results are shown in Fig. 6. 

The main observations are: 

• Fig. 6(b): SC is able to follow �843*"
 for Case 1, but 

peak shaved due to hitting the extreme limits like �849$<
for the duration (t = 7.8 Sec to 9.3 Sec). However, for 
Case 2, the SC hits the 784 (9  limit at (t = 8.3 Sec),
awaking the VPS and finally seizing its output to zero 
but compensated by enabling the PV PCC. 

• Fig. 6(c): For Case 1, the SC hits the 784 (9 limit at (t =
16.5 Sec) before the end of the event completely, hence
diverted the control to PV PCC mode, freezing the PV
MPPT control.

• Fig. 6(d): �7  is exactly tracking the 7966  for both

Cases 1 & 2 before the starting of the OFE at (t = 6.9
Sec). However, can be seen moving to PV PCC mode

(a) (b) 

(c) (d) 

Fig. 4. Simulation results for SIR corresponding to four different cases of 784U and >ee during CFF.

(a) (b) 

(c) (d) 

Fig. 5. Simulation results showing  for PFR for an UFE corresponding to 

two different cases of  784U.



to meet the necessary compensated power demand 
whenever SC fails to achieve. 

VI. CONCLUSION

This paper presents a complete Frequency Response 
Services scheme for a PVS by hybridizing SC storage with the 
PV curtailment control such that an optimal use of the 
available resources can be achieved. The advantages of  PV 
curtailment control are explored by bringing it into action to 
assist the SC only for the duration when it the latter gets 
exhausted. As a result, PV is allowed for MPP extraction 
almost all the time unlike other PV derated controls presented 
in literature for FRS. 

Nonetheless, a methodology is proposed to find a set point 
for the steady state operation of SC at any time by virtue of 
deciding the minimum headroom required for the SIR 
operation during continuous frequency fluctuation. It does not 
really need all the information of frequency fluctuation like 
RoCoF or frequency of variation, but just the peak value of 
oscillation. In addition to that, a zone wise control scheme is 
also proposed which not only helps in recovering the SC 
voltage to steady state but also helps in clamping it when its 
extreme limits are hit. 
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Abstract—The integration of universal active power filter 
(UAPF) with standalone hydroelectric system having double 
stage solar photovoltaic (SPV) and bidirectional battery 
supported for improvement of the system power quality (PQ), is 
presented in this work. The power from the self-excited 
induction generator (SEIG) driven by the hydro turbine is the 
main source of this standalone system. However, when its 
operating at variable loads, as well as nonlinear loads, etc. the 
PQ issues are arisen. So, the PQ indices are improved by 
integrating a UAPF, which consists of two voltage source 
converters (VSCs) having a common DC link. The voltage 
qualities are enhanced using the series compensator of UAPF 
and maintains the harmonics free constant magnitude voltage 
across the sensitive loads, regardless of any variation in 
generator voltage. Moreover, the power indices for instance 
power factor, current harmonics, reactive power, etc. are 
improved through the shunt compensator of the UAPF, 
instantaneously along with voltage quality enhancement. The 
fundamental components of distorted currents of crucial load 
are extracted by means of improved lowpass generalized 
integrator (IL-GI) control algorithm, which are further utilized 
for estimation of the reference signals and the switching pulses, 
to ensure the effective and efficient power quality improvement 
during various conditions. The IEEE-519 standard is being 
followed by the load voltage and the source current. 

Keywords— Battery, Double stage solar PV, DC-DC converter, 
Harmonics elimination, Hydroelectric, Power quality, UAPF 

I. INTRODUCTION

Modern electric distribution systems face problems with 
power quality (PQ) due to the rise of power electronics (PEs)-
based loads and source voltage variations. There are several 
PQ problems in today's electrical system that are caused by 
both natural and artificial elements in terms of voltage, 
frequency, and current. Additionally, due to a lack of 
electricity, non-conventional energy sources are being 
integrated by creating suitable, affordable renewable energy 
generation systems (REGS) [1]. Solar PV, small hydro, and 
wind energy generation are among these REGS that have a 
great potential and are suitable for supplying energy to rural, 
distant, isolated, or underdeveloped locations. Additionally, 
the electricity produced by these renewable (non-
conventional) sources are capable of supplying power to other 
interconnected systems. However, many PQ [2] concerns 
exist because to the high amount of power variability, low 
capacity utilization, and unpredictable nature of solar energy. 
The ability of small hydroelectric systems to generate 
affordable and reliable energy depends on the availability of 
water flow.  

The small hydropower systems are mostly powered by a 
self-excited induction generator (SEIG). It is basically a 
squirrel cage induction generator with capacitor banks to meet 
its reactive power requirements. For the application of isolated 
small hydropower systems, SEIG's [3-4] are advantageous 
over synchronous generators, for its simplicity, low cost, low 
maintenance, ruggedness, lack of DC, etc. Aside from these 

benefits, SEIG's voltage regulation is unsatisfactory and gets 
worse when the load changes. Over the years, numerous 
solutions have been put up to address this drawback.  

The static VAR compensators (SVC) [5], which are DC-
AC converters based on thyristors or IGBTs, are used to 
control the voltage of SEIG. However, due to harmonics being 
introduced into the source currents by the PE circuits, they are 
complicated and have low reliability. Apart from meeting the 
reactive power needs of SEIG and that required by the critical 
load, the shunt compensator or distribution static compensator 
(DSTATCOM) [6] integrated to reduce these harmonics and 
to enhance power factor (pf) at the source end. Moreover, the 
value of external excitation requirement can be minimized by 
running the SEIG at lower voltage level than its rated, while 
the voltage across the critical load terminal is being 
maintained by the series compensator. Doing so it reduces the 
core losses while reducing the additional reactive power 
drawn from the generator (source).  

The DSTATCOM [5-6], a shunt connected PE converter, is 
able to address current qualities, but it is unable to address 
voltage qualities such as voltage rise or dip, voltage distortion, 
etc. Therefore, a series-connected PE converter called a 
dynamic voltage restorer (DVR) [7-8] or series compensator 
is used to correct for these voltage qualities. The shunt 
compensator and series compensator, however, only adjust 
current and voltage qualities separately, not concurrently. 
Thus, a device that can concurrently address voltage and 
current PQ problems is adapted. This device, known as a 
universal active power filter (UAPF) [9-10], overcomes the 
majority of the PQ problems in the distribution network, 
consisting of two voltage source converters (VSCs) by 
coupling end-to-end with a common DC-Link. In this paper, 
an improved lowpass generalized integrator (IL-GI) is 
presented for the control of UAPF integrated with SEIG based 
standalone hydroelectric system having double stage and 
bidirectional battery support and feeding the sensitive/non-
linear/linear local load. 

The organization of this paper are as, Section II displaying 
the presented system configuration with proper schematic 
diagram. Section III explains about the control of UAPF 
system. The results and discussions are shown in Section IV 
followed by the conclusions in Section V. 

II. CONFIGURATION OF UAPF INTEGRATED SYSTEM

The main power source of the presented standalone system 
comprises of three AC supply and the battery support for 
backup. The graphic illustration of the presented system is 
shown in Fig. 1. Here, the three phase AC power is being 
provided by the SEIG, which is driven by the prime mover of 
hydro turbine. The load considered here is of nonlinear as 
most of the power electronic loads are nonlinear in nature. 
These nonlinear loads cause the generated current to be 
distorted and a drop in supply power factor as they inject 
extract harmonics and reactive power from it. Therefore, a 

Paper Id - 231



2 

UAPF is integrated to prevent these and to give constant 
magnitude and sinusoidal voltages across the terminals of the 
load for a sensitive load. It is the combination of shunt 
connected voltage source converter acting as shunt 
compensator and series connected VSC acting as series 
compensator sharing a common DC link. The series 
compensator is connected at the generator end through 
interfacing inductors and linear transformers. However, the 
shunt compensator is connected via interfacing inductors 
toward the load end. The ripple filters are connected at the load 
point to eliminate effect of switching harmonics. Moreover, 
the battery backup is also connected at the common DC link 
through a bidirectional DC-DC converter. The solar PV array 
is also connected at the common DC link of the UAPF through 
a DC-DC boost converter forming a double stage 
configuration of SPVA. The design parameters and 
calculations are based on the formulation given in [11].  

III. CONTROL TECHNIQUES OF THE PRESENTED SYSTEM

The control techniques of the presented standalone system 
are discussed under four sections, comprise of fundamental 
component estimation and unit template estimation using the 
improved low pass generalized integrator with DC-bias 
rejection capability, series compensator control scheme, 
control algorithm of shunt compensator, and the control of 
bidirectional battery storage.  

A. Fundamental Components and Unit Templates Estimation

Fig. 2 depicts the schematic diagram of improved lowpass
generalized integrator with frequency locked loop (FLL) for 
extraction of fundamental components. Here, a DC-bias 
removal loop is incorporated in the conventional generalized 
integrator control [12-13] scheme in order to effectively 
eliminate any DC-bias present in the input waveform (���).
The outputs of signals are the fundamental component, which 
are in-phase (����) with ��� (input) and the 90° phase shifted

fundamental signal (���� ). Both the in-phase and the 90°

phase shifted fundamentals signals effectively eliminate the 
presence of any DC-bias and their harmonics rejection 
capability is higher compared to the conventional generalized 
integrator [12-13].  

The measured generator line voltages (��,
� and ��,��) are

converted to phase voltages (��,
 , ��,� and ��,�) in (1) and its

amplitude (������) are estimated in (2) as,

���,
��,���,� � = 13 � 2 1−1 1−1 −2� ���,
���,�� � (1) 

������ = �23 ���,
�� + ��,��� + ��,���  (2) 

The in-phase unit templates (!�,
 , !�,�  and !�,� ) are then

calculated from the phase voltages and its amplitude as, 

!�,
 = ��,
������ , !�,� = ��,������� , !�,� =  ��,������� (3) 

Then the quadrature phase shifted unit templates (!�,
, !�,�
and !�,�) are calculated from the in-phase unit templates from

(3) as,

�!�,
!�,�!�,� � = 1√3 # 0 −1 13 2% 1 2% −1 2%−3 2% 1 2% −1 2% & �!�,
!�,�!�,� � (4) 

Fig. 1 Structure of UPAF integrated hydro energy system (standalone) with 
bidirectional battery and double stage solar PV support. 

B. Series Compensator Control

The block diagram of series compensator control algorithm
is illustrated in Fig. 3. The core motive is to generate switching 
pulses of series connected VSC, such that it provides suitable 
compensation voltage to have smooth and constant amplitude 
load voltage. The line voltages at the generator (��,
�  and��,��)  and load side (�',
� and �',��) are measured using the

voltage sensors and then converted to phase voltages using 
(1). Moreover, using a PLL, a reference for ()  domain is
being calculated from the phase voltages in (1). Both the phase 
voltages of the generator and the load side are transformed 
into () domain. The ( axis component of the reference load

voltage (�'�*+,�
) is the peak value of desired reference load and

the ) axis component of the reference load voltage (�'��+,�
) is

zero. The reference voltage of the series compensator (�*-++,�  )
is the difference between the reference voltage (desired) 
across the load and the generated voltage, and is calculated as, �*-+��+,� = �'��+,� − ���� (5) 

Whereas the actual voltage of the series compensator (�*-+
�.  )
is the difference in voltage between the load and the generated 
voltage and calculated as, �*-+��
�. = �'�� − ���� (6) 

where, / = (, ).
Now the error difference between the reference and actual 
series compensator voltage is fed through a PI controller for 
generating the appropriate gating signals. These error signals 
in ()  domain are converted back to 012  domain and
compared with triangular carrier signal to generate the 
switching pulses (345 − 346) for the series connected VSC of
the UPAF. 

C. Shunt Compensator Control

The shunt compensator control method is demonstrated in
Fig. 4. This controller is provided to have source currents 
balanced with sinusoidal for any interruptions for instance 
imbalanced load, voltage rise, voltage dip, nonlinear load, etc. 

1. Average Load Component Estimation:

The improved lowpass generalized integrator block in Fig. 
2 is used to estimate the in-phase (/���,
��) and the 90° phase

shifted ( /���,
�� ) fundamental signals separately for load

currents (/',
��). Sample and hold (S&H) blocks are then used

for getting the magnitude of load current’s active power and 
reactive components as represented in Fig. 4. The inputs to the 
S&H  block  for  estimating  the  load  currents’  active  term 
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Fig. 2 Block diagram of fundamental estimation technique using improved 
lowpass generalized integrator.  
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Fig. 3 Block diagram of series compensator control technique. 

amplitude (F�,
�� ) are the estimated in-phase fundamental

component (/���,
��) and the 90° phase shifted unit template

( !�,
�� ) from (4). Similarly, the reactive term amplitude

(F�,
��) of the load currents’ is estimated using the S&H block

whose input are the 90° phase shifted fundamental component 

(/���,
��) and in-phase unit template (!�,
��) from (3). The

average magnitude of load current active power (F'��,
-G) and

reactive components (F'��,
-G) are calculated as,

F'��,
-G = �F�,
 + F�,� + F�,� 3  (7)

F'��,
-G = �F�,
 + F�,� + F�,� 3 (8)

2. Switching Pulse and Reference Current generation:

The reference currents (/�,
+,�
, /�,�+,�

and /�,�+,�
) the sum of 

reference active (/���,
+,�
, /���,�+,�

and /���,�+,�
) and reactive (/���,
+,�

, /���,�+,�
and /���,�+,�

)  signals and are estimated as, 

⎣⎢⎢
⎡/�,
+,�
/�,�+,�
/�,�+,�⎦⎥⎥

⎤ =  ⎣⎢⎢
⎡/���,
+,�
/���,�+,�
/���,�+,� ⎦⎥⎥

⎤ + ⎣⎢⎢
⎡/���,
+,�
/���,�+,�
/���,�+,� ⎦⎥⎥

⎤
(9) 

The active part of reference source current (/���,
+,�
, /���,�+,�

and /���,�+,�
) are calculated by multiplying net active component 

(F�,.,� ) and the in-phase unit templates (!�,
�� ) from (3).

Similarly, the reactive part of reference currents (/���,
+,�
, /���,�+,�

and /���,�+,�
) is obtained multiplying net reactive component (Iq-

net) and the 90° phase shifted unit templates (!�,
��) from (4).

The active and reactive reference signals are calculated as, 

⎣⎢⎢
⎡/���,
+,�
/���,�+,�
/���,�+,� ⎦⎥⎥

⎤ = �!�,
!�,�!�,� � × F�,.,� (10) 

⎣⎢⎢
⎡/���,
+,�
/���,�+,�
/���,�+,� ⎦⎥⎥

⎤ = �!�,
!�,�!�,� � × F�,.,� (11) 

The net active component (F�,.,�) is calculated as,F�,.,� = F� − F'��,
-G − F��OPQQ (12) 

where, IL-p,avg is the load current’s average active power as 

calculated in (7), If is required for frequency regulation. Ip-loss

is active power required while keeping voltage across DC-link 

constant, which are is calculated in (13) and (14) respectively. F��OPQQ =  ��RS+,� − �RS TU� + U�V W (13) 

F� =  �XQ+,� − X TU� + U�V W (14) 

The net reactive component (F�,.,�) is calculated as,F�,.,� = F'��,
-G − F��OPQQ (15) 

where, F'��,
-G  is the average reactive load current term

calculated in (8) and the reactive part required while 

maintaining magnitude of the source voltage constant by 

providing varying reactive power is F��OPQQ, calculated as,

F��OPQQ = �������+,� − ������ TU� + U�V W (16) 

The switching pulses of the shunt compensator are achieved 

by utilizing hysteresis current controller, where the inputs to 

these blocks are comparative differences between reference 

source currents (/�,
+,�
, /�,�+,�

 and /�,�+,�
) and the sensed generated

currents ( /�,
 , /�,�  and /�,� ). Hence, the control of shunt

compensator is implemented eliminate the effect arise from 

nonlinear load effectively, i.e. to enhance current qualities at 

source end.  

D. Control of Bidirectional DC-DC converter

The schematic diagram of bidirectional DC-DC converter
control algorithm is illustrated in Figs. 5. The battery storage 
is crucial for the standalone renewable energy system, since it 

YZ[>?@
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Fig. 4 Shunt compensator control schematic diagram. 
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Fig. 5 Control of bidirectional DC-DC converter of battery storage.  

provide compensation for unexpected power rises, which 
leads to vigorous control of DC voltage. A bidirectional DC-
DC converter is connected as interface between the battery 
storage and the DC link of UPAF. This bidirectional converter 
provides voltage across the DC-link constant, apart from 
charging and discharging of power at common DC link to 
maintain system power balanced. The switching pulses are 
generated for this purpose which are complementary in nature 
as indicated in Fig. 5. The current reference of the battery is 
estimated from the difference of the actual voltage across DC 
link and MPPT/reference voltage. The perturb and observed 
(P&O) [14] technique to estimate the MPPT voltage. This 
reference battery current is being compared with the actual 
battery current to generate the switching pulses of the DC-DC 
converter, by comparing the error with the carrier signal.  

IV. RESULTS AND DISCUSSION

Simulated results of the UAPF integrated standalone 

hydroelectric generation system with double stage SPV array 

and bidirectional battery, are presented for steady-state and 

dynamic state for nonlinear loads. Performance of the system 

is demonstrated for various conditions, such as load demand 

increment, load unbalancing in case of linear and nonlinear 

loads, voltage dip, unavailability of solar PV power, etc. The 

signals depicted are source voltages (��), injected series APF

voltages ( �*-+ ), load voltages ( �' ); generator or source

currents (/�), load currents (/'), injected shunt VSC currents

(/*Q.
.); DC link voltage (�RS); solar MPPT voltage (��-);

real and reactive power generated by the SEIG (b� and c�);

real and reactive power demand of load (b'  and c'); solar PV

generated real power (b�-); power of battery storage (bd
.);

amplitudes of generated voltage and load voltage (������
and �'����), and the phase ‘a’ source voltage and current

(��,
  and /�,
).

A. Performance During Load Unbalancing Mode

Performance during the event of load unbalancing mode is

illustrated in Figs. 6 (a-b). The waveforms presented for 

analysis are �� , �*-+ , �' , /� , /' , /*Q.
. , and �RS , b�  and c� ,b' , c' , ������  and �'����, ��,
  and /�,
 in Fig. 6(a) and Fig.

6(b), respectively, for the analysis of imbalance loading 

condition for nonlinear load. Phase-a load is detached at 1.5 

s to create the imbalanced condition of loading. During this 

condition, the currents drawn from source are distortion free 

and balanced. Moreover, the amplitude of voltage across the 

sensitive load is maintained constant, even when the 

generated voltage amplitude is less than the desired value as 

seen in Fig. 6 (b). The DC link voltage is also maintained 

constant. Some of the important features of the system 

analysis are highlighted in the figure itself.  

B. Performance for Increment in Load Demand

The dynamic performance of the presented system for the

case of load demand increment is shown in Figs. 7 (a-b). 

When the overall load demand of the system increases at 

time, t=3.2 s. It is observed clearly from Fig. 7(b) that the 

amplitude of generator voltages is reduced. Whereas the 

voltages amplitude of load is being retained at the desired 

voltage level. Fig. 7(a) illustrates the signals of ��, �*-+ , �',/�, /', /*Q.
. . As seen here, the load voltages magnitudes are

constant and are distortion free and balanced. Moreover, the 

source currents are sinusoidal and even when the load 

currents are nonlinear in nature. It is observed that both the 

series and shunt compensators of UPAF inject appropriate 

voltages and currents to enhance the PQs for the presented 

standalone system.  

The signals demonstrated in Fig. 7 (b) are �RS, b� and c�,b' , c' , ������  and �'����, ��,
  and /�,
. The voltage across

the common DC link is regulated, and real power generated 

by the SEIG is also constant, even though the load demand is 

increasing. The generated line voltage magnitude is only 160 

V (corresponding to 195 V rms), which is less than that of 

desired value 187.79 V (corresponding to 230 V rms). 

However, the magnitude of voltage across load is maintained 

at the desired level as indicated in Fig.7(b). Even though the  

(a)  (b) 

Fig. 6 System performance for event of load unbalancing. 
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(a)  (b) 

Fig. 7 System performance for event of increment in load demand. 

(a)  (b) 

Fig. 8 System performance for the event of unavailability of SPV power. 

generated voltage is less than the rated value, it generates 

power at rated value, by reducing the reactive power drawn 

from the source (nearly zero VAR). These is done by 

incorporating the UPAF to the standalone hydroelectric with 

double stage SPV and bidirectional battery storage system. 

C. Performance During Unavailability of SPV Power

Performance of the presented system during the event
imbalanced loading is shown in Figs. 8 (a-b). The waveforms 
presented are ��, �*-+ , �', /�, /', /*Q.
.; and �RS with ��-, b�
with c� , b' , b�-  along with bd
. , ������  and �'���� , ��,

and /�,
 in Fig. 8(a) and Fig. 8(b), respectively. The solar PV

array generation is zero at 2.6 s, to indicate the unavailability 
of SPV power. During this condition, as the load demand is 
higher than the SEIG generated power. In order to fulfil the 
load requirement, the battery, which is in charging state, starts 
discharging  as  demonstrated  in  Fig.  8(b).  As  the  SPV  
generation is zero, its voltage and power values reach zero. 

However, the voltage across DC link is being retained 

constant. The shunt compensator provides appropriate 

currents to mitigate the outcome of nonlinearity in source 

current. The series compensator also simultaneously injects 

the appropriate voltage to maintain harmonics free and 

constant amplitude voltage at the sensitive load terminal. 

The steady state harmonic profile of load current (/',
),

source currents (/�,
), and load voltage (�',
) are shown in

Figs. 9(a-c). It is seen that the THD of load current is much 

higher with 26.96%, however the value of THD for source 

current is only 2. 08%. Moreover, the THD of load voltage is 

1.21%. The THD value of load voltage and the source 

currents are within the prescribed limit of the IEEE-519. This 

indicates the effectiveness of the UPAF integrated standalone 

hydroelectric system in eliminating the harmonics. 

V. CONCLUSIONS

Simulated results of the UAPF integrated standalone 

hydroelectric generation system with double stage SPV array 

and bidirectional battery, are presented for analyzing steady-

state and dynamic-state performances. The improved lowpass 

generalized integrator control algorithm is presented for 

extraction  of  load  current  fundamental  component.  The  



6 

(a) (b) (c) 

Fig. 9 Harmonic profile of (a) Load current, (b) Source current and (c) Load voltage. 

following are some features of the presented system: (1) The 

voltage amplitude of sensitive load is always remained 

constant at the specified desired value by incorporating 

UAPF, irrespective of the generated voltage amplitude. (2) 

The load voltage and source current THDs of are in the 

allowable range of the IEEE-519. (3) The external excitation 

of the requirement is reduced by reducing the operating 

voltages, which in turns reduces the core losses. (4) The 

estimated fundamental components (both in-phase and 90° 

Phase shifted) mitigates DC-bias. The presented control 

effectively enhances both the voltages and currents qualities 

of the standalone system for various disturbances. Moreover, 

the presented system works under nonavailability of solar PV 

power. 
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Abstract - This paper deals with a battery supported grid 

interfaced transformerless bidirectional power conversion unit 

(PCU) for roof top solar photovoltaics (PV) system. In order to 

equalize voltage gain between grid and low voltage solar PV 

panel, standard solar PV PCU employs low frequency or high 

frequency transformer, which in turn, increases the mass and 

energy loss of entire PCU. In light of this, this study explores a 

transformerless solar PV PCU supported with battery energy 

storage (BES) for use in residential rooftop installations. In the 

presented PCU, a full bridge active bridge rectifier is employed 

at the front-end to interface PCU with grid and home loads. 

Further, an extended gain bidirectional DC-DC converter with 

transformerless high gain characteristics, is employed at the 

back end of the PCU, to maintain desired voltage gain between 

low voltage sources (i.e., solar PV arrays and BES) and high 

voltage sink (i.e., front end inverter’s DC link) while ensuring 

effective power transfer between solar PV arrays or BES to grid 

or home loads. In order to utilize solar PV power maximally, the 

maximum power point of the solar PV is tracked through a 

boost DC-DC converter and the generated power is fed to the 

BES. Whereas, the BES takes care the power imbalance within 

the entire PCU and decide its operating mode (i.e., charging or 

discharging mode) accordingly. Notably, with constant power 

mode control of the front-end inverter, the presented PCU acts 

as a constant power source/sink at grid end, and thus eliminates 

the negative impact of the solar intermittency on the grid. The 

design, control, and operation of presented PCU are verified 

through MATLAB Simulink, and the relevant results are put 

forward to provide supporting evidence for the PCU’s claimed 

performance 

Keywords – Transformerless Inverters, Solar PV, Grid, Battery, 

Bidirectional, Power Quality 

I.INTRODUCTION

Over the course of last several decades, irresponsible use of
fossil fuels has led to a significant depletion of the earth’s 

natural resources. In addition to this, the emission of
greenhouse gases has resulted in a worsening of the
environment. Furthermore, carbon fuels continue to hold the
majority of the market share. In India, the total thermal
generation, which includes coal, gas and diesel accounts for
62.8% of the country’s total power, yet this amount is
insufficient to fulfil the country’s demand [1]. The mining of
coal, on the other hand, is seeing a decline as a direct result
of the depletion of coal deposits. Therefore, the generating
unit that is based on renewable energy sources, exactly fits
the demand that is presented at this time. In addition, the
development of power electronics technology helps to
encourage the extraction of energy from renewable sources.
The most rapidly developing renewable sources are solar
wind and hydropower [2]. In addition to this, they have a
significant potential to either serve as substitute for expansion
of grid or as a compliment to the power that is delivered by
grid.  Solar energy as a sort of alternative source is being
looked at as a potential solution to meet the need for energy
brought on by growing population [3]. The solar
photovoltaics (PV) technology has been an essential

component in the process of incorporating solar energy into
the national electrical grid. Large solar PV power facilities
are now being incorporated into the existing electrical
system. Its advantages include of not producing gaseous
emissions, not requiring any operating costs, requiring
minimal maintenance and requiring just a one-time
investment. As a result of developments in semiconductor
technology, the efficiency of solar PV arrays (SPVA) has
grown by as much as 20 % [4].
In the course of last several years, number of studies for the
SPVA power conversion units (PCUs) have been defined in
shape of single stage and double stage configurations [5,6].
In a standard grid connected two stage SPVA PCUs, a single
phase or three phase active bridge rectifier is often cascaded
with a boost DC-DC converter in order to guarantee efficient
power delivery between the SPVA and the grid. In particular,
the boost DC-DC converter of SPVA adheres to the system’s 

maximum power point (MPP). This raises the SPVA’s 

voltage to DC link and the frontend active bridge rectifier
sends the power out to the grid. Even though these systems
have great performance characteristics in the case of high
voltage SPVA, the total conversion efficiency of these
systems is considerably reduced, when used to low voltage
SPVA, as the conventional boost DC-DC converter has a
limited potential for gain, and because of this, their operating
qualities suffer when used in high-boosting applications [7].
Therefore, such PCUs are usually preferred for large PV
farms and remain less suitable for low voltage roof top solar
PV installations.
Therefore, transformer-based solar PV PCUs, such as the one
depicted in Fig. 1, are quite common in residential roof-top
solar PV installations. In this scenario, the solar PV PCUs
either employ high frequency transformer based isolated
boost DC-DC stage at the grid side (refer to Fig.1 (b)) or low
frequency transformers PCUs (refer to Fig.1 (a)) [8]. In these
kinds of systems, the transformers are largely responsible for
maintaining the isolation characteristics and ensuring the
necessary voltage gain between the grid and the low voltage
SPVA.
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Fig. 1. Conventional Solar PV PCUs with (a) Low Frequency, and (b) High
Frequency Transformer Based Structures.
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Notably, the transformers increase the PCU's weight, size,
cost, and conversion losses. High frequency transformers are
lighter and smaller than low frequency transformers, but they
need delicate and accurate design to reduce electrical stress
on semiconductor components and maintain conversion
efficiency across a broad range of operating conditions.
Recently, many transformerless solar PV PCUs have been
studied in [9][10]. The transformerless solar PV PCUs may
be implemented in single or double stage topologies, much as
transformer-based PCUs methods. The large number of
switching devices and the related control complexity are the
primary problems of single-stage approaches to architectural
design. This is despite the fact that single-stage approaches
integrate fewer component counts. Therefore, two stage solar
PV PCU with transformerless power architecture (refer to
Fig. 2) is investigated in this study because such structure
seems helpful from the perspectives of simplicity, cost
effectiveness, compactness, and efficiency.
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Fig. 2 Block Diagram of Presented Solar PV Bidirectional PCU with Battery
Energy Storage
In view of this, a battery energy supported transformerless
grid interfaced solar PV PCU with bidirectional power flow
capability, is presented in this work for residential roof top
solar PV installation. In the presented PCU, a full bridge
active bridge rectifier is employed at the front-end to
interface PCU with grid and home loads. Further, an extended
gain bidirectional DC-DC converter with transformerless
high gain characteristics, is employed at the back end of the
PCU, to maintain desired voltage gain between low voltage
sources [11] (i.e., solar PV arrays and BES) and high voltage
sink (i.e., front end inverter’s DC link, CDC) while ensuring
effective power transfer between solar PV arrays or BES to
grid or home loads. In order to utilize solar PV power
maximally, the maximum power point of the solar PV array
is tracked through a boost DC-DC converter and the
generated power is fed to the BES. Whereas, the BES takes
care the power imbalance within the entire PCU and decides
its operating mode (i.e., charging or discharging mode)
accordingly. In summary, the functionality of the
transformerless SPVA bidirectional PCU with battery storage
is studied using MATLAB Simulink and important findings
are presented for the purpose of performance justification.

II. SYSTEM DESCRIPTION AND OPERATING MODES

This section deals with the presented PCU description and
high gain DC-DC converter’s operating modes.

A. Presented Transformerless Solar PV Bidirectional PCU
with BES

Fig. 3 depicts the presented transformerless solar PV PCU
with BES support. As shown, the PV array is connected to
the BES through a boost converter and delivers its maximum
power to the BES irrespective to the grid or home load
demand. Whereas, the low voltage BES is connected to the

inverter’s high voltage DC link through an enhanced gain
bidirectional boost DC-DC converter. The presented high
gain DC-DC converter employs two inductors (L1 and L2) in
continuous current mode condition, and thus ensure
minimum current ripple at battery end. Notably, the extended
gain DC-DC converter maintains DC link voltage at desired
level, whereas, the inverter converts DC power into AC
power to further fulfill the home load and grid demands.
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Fig. 3 Power Schematic of Presented Solar PV Bidirectional PCU with BES
System

B. Operating Principle of High Gain DC-DC Converter

Since, the working concept of conventional boost DC-DC
converter and single-phase inverter has been well
documented in the literature, only the operational principle of
high gain DC-DC converter during both step-up and step-
down modes, is analyzed in this section. Since both the
inductors are set to continuous conduction mode, the given
DC-DC converter switches between two distinct modes of
operation, i.e., Mode I and Mode II, in each step-up and step-
down cases.

I. Step-Up Mode

Mode – I (0 < t ≤ DTs) – In this mode, when gate pulse to
switch (Sa and Sb) is set high it is turned ON. During this
switch (Sc and Sd) remains in off state, Fig. 4(a) depicts path
for current during this mode of operation. The inductors L1

and L2 charge energy from input whereas capacitor C
discharges. The inductor voltages during this mode, are given
as,

1L B CV V V= + (1)

2L BV V= (2)

Mode – II (DTs < t ≤ Ts) – In this mode of operation, gate
pulses to Sc and Sd, are terminated and pulse to switches (Sa

and Sb) is set high. Fig. 4(b) shows current path during this
mode of operation. The inductors (L1 and L2) discharge the
stored energy whereas capacitor C charges from input. The
voltage across the inductor during this mode is given by:

1L L DCV V V= −

(3)

2L B CV V V= − (4)

Thus, the voltage transfer function of the presented high gain
DC-DC converter for step up mode, is computed from (1)-
(4), and given as follows,

21 (1 )DC BV V D= − (5) 

II. Step-Down Mode

Mode – I (0 < t ≤ DTs) – In this mode, when gate pulse to
switch (Sc and Sd) is set high and it is turned ON. During this
switches (Sa and Sb) remain in off state. Fig. 5(a) depicts path



for current during this mode of operation. The inductors L1

and L2 store the energy from input whereas capacitor C
discharges as shown in Fig. 6.

1L DC BV V V= − (6) 

2L C BV V V= − (7)
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Fig. 4. Modes of Operation for Enhanced Gain DC-DC Converter – Step-
Up Mode.
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Fig. 5. Modes of Operation for Enhanced Gain DC-DC Converter – Step-
Down Mode.

Mode – II (DTs < t ≤ Ts) – In this mode switches (Sa and Sb)
are turned ON and switches (Sc and Sd) are turned off. The
current-flow path is shown in Fig. 5(b). The inductors L1 and
L2 discharge the stored energy whereas capacitor C charges
from input supply.

1L B CV V V= − − (8)

2L BV V= − (9)

Therefore, the transfer function of the high gain DC-DC
converter during step-down mode is computed from (6)-(9),
and given as,

2
B DCV V D= (10)

Based on the derived voltage transfer functions under both
step-up and step-down modes, the operating duty ratios of the
switches are calculated and the correspondingly the design of
passive components of the high gain DC-DC converter are
carried out.

Mode I Mode II
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t

t

t
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Fig. 6. Waveform across various components.

III.DESIGN OF PCU

The design of the presented PCU’s individual components is
carried out in such a way to guarantee proper functioning of
each component while operating under various favorable and
unfavorable operating environment. The design
specifications of the PCU and the designing of each
component, are depicted in Table I and Table II, respectively.

TABLE I– DESIGN SPECIFICATIONS 

Parameters Value 

Grid Voltage (Range) 220 V, 50 Hz (160 V -265 V)
DC Link Voltage (VDC) 380 V
BES Voltage (VB) 48 V
Battery Capacity 50 Ah
Solar PV Open Circuit Voltage (VOC) 36.6 V
Solar PV Short Circuit Current (ISC) 39.85 A
Solar PV MPP Voltage (VMPP) 29.3 V
Solar PV MPP Current (IMPP) 37.35 A
Solar PV MPP Power (PMPP) 1.1 kW
Boost and High Gain DC-DC
Converter Switching Frequency

20 kHz

Percentage Ripple in iL,, iL1 & iL2 (δ1) 10%
Percentage Ripple in VDC (δ4) 4%
Percentage Ripple in C (δ3) 25%

TABLE II– DESIGNING OF PCU

Parameter 
Design 

Equation 
Calculated Value 

Selected 

Value 

Duty Cycle
(Step-Up) 2(1 )

B
DC

V
V

D
=

−

48
1 0.6445

380
D = − = 0.6445

Boost Duty
Cycle 1

PV
B

V
V

d
=

−

48 29
0.3958

48
d

−
= = 0.3958

Inductor (L1) 1
1

(2 )B

B s

V D D
L

I f

 −
=

 

48 0.6445(2 0.6445)
0.99

0.1 20.8 20000
mH

 −
=

 
2 mH

Inductor (L2) 2
1

L

B s

V D
L

I f


=

 

48 0.6445
0.73

0.1 20.8 20000
mH


=

 
2 mH



Boost
Inductor (L) 1

PV

PV

V d
L

I fs


=

 

29 0.3958
0.15

0.1 34.4 20000
mH


=

 
0.2 mH

Capacitor (C)
3

L

DC s

D I
C

V f


=

 

0.6445 20.8
7

0.25 380 20000
F


=

 
8 μF

DC Link
Capacitor

2
3

P

4
rated

DC
line DC

C
f V 

=
    2

1000
0.27

4 50 0.04 380
mF


=

 
0.4 mF

IV.CONTROL OF PRESENTED SOLAR PV BIDIRECTIONAL

PCU WITH BES SUPPORT

The overall control of the presented PCU is given into three
segments, i.e., front end inverter’s control, high gain DC-DC
converter’s control, and MPP control of boost converter. Fig.
7 shows block diagram with controlling factor for the given
PCU

}

MPPT Control

Inverter
Grid

+
-

LS

+

-
Boost

Converter
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DC-DC
ConverterCB

+

-

Home 
Load

CDC
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IPV

Control

}

VDC

IBAT

}

vs

is

CPV

Fig. 7. Block Diagram of PV system connected to grid with battery storage.

A. Front End Inverter’s Control

As per the need of grid or in order to meet the grid demand,
the front end inverter of the presented PCU is controlled in
such a manner to feed a constant amount of active and
reactive power to/from the grid. The desired active and
reactive power support are set, and based on that, the
amplitude of active and reactive power components of
reference supply currents, i.e., Isrpeak_P and Isrpeak_Q, are
obtained as follows.

_ 2srpeak P tI P V= (11)

_ 2srpeak Q tI Q V= (12)

Where, Vt is the amplitude of supply voltage, vs. A positive
value of P refers that the power is supplied by the grid
whereas, its negative value demonstrates that the power is
being fed to the grid. Further, Isrpeak_P and Isrpeak_Q are
multiplied with respective in phase (uα) and quadrature phase
(uβ) supply voltage unit templates, to get the reference supply
current (isr) as follows.

2 2
tV v v = + , tu v V = , tu v V = (13)

( )s srpeak _Qi t I u =  , ( )s srpeak _ Pi t I u =  (14)

( ) ( ) ( )sr s si t i t i t = + (15)

Finally, the generated reference supply current (isr) is then
differentiated with sensed supply current (igrid) and the error
is fed to the hysteresis controller to generate the required
driving pulses for the inverter switches (S1-S4).
In order to ensure distortion free supply voltage unit
templates even under supply voltage abnormalities, a
cascaded modified SOGI is realized in this work, as shown in
Fig. 8. In the cascaded modified SOGI, the conventional
SOGI structure is cascaded with a modified SOGI structure
(as depicted in Fig. 8) to drive high-quality in-phase (vα) and
quadrature-phase (vβ) components of vs, even during the
harmonic distortions and DC offset condition given in.[12].

Consequently, the presented PCU draw/supply distortion free
current to the grid even under distorted grid conditions.
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 v α 
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S-1
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ω

+- X
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Fig. 8. Cascaded Modified Second Order Generalized Integrator

B. MPPT Control of Boost Converter
There are several methods for maximum power point
tracking (MPPT), which are well documented in the
literature. This group of methods includes perturb and
observe i.e.(P&O) [13], adaptive P&O, incremental
conductance and the gauss newton methodology, among
others. As it can be seen in Fig. 9, the P&O method is taken
into consideration since it guarantees efficient monitoring
while also being simple, requiring little computation and
being straight forward to apply.

C. High Gain DC-DC Converter Control
In order to regulate DC link voltage at desired level, the
control of high gain DC-DC converter is carried out through
dual loop control strategy, as given in Fig. 10. In this, the
predefined value of DC link voltage, i.e., Vdc* is
differentiated with sensed DC link voltage (VDC), and the net
difference is fed to a voltage PI controller. The controller
looks after the error and corrects it by adjusting the BES
current. Thus, the output of voltage controller provides the
reference value of BES current (Ibat

*), which is fed with actual
BES current ibat, and, the error is fed to the current PI
controller, which generates the required duty ratio for the
high gain converter switches. The obtained duty ration is then
fed to pulse modulator block to generate the desired driving
signals for the switches (Sa, Sb, Sc, and Sd).

Inputs: VPV(k), IPV(k)

 VPV = VPV(k)-VPV(k-1)
 PPV = PPV(k)- PPV(k-1)

D(k)=D(k-1)+
 D

Return

No

No

No

P(k)=VPV(k)*IPv(k)

Yes

Yes

Yes  PPV=0

 PPV >0

 VPV >0 No Yes VPV >0

D(k)=D(k-1)-
 D

D(k)=D(k-1)-
 D

D(k)=D(k-1)+
 D

Update D(k-1)=D(k) ,VPV(k-1)=VPV(k), IPV(k-1)=IPV(k)
Output = D(k-1)

Fig. 9. Flowchart of P&O Approach 
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Fig. 10. Enhanced High Gain Converter Control. 



V.RESULTS AND DISCUSSION

Performance of presented transformerless solar PV PCU is
analyzed through MATLAB Simulink under steady state as
well as dynamic conditions, and the results are given in Figs.
11-12. A nominal grid voltage of 220 V, 50 Hz is considered
during steady state analysis. Referring to Fig 11(a), under
steady state operating condition with solar irradiance of 1000
W/m2, the solar PV operates at MPP and feeds rated power
of nearly 1.1 kW at BES end. In this scenario, the DC link
voltage (VDC) remains controlled at 380 V and the inverter
delivers demanded power to the grid (P=1000 W, Q=0) at
unity power factor, and simultaneously supply power to
home loads. As the collective power demand at grid side is
higher than PV power, the BES operates in discharging mode
and delivers the remaining power to the grid, as shown in Fig.
11(a). Fig. 11(b) depicts the voltage stress across the
semiconductor devices of high gain DC-DC converter. It is
notable to observe that switches (Sa – Sd) in the presented
enhanced high voltage gain converter are subjected to much
less voltage stress than in an isolated DC-DC converter. The
maximum stress appearing across switch (Sd) is around 500
V, while that of switch (Sa) and (Sb and Sc) is 400 V and 150
V, respectively. Referring to Fig. 11(c). the continuous
conduction mode is maintained by inductors (L1 and L2)
which complies as per design parameters, resulting in lower
ripples at the BES end. Moreover, the voltage across the
capacitive components, is found as per design expectation.
Hence, the operation of the described transformerless grid
connected solar PV PCU with BES support, is found
satisfactory under steady state condition.

The presented PCU’s robustness is observed under
dynamic conditions, such as supply voltage distortion,
variation in solar irradiance, and change in active and reactive
power demands. Under dynamic condition, the performance
of presented PCU under solar irradiance variation from 700
W/m2 to 1000 W/m2 is recorded and shown in Fig. 12(a). In
this case, as the power supplied from the solar PV array is
increased, the power delivered from the BES gets reduced to
ensure required power delivery to the grid and home loads.
Notably, the enhanced high voltage gain bidirectional
converter keeps VDC at 380 V with no overshoot or

undershoot. Moreover, the boost converter accurately
follows the change in irradiance command, with the P&O
MPPT algorithm's precise irradiance tracking. Additionally,
the robustness of presented PCU against supply voltage
distortion is tested and results are presented in Fig. 12(b). The
cascaded SOGI ensures the least distortion of gird current.
The PCU’s bidirectional capability is ensured by drawing
active power from grid (as refer. Fig. 12(c).), during this, the
PV power and grid power are fed to the BES after fulfilling
the home load demands. Further, the reactive power support
capability of the presented PCU is also tested and given in
Fig. 12(d).

VI.CONCLUSION

In this work a transformerless solar PV bidirectional power
conversion unit with battery energy storage support has been
presented for residential buildings’ roof top applications. A
simple, compact, and reliable solar PV bidirectional PCU has
been realized without employing low frequency or high
frequency transformers. In order to realize effective power
transfer between low voltage energy sources (solar PV and
BES) and high voltage grid while maintaining desired
transformerless voltage gain characteristics between both, a
high gain bidirectional DC-DC converter has been employed.
The presented transformerless PCU has been designed,
analyzed and its performance has been comprehensively
verified through MATLAB Simulink and the relevant results
have been presented for performance validation.
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Abstract—Current sensing and its measurement feedback are
essential for the implementation of current-mode controllers
(CMC) for dc-dc converters. For digital implementation of such
controllers, the sensed current output need to be sampled using
an analog-to-digital converter (ADC) to serve as the controller
closed loop feedback. Hence, the performance of the controller
depends upon both the sensing method and also on characteristics
of the ADC used. The sampling rate of the ADC plays an
important role in the performance of the controller. With increase
in dc-dc converter operating frequency, finding an ADC with
an adequate sampling rate and reasonable price is a challenge.
Current estimation is one such method that can avoid dependency
on current sensors and expensive ADCs. This work presents
the design aspects of an inductor current estimator for a dc-
dc converter. The inductor current estimation depends on the
physical properties of the inductor. Using a state-machine-based
approach, the development of the current estimator is proposed
and its FPGA-based implementation aspects are elaborated. The
proposed estimator is tested using a laboratory prototype of a
boost converter with current-mode control.

Index Terms—Current Estimation, Current Sensing, Digital
Control.

I. INTRODUCTION

DC-DC power electronic converters are extensively used in
electrical and electronic appliances for output voltage or cur-
rent regulation [1]. Typical examples of use of dc-dc converters
are battery chargers, switched mode power supply (SMPS),
voltage regulators, solar-panel interfaced converters, etc. The
control for each of the different applications must ensure that
the voltage be regulated, and current controlled so that it does
not exceed a certain limit, thereby not causing damage to the
components used [2]. Current-mode control enables control of
currents within the converter and many applications utilize a
two-loop structure using an outer-voltage and an inner current
loop [3]. The current mode control within dc-dc converters
use inductor current inputs for control action. Digital control
systems are often used for implementation of control systems
for dc-dc converters. These digital controllers are robust, fast,
accurate, and can easily implement complex control algorithms
[4]. Typical platforms for realization of these digital controllers
are microcontroller or field programmable gate arrays (FP-
GAs).

For a given microcontroller, the instruction set architecture
(ISA) is fixed, and hence, the control algorithm needs to be
implemented using this fixed ISA only. However, FPGA is
a generic programmable hardware platform; complex control

algorithms can be implemented directly in the hardware rather
than software running on a microcontroller.

The inductor current feedback is an important input for digi-
tal current-mode controlled dc-dc converters. The performance
of these controllers depend upon the quality of this feedback
signal, which are related to the current sensing method used
and the analog-to-digital converter (ADC) output. When the
dc-dc converter is operated with higher switching frequencies,
the sampling rate of the ADC should also be increased. In
general, these ADCs with higher sampling rate are expensive.
Hence, to avoid the dependency upon both current sensor
and ADC with high sampling rate, inductor current can be
estimated and the estimated signal can be used for digital
current mode control of dc-dc converters.

In order to obtain an estimate of current, the digital platform
used must be able to perform computations at a near-real-time
rate with reasonable accuracy. This requires proper selection
of the controller hardware with high clock rates. A successful
implementation of this method would remove the requirement
of having a dedicated high bandwidth current sensor and fast
ADC, making the design compact with reduced cost.

Different methods for current estimation have been pro-
posed in literature. In [5], a current sensor using FPGA pro-
grammed Sigma-Delta modulator has been introduced where
the average current of the inductor has been estimated without
using high-speed ADCs. A major drawback of this approach
is that it is unable to estimate the high-frequency inductor
current ripple and two comparators are required. In [6], an
analog implementation of synthetic ripple modulator has been
used to estimate both the average and ripple content of
inductor current using voltage dynamics of the converter. The
estimation of inductor current, both average and ripple content
has been proposed using the PWM signals inside the digital
controller in [7]. In this approach, it has been assumed that
the pulse-width-modulation signal dynamics match with the
switch node signal dynamics and the delay in the switches
is ignored. Besides, using this approach, estimation of cur-
rent during discontinuous mode of operation (DCM) is not
possible. Reference [8] proposes a charge-balance method to
estimate the inductor current. This approach can be used to
estimate average inductor current during DCM conditions.
But the implementation requires a digital filter with involved
mathematical operations which limits its application range.

The main contributions of this paper are as follows:
• To eliminate the requirement of fast ADC for current-
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Fig. 1: Peak current mode control (a) with slow ADC. (b) with fast
ADC.

mode control using digital controller.
• To propose a state machine-based approach to estimate

high-frequency inductor current for dc-dc converters.
• Validation of current mode control for dc-dc converter

with the estimated current.

II. MOTIVATION

The sampling rate of an ADC and specifications of the
current sensor play an essential role in regulating the voltage
and controlling the current in the current-mode control of dc-
dc converters. This sampling rate should be high enough to ac-
quire current feedback information with acceptable accuracy.
Peak current mode control requires the detection of the peak
value of inductor current for control actions to be initiated.
In order to detect the peak of the inductor current properly,
the sampling rate of the ADC should be adequate; else, the
peak of the inductor current might be missed, as illustrated
using Fig. 1. The use of a slower ADC may result in incorrect
detection of the instance of the peak value of current. As an
example, if we consider the switching frequency of the con-
verter is fs and the sampling frequency of the ADC is fADC ,
in one cycle, there will be fADC

fs
number of samples of the

inductor current. Therefore, the performance of CMC will be
better if the value of the number of samples per cycle is high.
Fig. 1(a) shows an example where the value of fADC

fs
is 10. It

is evident that due to the less number of samples, sometimes
the inductor current is crossing the maximum reference current
limit resulting in a fluctuation of the duty cycle which affects
the voltage regulation. In Fig. 1(b), the value of fADC

fs
is 100.

Due to the increased value of samples, the control circuit can
track the maximum current limit smoothly, which results in a
uniform duty ratio and better voltage regulation.

There exists another approach where the dependency on
the faster ADC can be eliminated. Here, the current reference
signal generated from the digital voltage controller is fed to
a digital-to-analog converter (DAC) to generate an equivalent
analog current reference signal that is compared subsequently
with the current sense signal using a comparator as shown
in Fig. 2. The output generated from the comparator can
be fed to the digital/ analog current controller to get the
switching pulses, denoted by SQ, which turns on/off MOSFET
Q that controls the current through the inductor. This approach
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L RSENSE

Q

D

C Lo
adAmp

SQ

vref

ISENSE

vout

IREF
DAC

Current Controller

SQ

Comparator

Digital/ 
Analog

Fig. 2: Mixed-mode control scheme for digital current-mode control
of dc-dc converter

requires use of both analog and digital control circuits for im-
plementation. The proposed approach can be implemented on a
single platform without intermediate digital-analog conversion.

The use of a current sensor may require the circuit to
be broken to incorporate the sensor. For instance, if there
are more than one inductor, and each inductor requires a
sensor, the circuit must be broken that many times equal to
the number of sensors. Therefore, rather than depending on
the quality of the ADC and breaking the circuit to add the
current sensors, inductor current estimation is an alternate and
viable approach. This work explores the possibility of inductor
current estimation on a single digital platform without high
frequency current sensing. The estimated current is used as a
current feedback signal for closed-loop control.

III. PRINCIPLE OF INDUCTOR CURRENT ESTIMATION

In a dc-dc converter, in order to estimate inductor current,
the voltage across the inductor should be known for a complete
cycle. The transfer function relating inductor voltage to its
current is given in (1).

iL
vL

=
1

sL+ rL
(1)

where iL is the inductor current, vL is the inductor voltage,
L is the inductance of the inductor and rL is the inductor
equivalent series resistance. If both the inductor parameters
are known, then the inductor current can be estimated using
its terminal voltage measurements. These terminal voltages
can be sensed directly with a voltage sensor or by introducing
some other extra components in the circuit. The equation of
current estimation can be presented as (2) considering a boost
converter shown in Fig. 3.

vL = vin − (1− d)vout (2)

Where vin, vout and d is the input and output voltage of the
converter and switch duty ratio state (0 or 1), respectively.

One of the inductor terminal voltages is a voltage-stiff node,
and this voltage can be sensed without breaking the circuit.
The switching node requires a fast ADC for exact voltage
measurement. Fig. 3 shows the proposed scheme, where a
comparator is added as an extra component in the circuit to
evaluate the voltage magnitude at the switch node terminal of
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the inductor. The threshold of the comparator can be set using
a potentiometer, which should be appropriately set to get “0”
and “1” as output signals when the MOSFET Q is ON and
OFF, respectively.

The output of the comparator, denoted by c, and the input
and output voltages are used to get the inductor voltage, vL.
Once vL is known, since all the other inductor parameters such
as L and rL are also known, inductor current can be estimated.

IV. CURRENT ESTIMATOR PARAMETERS

In order to estimate the inductor current, the voltage across
the inductor for a full switching cycle is required along with
the precise values of the inductor parameters. To determine the
gain of sensor, it is essential to assign the parameters of the
system plant model as accurately as possible. Furthermore,
the effect of noise in switch node also plays an important
role while estimating the inductor current. Due to noise in the
switch node signal, there are chances of false triggering of the
switches which leads to wrong estimation of inductor current
and due to this the stability of the whole closed loop system
will be hampered. The effects of system parameter mismatch
on current estimator is discussed in this section.

A. Effect of Inductor Equivalence Series Resistance (ESR).

For the boost converter shown in Fig. 3, the average current
of the inductor depends on the value of inductor resistance
during steady state operation as (3).

iL.rL = vin − vsn

iL =
vin − vsn

rL
(3)

Hence, there would be a dc offset in the value of the estimated
inductor current due to a mismatch in inductor equivalent
series resistance. In such cases, due to the digital mode of im-
plementation, the estimated value of current may get saturated
resulting in the current limit either at upper or lower bounds.
More specifically, if the value of the resistance considered
for estimation is less than the actual resistance, then the DC
offset current is higher than the actual current. Similarly, if the
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Fig. 4: Variation of estimated current with (a) inductor ESR; (b)
inductor inductance.

value of the resistance considered for estimation is more than
the actual resistance, then the DC offset current is lower than
the actual current. The effect of mismatch in ESR is shown in
Fig. 4 (a).

B. Effect of Inductor inductance

For a dc-dc converter, the peak-to-peak ripple current of the
inductor depends on the value of inductance as given in (4).

diL
dt

=
vL
L

(4)

In current-mode control, either the peak value of the inductor
current or its ripple is controlled. Hence, if a wrong value
of the inductor inductance is considered, it might result in a
higher peak value of the estimated current compared to the
actual current. This may lead to control challenges such as
improper switching of MOSFET Q, and the inductor current
is not properly controlled; the very purpose of current-mode
control is not fulfilled. The above explanation is also true for
hysteresis current control. If the inductance value considered
is less than the actual value, the peak-to-peak ripple of
the inductor current will be higher than the actual peak to
peak inductor current. Similarly, if the considered value of
the inductor inductance is higher than the actual value, the
estimated current will have a lower ripple than the actual
current which will also affect the performance of the converter.
The effect of inductance parameter on current estimation is
illustrated in Fig. 4 (b).

V. IMPLEMENTATION OF CURRENT ESTIMATOR

The current estimator requires the values of terminal volt-
ages across each of the inductors. If the terminal voltage is
a voltage stiff node, the same is obtained using a voltage
sensor. In case of a switching node, the output of a single-
bit comparator is used to obtain this voltage information. In
a digital implementation, the inductor current is estimated
using a discrete domain transfer function of the transfer
characteristics shown in (1). For verification of the proposed
concept, the step-up dc-dc boost converter is considered as
the laboratory test-bed. From the average-model [9] of the
boost converter, the inductor voltage dynamics can be derived,
as given in (5). The output of the comparator is related to
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the actual switch node voltage using the scale factor: output
voltage magnitude vout.

L
diL
dt

+ iLrL = vin − c · vout

L
diL
dt

+ iLrL = vin − vsn

(5)

where, c · vout = vsn, the switch node voltage of the boost
converter.

The transfer function for voltage to current conversion given
by (1) can be rewritten as (6) in the context of boost converter
topology.

iL(s)

vin (s)− vsn(s)
=

1

sL+ rL
(6)

where vL(s) = vin(s) − vsn(s). Therefore, by using vin and
vsn, inductor voltage vL can be calculated. In this implemen-
tation, both the input and output voltages are sensed using
ADCs present on the Artix 7 Basys 3 FPGA kit. This Basys 3
board has in-built 12-bit ADC, which has a sampling rate of
1 MSPS (Mega Sample Per Second). It has a provision for
channel averaging for 16, 64, and 256 samples. The sampling
rate of the ADC will get divided based on the number of
channels used. The ADC input has a range between 0 to 1 V
dc, hence the resolution of the analog input is 0.244mV .

The transfer function characteristics for inductor estimation
is converted into a discrete domain using Tustin- method [10]
as shown in (7).

iL est[n]

vL [n]
=

1
2
Ts

z−1
z+1L+ rL

iL est[n]

vL [n]
=

Ts(z + 1)

2(z − 1)L+ rL (z + 1)Ts
(7)

The discrete equation, represented in (8) takes the form of an
IIR filter, the structure of which is shown in Fig. 5.

iL est[n] =

B0︷ ︸︸ ︷
Ts

2L+ rLTs
· vL [n]︸ ︷︷ ︸

A0

+
Ts

2L+ rLTs
· vL [n− 1]︸ ︷︷ ︸

A1

+
2L− rLTs
2L+ rLTs

· iL est [n− 1]︸ ︷︷ ︸
A2

(8)
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Fig. 6: State Diagram of the sequence of operations.

A. State machine based approach of current estimation

In order to implement the discrete expression for current
estimation, a state-machine based approach has been followed
for digital implementation. Fig. 6 shows the distinct states
of the circuit used for representing the IIR filter for current
estimation. The digital controller performs a sequence of
steps in chronological order. The different sequence of steps
involved in the computation process are illustrated below.

Step 1: Computation of inductor voltage vL[n] for the
current cycle using sensed values of input voltage vin, and
output voltage vout, and computed value of switch node
voltage vsn.

Step 2: All the multiplication operations in Eq. (8) are
performed. This results in a calculation of terms A0, A1, and
A2. It is to be noted that, in the calculation of A0, the current
cycle value of vL[n] is used, whereas in the calculation of A1

delayed value of inductor voltage, vL[n−1] is used. Similarly,
in the calculation of A2, the delayed value of the inductor
estimated current, iL est[n− 1] is used.

Step 3: A0 and A1 are added to get the intermediate sum,
denoted by B0, see Eq. (8) and Fig. 5.

Step 4: iL est[n] is estimated, by adding B0 with A2,
see Eq. (8) and Fig. 5.

Step 5: Inductor voltage vL(n) and inductor current
iL est[n] are delayed to get vL[n − 1], iL est[n − 1] which
will be used in the next iteration of estimating the inductor
current.

In Fig. 6, each step or state will take a clock cycle to
complete the operation; therefore, the total time required to
complete one cycle of current estimation has to be taken
into consideration while deciding the clock frequency of the
controller.

VI. HARDWARE VERIFICATION OF CURRENT ESTIMATION.

The proposed current estimator method has been validated
using a laboratory boost converter test bed. Fig. 7 shows
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the schematic diagram of the complete system under exper-
imentation. For the proposed experiments, an inductor having
inductance of 100 µH with equivalent series resistance of
0.2 Ω is used. The input to the converter is 7.5 V and the
output voltage is varied from 10 V - 15 V. The current
estimation technique is verified with a wide variation of
switching frequency from 10 kHz to 50 kHz. The input and
output voltages are stepped-down in the ratio 1:21 using a
resistive divider arrangement.

The current estimation technique is verified in open-loop
condition with the input voltage of 7.5 V and with a switching
frequency of 10 kHz. Fig. 8 (a) shows the actual current (iL)
and the estimated current (iL est) with 31% duty ratio, and Fig.
8. (b) with 56% duty ratio. In order to display estimated value
of inductor current iL est on a digital storage oscilloscope, a
8-bit DAC (PMOD DA1 (0-3.3V)) is used, The estimated 13-
bit current iL est[12 : 0] is sliced from 10th bit to 3rd bit (i.e.,
iL est[9:2]) and then fed to the DAC.

A. Influence of System Parameter on Current Estimation

Fig. 9 (a) shows the estimated inductor current with the
proper value of ESR (rL) and inductance (L). Fig. 9 (b) shows
the estimated inductor current with rL and L values taken 2
times higher than the actual value, and Fig. 9 (c) shows the
transition of the estimated current with the wrong value of the
parameters (rL and L) to proper value of the parameters. The
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Fig. 9: Estimated inductor current (a) with accurate L and rL value,
(b) with high L and rL value, and (c) transition form wrong to right
parameter values.
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Fig. 10: Estimated inductor current (a) with accurate L and rL value,
(b) with low L and rL value, and (c) transition form wrong to right
parameter values.

corresponding coefficients (a0 and b0) are also shown in the
figures.

Fig. 10 (a). shows the estimated inductor current with the
proper value of ESR (rL) and inductance (L). Fig. 10 (b)
shows the estimated inductor current with rL and L values
taken 2 times lower than the actual value, and Fig. 10 (c)
shows the transition of the estimated current with the wrong
value of the parameters (rL and L) to the proper value of
the parameters. The corresponding coefficients (a0 and b0) to
implement the IIR filter for current estimation are also shown
in the figures. A multiplexer (MUX) has been used to switch
between different values of inductor parameters, MUX En
is used to change the value of the inductor parameters from
the wrong value to the proper value. The practical validation
of the estimated current with wrong parameters justifies the
fact that if the higher value of rL and L is considered the
DC offset and the peak-to-peak ripple of the estimated current
become less compared to the value of the estimated current
considering the proper value of the parameters. The same is
also verified with a lower value of rL and L.

B. Hardware verification of closed loop control with estimated
inductor current.

Using small signal analysis [9], for current mode control
the plant transfer function is defined by Eq. (9).

v̂c (s)

îc (s)

∣∣∣∣∣
v̂in(s)=0

= Gplant (s) = (1−D)
R

2

[
1− sL

(1−D)2R

]
(
1 + sCR

2

)
(9)

From this plant model, the controller is designed and the
controller transfer function in continuous domain is given by
(10).
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state machine method.

Gcontroller =

(
Kp +

Ki

s

)
(10)

The discrete relation for implementation of controller trans-
fer function is given by relations (11)-(14).

Gcontroller = Kp +
Ki

2
Ts

z−1
z+1

(11)

now,
Iref [n]

Err[n]
= Kp +

Ki(Ts(z + 1))

2(z − 1)

where,
Err [n] = vref [n]− vout [n] (12)

Simplifying this equation will results in,

Iref [n] = Iref [n− 1] +K1Err [n] +K2Err[n− 1] (13)

where,

K1 = Kp +
KiTS
2

; K2 =
KiTS
2

−Kp (14)

Verification of peak current mode control for a boost con-
verter using estimated current has been shown in Fig. 12.
The converter input voltage is 7.5 V dc while the output
reference is varied from 12 to 14 V dc. For the converter,
a filter capacitor of 100µF and an inductor of 100µH has
been used. The PWM clock is set at 50 kHz. The closed loop
PI- controller has parameters: KP = 1.102 and KI = 1101.75.
Fig. 11 shows the bode plots for the determination of closed
loop controller transfer functions. The bandwidth of the overall

system is 1kHz with a settling time of 0.63 ms (2% error from
steady state value). The current estimator circuit is operated
at 2 MHz to ensure 40 samples per cycle. The coefficients of
the controller are, K1 = 1.113 and K2 = −1.091 whereas the
coefficients of the current estimator are a0 = a1 = 0.00497
and b0 = 0.998. The step change response of the converter for
a reference change from 12 V to 14 V is shown in Fig. 12 (a)
and the step change in load from 30 Ω to 20 Ω is shown in
Fig. 12 (b).

VII. CONCLUSION

This work proposes a state machine based approach for a
digital current estimator for dc-dc converters. This estimator
used terminal voltage measurements in order to obtain current
profile of the inductors. The proposed theory has been veri-
fied on a current-mode controlled boost dc-dc converters to
evaluate its effectiveness.
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Abstract—Transformerless inverters are now receiving in-
creased attention in grid-connected solar photovoltaic (PV) sys-
tems due to requirements for high power density, efficiency,
reliability, and affordability. However, the fluctuation of common-
mode voltage between the PV neutral and grid results in leakage
current being produced through the stray capacitance between
the PV array and the ground. Furthermore, the transformerless
inverters experience dc current injection and safety issues, and
are prone to system degradation due to a lack of galvanic
isolation between the inverter and the grid. This paper aims
to provide a comparative analysis of the leakage current miti-
gation/elimination methods with a focus on proactive measures
in the form of inverter topology modifications and/or modulation
techniques in transformerless PV systems. The leakage current of
each inverter topology is assessed holistically through simulation
studies in MATLAB/Simulink software. Finally, the merits and
demerits of each transformerless inverter topology with the
developed modulation scheme are summarized.

Index Terms—Common-mode voltage (CMV), leakage current,
photovoltaic systems, pulse width modulated (PWM) inverters.

I. INTRODUCTION

Recently, the research on solar photovoltaic (SPV) energy
has gained popularity owing to their free availability, envi-
ronment friendly, and inexhaustible [1], [2]. The SPV systems
are now more economical for both utility-scale and distributed
power-generation applications due to government incentives,
advancements in semiconductor technology, power electronic
systems, digital controllers, and dropping prices of the SPV
modules [3]. According to the International Energy Agency
(IEA), there is at least 971 GW of installed SPV energy
systems globally, with 183 GW of those installations are
occurred in 2021 [4]. The cost of SPV systems has decreased
by 59% over the last decade due to cutting-edge advances
in materials, power conditioning units (PCUs), and increased
production facilities [4], [5]. The PCUs are part of SPV
systems, consisting of power converters and digital controllers.
The PCUs help to increase the energy yield from the sun,
reduce the cost, provide convenient access to solar energy,
and make it more affordable [6], [7].

In order to avoid dc current injection into the grid and
to protect from hazardous voltages, galvanic isolation is pro-
vided with the line-frequency (LF) or high-frequency (HF)
transformers. On the other hand, the LF transformers (LFTFs)
are heavy, bulky, and expensive [8]. The PV systems that
use HF transformers (HFTFs) often have multiple power

Back support

Printed Cell 

contacts

Frame

Fig. 1. Stray capacitance view of the PV panel.

stages, which decreases system efficiency while increasing
system complexity and cost. On the other hand, the absence
of isolation between PV sources and the grid may result in
higher utility grid harmonic distortion, high noise levels in the
installation, significant conducted and radiated electromagnetic
interference (EMI), additional losses in the SPV system, and
unsafe working conditions [9].

German standard VDE 0126-1-1 recommends that if the
peak value of leakage current reaches to 300 mA, then the
inverter must be disconnected from the grid [9]–[11]. As per
European and American regulations, the PV panels frame will
often be grounded to reduce leakage current as shown in Fig. 1
[12]. However, the stray capacitance is formed between the
SPV cells and the grounded frame as depicted in Fig. 1.
In which, the SPV cell and frame act as electrodes of the
stray capacitance. The value of PV panel stray capacitance,
converter topology, switching frequency, and control technique
all influence the intensity of leakage current [13]. In order
to address these problems, transformerless SPV systems were
developed, which stand out for their less weight, smaller size,
lower cost, and higher efficiency of approximately 97%–98%
[14].

Among all, the inverter topologies and control techniques
show the most significant effect on the leakage current, which
flows from the SPV source to the grid through the stray
capacitance. The intensity of the leakage current is momen-
tously reliant on the magnitude variation and frequency of the
common-mode voltage (CMV) and stray capacitance [15]. As
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a result, it is indispensable to comprehend the phenomena of
leakage current generation as well as mitigation techniques.

The researchers have been attempted to minimize the leak-
age current in transformerless grid-connected SPV inverters
through advanced modulation techniques and power converter
topologies. However, a comprehensive comparison analysis
among the transformerless inverter topologies and two-level
inverters in terms of CMV and leakage current are deficient in
the existing literature. This paper mainly focuses on a review
of grid-connected transformerless inverter topologies, modu-
lation schemes, and control techniques for limiting leakage
current.

The paper is organized as follows: Section II discusses the
detailed fundamentals of the CMV, leakage current, conduction
path for the leakage current, and modulation techniques to mit-
igate the leakage current in the H6 inverter. The evolution of
the grid-connected transformerless power converter topologies
in terms of CMV and leakage current as well as their operation
is discussed in section III. Finally, simulation studies of the
transformerless inverters are performed and corresponding
results are presented in section IV. The conclusive remarks
are presented in section V.

II. MODELING AND ANALYSIS OF LEAKAGE CURRENT

In the grid-connected transformerless SPV inverters, the
PV source is directly connected to the grid. Therefore, the
time-varying CMV is appeared across the stray capacitance
and acts as a source to the leakage current [6], [16]. The
increased leakage current causes higher power losses, current
harmonic distortion, and safety concerns impairing electro-
magnetic compatibility (EMC). Therefore, the grid-connected
inverters should follow numerous leakage current standards
such as VDE-AR-N-4105, AS 4777, IEEE 929 and IEEE
1547, and so on, for reliable operation [10], [11], [17]. The
CMV is the main source for the leakage current, and the
conduction path for the leakage current in a 3-ϕ grid-connected
SPV inverter is depicted in Fig. 2, where van, vbn, and vcn
are the inverter output phase voltages and Vcmv is the CMV
of the inverter.
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Fig. 3. Three phase H6 inverter topology.

TABLE I
CMV VARIATION IN H6 INVERTER WITH MODULATION TECHNIQUES

Modulation technique CMV variation
SPWM 0 to Vdc

SVM 0 to Vdc

NSPWM Vdc
3

to 2×Vdc
3

AZPWM Vdc
3

to 2×Vdc
3

RSPWM-1 Vdc
3

to Vdc

RSPWM-2 0 to 2×Vdc
3

Fig. 2 shows the closed loop path for the leakage current,
which is formed through stray capacitance (Cpv) in nano
Farads and the ground resistance in mΩ [18]. From Kirchhoff’s
voltage law, the leakage current in the transformerless inverter
can be expressed as follows:

iLeakage = CPV × dVCMV

dt
(1)

ileakage ∝
dVCMV

dt
(2)

As a result, the inverter’s leakage current is exaggerated by the
stray capacitance of the SPV panel and the change in the CMV
(neglected ground resistance). The CMV of a grid-connected
SPV inverter is defined as the potential difference between
the SPV source’s ground and the grid neutral as shown in
Fig. 2, and the same can be calculated using the inverter’s
phase voltages as,

vCMV =
van(t) + vbn(t) + vcn(t)

3
(3)

VCMV = vCMV +
Lf

6
× diLeakage

dt
(4)

ileakage ∝
d

dt

(
vCMV +

Lf

6 × diLeakage

dt

)
(5)

The peak-to-peak variation of the CMV in the H6 inverter
topology shown in Fig. 3 depends on the modulation scheme
and control techniques [19]–[22]. The CMV in sine pulse
width modulation (SPWM) and conventional space vector
PWM (SVPWM) varies from 0 to Vdc resulting in a large
amount of leakage current [19]. To overcome the afore-
mentioned concerns, researchers proposed a near-state PWM
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(NSPWM), active zero state PWM (AZSPWM), and remote
state PWM (RSPWM). These modulation techniques are simi-
lar to the SVM; however, attaining of the zero state is different.
In NSPWM, the reference voltage is generated by using the
adjacent three active vectors [20]. Whereas in AZSPWM,
the zero vector is attained by operating the complimentary
vectors at an equal time [21]. In RSPWM, the reference
voltage is attained either by operating even vectors (RSPWM-
2) or by operating the odd vectors (RSPWM-3) [22]. The
variation of the CMV in the H6 inverter in accordance with
the aforementioned modulation techniques are summarized in
Table I.

III. EVALUATION OF POWER CONVERTER TOPOLOGIES IN
TERMS OF CMV AND LEAKAGE CURRENT

Numerous modulation techniques are used to minimize the
variation of the CMV. However, these modulation techniques
increase the control complexity while having the CMV vari-

ation. To overcome the aforementioned concerns, researchers
proposed numerous inverter topologies and some of the pop-
ular topologies are as shown in Fig. 4 [18], [23]–[28].

• H7 inverter – In the case of the H6 inverter, extreme
values of the CMV (i.e., 0 V and Vdc V) occur at zero
vectors V0 and V7. To minimize the CMV variation, the
H7 inverter topology is proposed and it breaks the con-
duction path for leakage current by placing an additional
switch (S7) as depicted in Fig. 4(a) [23]. The switch S7

breaks the conduction path for leakage current in V7 state.
Therefore, the variation of the CMV is reduced to 0 to
2×Vdc

3 leading to a reduction in the leakage current.
• H8 inverter – The topology structures of the H8 inverter

shown in Fig. 4(b) and the H7 inverter shown in Fig. 4(a)
are identical to each other. However, an additional switch
is placed in the negative dc bus path to break the
conduction path for leakage current in both the zero states



V0 and V7 [18]. Similar to the H7 inverter, the switch
S7 disconnects the conduction path during the V7 state,
whereas the switch S8 disconnects the conduction path
during V0 state. As a result, the CMV variation is reduced
to in the range of 0 to 2×Vdc

3 .
• 3-ϕ 7-switch inverter – The 7-switch topology depicted

in Fig. 4(c) is identical to the typical H6 inverter [24].
However, a switch S7 with a 3-ϕ diode bridge rectifier is
added at the inverter’s output terminals to minimize the
CMV variation. The switch S7 comes into conduction in
both the zero states and results in a reduction of the CMV
variation in the range of Vdc

3 to 2×Vdc

3 .
• 3-ϕ 8-switch inverter – The inverter topology shown in

Fig. 4(d) comprises eight-switches from S1 to S8. During
non-zero states, the operation of the inverter is same as
the H6 inverter with S7-on and S8-off. These switches S7

and S8 are operated in a complimentary manner. At zero
states, the leg-1 (S1 and S6) is off and S8 is on [25].
As a result, the CMV variation is same as the typical
H6 inverter CMV variation at non-zero states, i.e., Vdc

3

to 2×Vdc

3 , whereas at zero states the CMV of the inverter
is 2×Vdc

3 . Therefore, the CMV variation of the 8-switch
inverter is reduced to Vdc

3 to 2×Vdc

3 .
• Four-leg inverter – Four-leg inverter topology consists of

an additional leg formed with the switches S7 and S8 as
depicted in Fig. 4(e). The auxiliary leg is operated in such
a way (i.e., S7 on during odd states and off in even states)
that it always maintains a constant CMV, whereas the zero
sates are attained by operating the active complementary
vectors of equal duration [26], [27]. As a result, the CMV
of the four-leg inverter is constant at Vdc

2 . Therefore, the
leakage current with this inverter is going to be zero.

• DCM-232 – The H6 inverter consists of two CMVs
associated with non-zero vectors, i.e., either Vdc

3 (during
odd states) or 2×Vdc

3 (during even states). The DCM-232
inverter topology shown in Fig. 4(f) is proposed with two
distinct sources for odd and even vectors [28] to eradicate
the variation of the CMV. The inner H6 operation remains
the same as the conventional inverter. To eradicate the
CMV variation across the SPV stray capacitors, the upper
PV source (Vpva ) is connected to the H6 inverter during
non-zero odd vectors, and the lower PV source (Vpvb

) is
connected during non-zero even vectors. At zero states,
the S7 and S8 switches isolate the sources from the load.
Therefore, the CMV across the stray capacitance of both
sources in the DCM-232 inverter topology is constant and
leads to zero/negligible leakage current.

Aforementioned grid-connected transformerless SPV inverters
are controlled with a carrier-based SVM. The switching pulses
are generated utilizing the modulation signals, carrier wave,
and corresponding switching table. The modulation signals for
SVM are generated by using a traditional method or by adding
a zero-sequence component to sinusoidal modulation signals
[14], [22]. The generalized control architecture to monitor the
grid-connected SPV inverter is shown in Fig. 5. The source is
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Fig. 5. Control architecture of 3-ϕ grid-connected SPV inverter.
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Fig. 6. CMV and leakage current of grid-connected transformerless H6
inverter: (a) with SPWM and (b) SVPWM.

represented with the SPV, which includes a SPV source along
with maximum power point tracking [29], [30].

IV. RESULTS AND DISCUSSION

The traditional 3-ϕ H6 inverter topology shown in Fig. 3
with SPWM and SVPWM techniques, and aforementioned
transformerless inverter topologies shown in Fig. 4 are sim-
ulated in the MATLAB/Simulink platform. For simulation
studies, a 480 V battery is considered as an SPV source, and
a 3-ϕ 2 kW load (star connected) is connected through a 1
mH line inductance. A 9 µF capacitance is considered as the
stray capacitor. The H6 inverter is controlled with SPWM and
SVPWM modulation techniques, and the associated responses
such as CMV and leakage current are depicted in Fig. 6.
The CMV with these modulation schemes varies from 0 V
to 480 V (i.e., 0 to Vdc), and the leakage current with SPWM
and SVPWM modulation schemes are 343.5 mA and 340
mA, respectively. However, these leakage currents violate the
standards.

Similarly, the inverter topologies presented in Fig. 4 are
simulated with the SVPWM technique and corresponding
results are presented in Fig. 7. The H7 and H8 inverter’s
CMV and leakage current is shown in Fig. 7(a) and Fig. 7(b),
respectively. The CMV of both the inverters is varying in
between 0 V to 320 V (i.e., 0 to 2×Vdc

3 ). As a result, the H7
inverter has a leakage current of 230 mA, and the H8 inverter
has 168 mA. Compared with the H7 inverter, the H8 inverter
has comparatively less leakage current owing to the breakdown
of the conduction path in both zero switching states.
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The seven-switch inverter CMV and leakage current are
illustrated in Fig. 7(c). In this inverter, the CMV varies from
160 V – 240 V - 320 V (i.e., Vdc

3 - Vdc

2 - 2×Vdc

3 ). Owing to
the reduction in CMV variation, the leakage current associated
with the seven-switch inverter is reduced to 107 mA. The
CMV and leakage current of the eight-switch inverter is shown
in Fig. 7(d). The CMV variation is as follows: 160 V – 192
V - 320 V (Vdc

3 - 2×Vdc

5 - 2×Vdc

3 ) and has a leakage current
of 70 mA.

The performance characteristics of the four-leg inverter
are shown in Fig. 7(e), which maintains a constant CMV,
i.e., 240 V (Vdc

2 ) across the stray capacitance resulting in
zero/negligible leakage current irrespective of the operating
state. Due to the constant voltage across the stray capacitance,
the leakage current of the four-leg inverter is ideally zero. Nev-
ertheless, owing to the inverter’s non-idealities, approximately
6.26 µA of leakage current has existed in the inverter, and it

is quite lesser than the grid standards (300 mA).
The DCM-232 inverter has two distinct identical isolated

SPV sources for odd and even states as depicted in Fig. 4(f)
resulting in the formation of four stray capacitances (CPV1

to
CPV4

). The CMV across the stray capacitors (VCPV1
to VCPV4

)
are constant as depicted in Fig. 7(f). As a result, the DCM-232
inverter has negligible/zero leakage currents. Aforementioned
transformerless inverter configurations along with the variation
of the CMVs and leakage currents are summarised in Table
II.

V. CONCLUSION

This paper exhaustively provides an overview of CMV and
leakage current minimization approaches in terms of ac as well
as dc by-pass power converter topologies derived from the
traditional two-level inverter for grid-connected transformer-
less SPV inverters. The CMVs and leakage currents of these



TABLE II
GRID-CONNECTED TRANSFORMERLESS SPV INVERTERS

Inverter
topology

Number of
devices
(switches+
diodes)

Range of
CMV

Leakage
current
(mA)

Decoupling

H-6 (SPWM) 6 + 0 0 - Vdc 343.5 N/A
H-6 (SVPWM) 6 + 0 0 - Vdc 340 N/A
H-7 7 + 0 0 - 2Vdc

3
238.5 dc side

H-8 8 + 0 0 - 2Vdc
3

168 dc side
Seven-switch 7 + 6 Vdc

3
- 2Vdc

3
106.9 AC side

Eight-switch 8 + 0 Vdc
3

- 2Vdc
3

69.3 AC side
Four-leg 8 + 0 Vdc

2
0.00626 AC side

DCM-232 10 + 0 Constant 0 dc side

power converter topologies are evaluated through MATLAB
simulations and are compared to derive the best topology.
According to extensive literature reviews and research, the ma-
jority of inverter topologies rely on the idea of disconnecting
the inverter from the SPV sources during zero state intervals
to interrupt the leakage current conduction path. However, the
CMV is not zero in such topologies. Alternatively, the DCM-
232 and four-leg inverter can mitigate the leakage current
with constant CMV. However, they posses a higher switch
component, thereby increasing the inverter cost. Finally, each
power converter topology for transformerless solar systems is
weighed in terms of its benefits and drawbacks.
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Abstract- Dynamically reconfigurable batteries, with broad 

applications in electromobility and energy storage, are the 

product of integrating batteries in modular multilevel converters. 

Such a structure enables the controller to adjust the 

configuration of the batteries by changing the series/parallel 

connections between the cells. Most studies focus on feeding 

single loads while neglecting the auxiliary loads or even the 

possibility of further increasing the utilization of the available 

degrees of freedom and the redundant states it can provide. In 

this study, we propose a simple topology and control algorithm in 

a dual-port reconfigurable battery for electromobility 

applications. In the proposed system, one port supplies the main 

load (non-isolated, semi-controlled) with a semi-controlled dc-

link voltage. Simultaneously, the second port supplies the 

auxiliary load with a regulated and isolated output voltage. The 

proposed topology enjoys the capability of operating in a wide 

range of voltages without using any additional active switches. 

Index Terms-Modular multilevel converters, reconfigurable 

battery system, multi-port converters, electric vehicles, auxiliary 

power unit, modulation strategy.

I. INTRODUCTION

Environmental concerns have increased the pace of the 

electrification of transportation. For example, in recent years, 

the capacity of larger battery packs used in electric vehicles 

(EVs) has increased recently to expand the driving ranges[1]. 

Additionally, battery packs with higher voltage levels, up to 

800 V, are also gaining interest due to higher efficiency, lower 

weight, and faster charging [2]–[4]. Modular multilevel 

converters (MMC) are quite an established concept in medium 

and high voltage systems with advantages like balancing 

functionality, improved fault tolerance, and output voltage 

level scalability[5]–[12]. Therefore, using MMCs with 

integrated battery modules can be a perfect solution for 

employing higher voltage levels in EV battery packs[13]. 

Dynamically reconfigurable battery systems (DRB) break 

the conventional hard wires between battery packs into cells, 

mostly under 100 V, which offers the operator the benefit of 

reconfigurability in battery cells along with advantages in 

terms of load balancing, improved fault tolerance, and fast 

output regulation[14]–[24]. Most studies analyzing the 

functionality of DRBs are focusing on feeding a single main 

load and thus not considering the auxiliary loads in an EV[15], 

[25], [26]. Therefore, any additional voltage level necessitates 

employing separate storage and a power electronics converter 

to feed the auxiliary loads. To meet the current safety 

requirements, auxiliaries under the extra-low voltage level 

(SELV) must operate with galvanic isolation from the high 

voltage[27]–[33]. Without employing any additional active 

switches, this study proposes a dual-port dynamically 

reconfigurable battery topology to feed the main and auxiliary 

loads simultaneously. The main load is supplied through a 

semi-controlled variable dc-link connected to the drive system 

and auxiliaries with a fully controlled isolated output.  

The rest of this paper is organized as follows: Section II 

presents the topology, analysis of the dual-port system, and the 

proposed control method. The simulation results and 

discussion are outlined in section III, and finally, the 

conclusion is drawn in section IV[34], [35]. 

II.  THE PROPOSED DUAL-PORT TOPOLOGY AND CONTROL

The macrostructure and microstructure of the proposed 

system are presented in Figure 1. As shown in the figure, the 

output of the modular battery, combined with an inductor (Ldc) 

and a capacitor (Cdc1), acts as a dc-dc buck converter for 

supplying the main load. Two additional dc capacitors, Cdc2 

and Cdc3, a high-frequency transformer, and a diode-bridge 

rectifier form the second isolated output to supply the 

auxiliary loads. 

The simplest topology that can be utilized for forming the 

electronics basis for the batteries is a half-bridge. It uses low-

voltage switches to produce a multilevel output voltage. 

However, topologies like three-switch and dual HB can 

provide additional parallel connectivity [36]–[41]. 
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Two possible module topologies and their modes of 

operation are also presented in Figure 1. The bypass and 

parallel modes result in nearly the same output voltages. 

However, the parallel mode is mainly preferred because of its 

higher efficiency, except in fault or highly unbalanced 

conditions[42]. 

A. High-Power DC/DC Converter

The dc-link voltage meant to supply the traction inverter is 

controlled in its optimal range using the modular buck 

converter described above, according to its efficiency map 

[42]–[44]. The switching signals of the modules are generated 

using phase-shifted carrier (PSC)[45], [46]. One carrier will be 

dedicated to each switching set in Figure 1, resulting in (N-1) 

carriers for N battery modules. Comparing all carrier 

waveforms with one modulation index, the switching pulses 

for each switch set are produced. For an intuitive 

representation, please look at Figure 2. 

The generated dc-link voltage of the main load can be 

calculated as follows. 

���� = �1 + 	
��� − 1���� (1) 

where Vm represents the voltage of one module. 

B. Auxiliary Power Unit

According to Figure 5, the output of the auxiliary port is 

equal to the summation of a base, Vbase, and a pulsating 

voltage, Vpulse. The Vbase can be calculated as follows: 

Figure 1 :proposed multi-port system, macro-level and micro-level

Figure 2: Representation of PSC modulation 

Figure 3: Changing of ��� with different � 
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��� − 1� + 1���� (2) 

Considering Figure 2, the effective duty cycle can be 

calculated as follows 

� = 	
��� − 1� − floor�	
��� − 1��.  (3) 

The Cdc2, shown in Figure 1, is charged at each operating 

point up to Vdc1. The input voltage to the transformer consists 

of a negative and a positive pulse, which can be calculated as 

follows �� = 
1 − ��
�� − Δ�� 
4� 
��# = −�
�� − Δ�� 
5� 
In which ∆&'  is equal to the voltage ripple of the capacitor.

The input voltage of the transformer varies by changing the 

value of m and accordingly the shape and amplitude of D. 

Please look at Figure 3 for a better illustration. 

When D is less than 0.5, in the first input cycle 0 ≤ t 

≤DTs.eff, the positive amplitude of the input voltage is larger, 

resulting in charging the capacitor. With moving all the 

elements to the secondary side, and using KVL:  

(�� − )*
)+ ∙ -./01

2 ∙ 3�4�5 ∙ )*
)+ − 3�46 ∙ -./01

2 − 2�8� = �9.(6)

N2 and N1 are winding coefficient, 3�4� = 3:1;* + 3<� and

3�46 = 3<6 + 238�. In the negative input cycle, �=�>,�88  ≤
 A ≤  =�>,�88, the Bdc3, discharges when the diode-bridge is

open, in order to supply the load. The voltage equation can be 

written as follows 

��# − 3�4��� − FG�� = 0. (7) 

Using equation 4, the equation 6 can be re-written, 

I
1 − ��
�� − Δ�'� − )*
)+

-./01
2 3�4�J )*

)+ − 3�46 -./01
2 −

2�8� = ���6, (8)

and also be simplified to, 

)*
)+ 
1 − ��
�� − Δ�� − 2�8� = ���6
F�4 + 1�. (9) 

The Req is equal to total equivalent system resistance, 

F�4 = K()*
)+56 3�4� + 3�46L �

2∙M./01. (10) 

The output of the auxiliary unit in relation to input voltage 

can be calculated following, 

N1;*
NO = 
�#2�P*P+
�#QRSRO �#*RT1ROMUV � . (11) 

By neglecting capacitors’ voltage ripple and diodes’ 

forward voltage, ∆�3 and Vfd, for � < 0.5 , the output voltage

of the auxiliary unit can be calculated 

Figure 4: Circuit diagram of the auxiliary unit 

Figure 5: The equivalent circuit of the system D≤0.5 

Figure 6: The equivalent circuit of the system D>0.5 



N1;*
NO = K �#2

MUV �L )*
)+.  (12) 

According to Figure 3, During � > 0.5 the negative pulse

is larger than the positive pulse. The diode bridge is open 

circuit during the positive pulses and thus the capacitor 

charges during negative pulses. 

When the negative pulse is larger, the output voltage of the 

auxiliary unit can be calculated using Equation 13, again by 

moving all the components to the secondary side and the 

simplification assumed for calculating Equation 12. 

N1;*
NO = K 2

MUV �L )*
)+. (13) 

Considering Equations 12 and 13, there are two possible D 

values for each Vdc2. Based on Equation 3 the same D value 

can be produced with (N-1) possible values of m  at each 

operating point. As a result, with the same voltage at the 

auxiliary output, there will be 2*(N-1) possible values for  the 

dc link of the main load’s inverter (Vdc1). This extra degree of 

freedom gives the operator the opportunity to operate both 

outputs in the desired range. 

C. Proposed control method

The reference of the auxiliary output is considered constant 

in most EVs (Either around 12 V per LV 124 standard or 48 V 

per LV 148 and VDA 320 standards). Therefore, the main 

goals of the proposed controller are, first following the output 

voltage of the auxiliary port according to its reference, and 

second maintaining the voltage of the dc link (Vdc1) to feed the 

traction system in its optimum range. The Optimal operating 

point of the main port (�[\�']^
), acts later as a reference for the 

higher-level control loops.  
The proposed control algorithm is presented in Figures 7 

and 8. The �[\6']^
 is the reference voltage of the auxiliary unit 

and Vdc2 is the measured voltage in its output. The value of the 

�[\�']^
 can be provided at each instance using the efficiency 

map of the system. However, determining the optimum 

operating range of the system is not the contribution of this 

work. Therefore, the desired dc-link voltage is considered as 

the reference value. �_`̀`̀  is the average of the operating

modules. 

As explained before, the output voltage of the auxiliary 

port is same for D and 1-D. As a result, for minimizing the gap 

between  Vdc1  and  Vdc1

ref
 the proposed algorithm determines 

the modulation index (	) based on (3) aiming at  the resulted

D to be equal to �∗ or 
1 − �∗�. Consequently, the output

voltage of the auxiliary unit will be fully followed, while the 

dc-link voltage of the primary load is controlled in a small

boundary of its optimal point.

III. RESULTS AND DISCUSSION

The simulation is carried out in MATLAB/Simulink 

environment, using ten modules. The parameters used in the 

simulation are presented in Table 1. The batteries are modeled 

with a circuit consisting of an internal resistance and a 

constant dc voltage source. 

The modular battery supplies a variable load with a 

variable reference voltage. The battery’s rated voltage is 96V, 

which can vary between 80 V to 105 V. The �[\6�8  is set to

48 V because this it is an established value in executive and 

sports cars. 
Table 1

Parameters of the Simulated System 

PARAME

TER 

VALUE 

bcde 400 − 800 �V�
hcde 20 �µF� 
kcd 23 �µH� 

hcdm 348 �µF� 
hcdn 5.4 �mF� 
pqcd 10 �mΩ� 

sqtuc,e 300 �kW� 
sqtuc,m 5 �kW� 
pcx, pc 1 �mΩ� 

by 82 − 103 �V�
z{|,e~~ 5 �mΩ� 

�x� 5 kHz 

Figure 7: The proposed control algorithm for the dual-port system 

Figure 8: calculating modulation index (m) 



The system is simulated for rated battery voltages. The 

voltage and current waveforms for the first and second outputs 

are depicted in Figure 9. The load in the main and auxiliary 

outputs as well as the optimal reference of the main load are 

varied during the simulation. 

The results prove that the controller is capable of 

maintaining a fixed Vdc2 under stark variations, with a steady-

state ripple less than 1%. Moreover, the voltage of the main 

load closely follows the value considered for its reference, 

V[\�']^
, with a steady-state ripple of 3%. 

The deviation of the output voltages from their 

corresponding references is depicted in Figure 10. According 

to Figure 10 and not considering the transients, the deviation 

of the output voltage of the auxiliary unit is less than 0.2%, 

while the deviation of the main output remains below 6%, 

even though its reference largely varies during the simulation. 

In comparison to conventional systems, this can be considered 

as a significant improvement. 

IV. Conclusion

This study investigates the possibility of multi-port 

operation of reconfigurable batteries for e-mobility 

applications. The study proposes a topology and a control 

algorithm for providing a galvanically isolated output feeding 

the auxiliary loads, without any extra active or controlled 

components. 

The main load is a traction system that is supplied using 

the non-isolated semi-controlled output, while the auxiliary 

loads are supplied with the added isolated fully controlled 

output. The proposed control algorithm enjoys the extra 

degrees of freedom provided by the reconfigurable batteries in 

order to concurrently control the power flow of the main and 

auxiliary outputs. The auxiliary output is tightly controlled to 

follow its reference, while the non-isolated semi-controlled 

traction output can remain within a boundary of its rated 

voltage. Based on the simulation results the deviation of the 

fully controlled auxiliary output from its reference value is 

less than 2% while the deviation of the semi-controlled main 

output is within 6% of its reference value. This deviation is 

above 40% in conventional hard-wired battery systems. The 

results clearly prove the applicability of the proposed topology 

and control method. 
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Abstract— A key part of any DC to AC conversion device is 

the high frequency filter with the primary objective to eliminate 

high frequency switching harmonics introduced by the 

converter switches. So, the design of a properly tuned filter is of 

utmost importance to ensure proper voltage and current 

injection into the grid. If the values of the filter components 

change over time due to environmental factors, the inverter 

output will degrade. The paper proposes a single-phase grid tied 

inverter using PR controller in combination with Harmonic 

Compensator (HC) to eliminate higher order harmonics in the 

inverter output caused by improper filter design or the filter 

becoming out of tune over time. The performance of the inverter 

is examined with and without the HC to determine the 

effectiveness of the proposed system. The design of the PR 

controller and the HC is done using MATLAB and testing was 

performed on a 2 kW IGBT based grid-connected single-phase 

inverter using dSPACE 1104. 

Keywords—Harmonic compensation, LCL filter, PR 

controller, single phase inverter. 

I. INTRODUCTION

The last few decades have seen a rapid advancement in 
renewable and distributed power sources (DPS) technology 
like solar, wind, etc., which has led to massive concentration 
of power electronic converters (PEC) being incorporated in 
the existing utility grids. This has brought to the forefront 
several new challenges on the distribution side, and one such 
challenge is the effective injection of power at the point of 
common coupling (PCC) in presence of high frequencies at 
the PWM output of the converter system[1]. A grid connected 
inverter must ensure that the voltage and current harmonics 
injected to the grid are well within the required limits along 
with maintaining the proper rated voltage and frequency. 

The development of higher order passive-power filters has 
tried addressing this issue to a great extent. The most suitable 
and widely used passive filter for grid-tied systems is LCL 
filter, which presents a better filtering capability owing to its 
third-order structure and also is less voluminous compared to 
its most common counter parts – L and LC filters. But on the 
other hand, the LCL filter produces a natural resonating 
frequency which needs to be properly damped by active or 
passive damping technologies to avoid high oscillations and 
resulting instability at those frequencies. Thus, the proper 
filter design assumes utmost importance in overall reliable 
operation of the system [2]. 

A properly designed filter would eliminate harmonics 
while maintaining the overall system stability. However, if the 
filter is not properly tuned or if the values of the filter 
components vary over time due to various reasons then this 
would mean that the filter would no longer be able to attenuate 
the inverter harmonics. This would degrade the overall 
inverter performance and increase the voltage and current 
THD. To overcome this problem, a carefully designed 
harmonic compensation topology can be added to the overall 
inverter control structure, that will selectively compensate for 
the harmonics being produced by the inverter. 

Incorporation of a Harmonic Compensator (HC) in the 
control topology is not new and have been previously 
implemented widely for improving the total harmonic 
distortion (THD) of the current being injected to the grid at the 
PCC. But with the filter parameters being out of tune, there is 
an increased tendency of the system stability to degrade. This 
calls for design of an effective controller which can not only 
track the reference command, but also ensures that the system 
operates at desired power quality without losing the overall 
system stability.  

A number of control methodologies are available in 
literature which generally use the filter voltages or currents to 
control the inverter output. Some of the commonly used 
control schemes use proportional-integral (PI) [3], 
proportional-resonant (PR) [4], hysteresis [5], dead-beat 
controller [6], sliding mode [7], fuzzy-based [8], model 
predictive control (MPC) [9], etc. Though the research 
involving their implementation in three-phase systems is 
mature, but the common assumption made in most of the 
above cases is that the distribution side and system parameters 
remain unchanged with time.  

While PI controllers are effective with DC or fixed signals, 
it is unable to track a sinusoidal reference without steady-state 
errors. So, PI controllers are ideal for cases where independent 
active and reactive power control is implemented in d-q 
reference frame, which poses a serious difficulty in 
implementation in single-phase systems. Repetitive 
controllers, though provide good compensation, yet is more of 
a compromise between slow dynamics and low THD. For 
three-phase inverters, repetitive controllers require frequent 
changing of reference frames of all the feedback signals [10]. 
On the other hand, PR controller tracks the sinusoidal signal 
introducing an infinite gain at the resonant frequency.
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Fig. 1. Overall System Block Diagram 

Hence the controller is able to track fast changes in 
reference signal with zero steady-state error. Additionally, 
modified HC blocks can be used along with the PR-controller 
for harmonic compensation by tuning each PR controller to 
the harmonic frequency that needs to be eliminated such as the 
3rd, 5th, 7th and so on. This compensation can be used to 
reduce the current THD and make the inverter compliant to 
the IEEE standards [11]. This has made PR Controller get 
wide acceptance in DC-AC converter applications in single-
phase domain. 

This paper emphasizes on designing and implementing a 
grid connected single-phase inverter with LCL filter using PR 
controller with HC and thereby studying the response of the 
system when subjected to loading and also system parameter 
variation making the filter un-tuned. The analysis includes 
stability study of the designed system under different 
scenarios. The paper has been divided into the following parts: 
system design and modelling, simulation and hardware 
implementation, results, conclusions and references. 

II. SYSTEM DESIGN AND MODELLING

Fig. 1 represents the complete block diagram of a single-
phase LCL-connected grid-tied inverter. In this paper, a full 
bridge configuration of the single-phase IGBT based inverter 
has been considered with a single DC source. The DC source 
is basically a representation of PV Array, DC-DC Converter 
and associated DC bus filter.  

A. Inverter

The design of the single-phase voltage source inverter
(VSI) comprises of four IGBTs. The rating of the VSI is 
chosen considering two major criteria – on the limitation of 
the DC bus link voltage depending on the switching losses and 
also current limitation based on the LCL filter losses. For the 
current system, the switching frequency has been chosen to be 
10kHz using SPWM technique. IGBTs have low on state 
voltage drop, low switching frequency (less than 20kHz) and 
can be used for high voltage applications. The inverter has 
been designed for a rated output voltage of 240V and the 
output of the inverter is filtered using a LCL filter. 

B. LCL filter

The LCL-filter is a third order filter with an attenuation of
-60dB/decade above the resonant frequency. Therefore, low

switching frequency for the inverter can be used. Using of 
LCL filter helps to achieve improved decoupling between the 
grid impedance and filter. Though, the design of LCL filters 
for grid-tied inverters are well established in literature, but 
most of these studies have been conducted for three phase 
systems, which is not also directly replicable in single phase 
applications. Thus, for the current system, a single phase LCL 
filter has been designed following the resonance frequency 
and bandwidth approach. For DC link voltage Vdc = 400V, 
switching frequency fsw = 10kHz and maximum ripple current 
of 10% of the grid peak current, the filter component values 
were obtained as: the inverter side inductor L1 = 5.6593 mH, 
grid side inductor L2 = 0.27516 mH and filter capacitor C = 
5.529 µF. The resonant frequency of the LCL filter is obtained 
as 26,259 rad/s. The LCL filter will be vulnerable to 
oscillations and will magnify frequencies around its resonant 
frequency. Therefore, the filter is generally provided with 
damping by adding a damping resistor. The resistor reduces 
the voltage across the capacitor by a voltage proportional to 
the current flowing through it but increases the heat loss in the 
system and decreases the efficiency of the filter. This problem 
is solved by active damping. The transfer function between 
inverter voltage and grid connected current is given by: 
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The performance of LCL filter in attenuating the switching 
frequency current harmonics, is much better than both the L 
and LC- filters. 

C. PR Controller and Harmonic Compensator

The mathematical model of the grid-connected inverter and 
the LCL filter can be written as: 
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Fig. 2. Simplified Current Control Loop

The entire control topology can be seen from the simplified 
diagram Fig. 2. The heart of the proposed control strategy is a 
PR+HC controller which is tasked with the primary function 
of proper-reference tracking with zero steady-state error even 
in a harmonic polluted PCC as might happen in case of out-
of-tune LCL filter or a non-linear load connected at the PCC. 
In the literature, there is a well-established practice of 
designing a PR Controller in s-domain but it proves to be 
inaccurate during implementation using Digital Signal 
Controllers (DSC). Thus, in this paper, design of a digital 
PR+HC controller has been adopted in z-domain. 

The equation of an ideal PR controller is given by Eqn. (6) 
where �� is proportional gain, � is resonant frequency and 

��  is the integral gain. The resonant term in the PR controller 
provides an infinite gain at the ac frequency � by itself with 
no phase shift and gain at the other frequencies. The system 
dynamics, bandwidth, phase and gain margins are mainly 
determined by the �� term.  

An ideal PR controller represented by Eqn. (6) can cause 
stability issues due to the infinite gain at resonant frequency. 
The PR controller is made non-ideal with introduction of 
damping as shown in Eqn. (7) to overcome the problem of 
infinite gain, where the bandwidth around the ac frequency � 
is �� .  This model is widely regarded as second-order 
generalized integrator (SOGI) based PR. The gain of the PR 
controller at the system frequency � is now finite with non-
ideal PR Control but is still large enough to limit the steady 
state error to a small value.  
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The generalized nth order HC using an ideal PR controller can 

be represented by Eqn. (8) where ��  is the gain at the nth

harmonic and 	�  is the resonant frequency of the nth 

harmonic. To avoid the problems of an ideal PR controller, as 

stated earlier, the HC can be modified as per Eqn. (9), where 

�� is the bandwidth around the harmonic frequency 	�. The 

gain of the HC at the specific harmonic frequency 	� is now 

finite but large enough to provide a very small steady state 

error. 
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To design the PR controller in digital domain, the basic block 
diagram that has been followed in this paper is shown in Fig. 
3 as described in [12].  

Fig. 3. Structure of a basic Digital PR Controller 

For implementing the controller in dSPACE, the controller 
equations are converted to discrete domain using z-transform. 
Here 
�(�)is the transfer function of the resonant block in z-
domain. Following the design techniques of digital PR as 
established in [12], [13], the proportional gain and the integral 
gain can be developed as: 
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Now the  
�(�) can be expressed as: 
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Where, the co-efficients of digital resonant block and can be 
calculated as: 
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Fig. 4. (a - b) Bode plots of the open-loop system with precisely tuned-LCL filter and with out-of-tune LCL filter respectively. 
(c-e) Pole-Zero Plots of the open loop system with variations in L1, L2 and C parameters respectively
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Now for the HC part to be implemented in digital domain, 

similar design steps can be followed whereby the resonant 

frequency needs to be tuned as per the required harmonic 

frequency which needs to be compensated at the PCC. 

The PR controller was designed for a resonant frequency ω of 
314.16 rad/s (50 Hz) and ωc was set to be 5 rad/s with Kp of 
0.68 and Kr of 13. The 3rd HC at a resonant frequency 3ω of 
942.48 rad/s (150 Hz) was designed with a ωc of 8 rad/s and a 
Kr of 3. The 5th HC at a resonant frequency 5ω of 1570.8 rad/s 
(250 Hz) was designed with a ωc of 11 rad/s and a Kr of 0.7. 
The Bode plot of the designed PR+HC in s-domain is shown 
in Fig. 5. 

D. Sensing and Control Circuit

As shown in Fig. 1, the grid voltage (Vg) is sensed and
passed through a PLL to obtain the phase information for 
achieving grid synchronization. The entire control topology 
along with the PLL have been implemented in the digital 
controller. The actual signals from the hardware setup are 
sensed using highly-precise current and voltage sensors, 
which are then fed to the analog-to-digital converters (ADC) 
and a zero-order hold circuit (ZOH). In the overall current 
control loop, the reference value of grid current (���� ) is 

multiplied with the phase information from PLL to obtain the 
reference current signal. This reference grid current signal, so 
obtained, is compared with the actual grid current ( �� ) 

multiplied by gain �� to obtain the current error signal which 
is fed to the PR+HC controller. The filter capacitive current Ic 
(for active damping) multiplied by gain �� is subtracted from 
the PR controller output and the grid voltage �� multiplied by 

gain �� is added to it. The HCs are connected in parallel with 
the PR controller which are tuned to third and fifth harmonics 
of the grid current. The output of these two HCs is subtracted 

from the output of the PR controller to obtain the SPWM 
reference signal for the inverter. 

Fig. 5. Bode plot of the system 

III. SYSTEM MODEL AND STABILITY ANALYSIS

The mathematical model of the system is necessary for the 
study and analysis of the designed control topology. For better 
understanding of system stability under different conditions, 
the system model in open loop can be expressed as [13]: 
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(20) 
The above transfer function relates the grid-side inductor 
current and the duty-cycle, where inverter gain is ��  and is 
applicable for passive damping. In the above transfer function, 
the resistance terms of �� and �� are neglected. These terms 
do not play a significant role in the dynamics of the LCL filter 
and hence it does not affect the generality of the design. The 
inverter gain can be modelled as shown in Eq.-21 and the 
PWM transfer function can be modelled as shown in Eq.-22, 
where �� is the amplitude of the carrier signal of the double-
update PWM method and the PWM delay have been ignored. 
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Again, to make the overall open-loop system model more 
precise, the current sensor model also needs to be incorporated 
in the modelling. The current sensor model in s-domain 
involves the sensor conversion gain only as shown in the Eq.-
23: 

( )
ig

H s K= (23) 

Combining Eqs.- (20-23), the open-loop transfer function for 
the system is obtained as: 

( ) ( ) ( )pwmOpenLoopTransferFunction G s M s H s= (24) 

To understand the effect of uncertainty in the system 
parameters on the overall stability of the system, the Bode 
Plots for two cases have been shown in Fig.4(a-b). Fig.4(a) 
shows the bode plot of the open-loop system with properly 
tuned-LCL filter parameters while Fig.4(b) depicts the bode 
plot of the system with out-of-tune LCL filter parameters. 
From both the figs., it can be clearly seen that the system 
remains stable in spite of the parameter variation, thus 
depicting the robustness of the system design. The pole-zero 
plots of the system with changing parameters of the LCL filter 
is shown in Fig.4(c-e) which confirms the above observation

Fig. 6. (a) DC Bus Voltage  (b) Grid Voltage measured at PCC  (c-d)Currents through L1 and L2 respectively with PR+HC controller and out-of-tune LCL 
filter  (e-f) Currents through L1 and L2 respectively without HC block and out-of-tune LCL filter  (g-h) Voltage across connected Load and current drawn by 

the Load respectively (i-j) Output Voltage and Current for sudden load variation (k-l) Output Voltage and Current for sudden grid frequency variation

IV. SIMULATION AND HARDWARE IMPLEMENTATION

The designed system has been simulated in MATLAB 
Simulink environment and grid-tied mode using resistive and 
inductive loads to check the performance of the controller and 
its ability to cater to the loads. The VSI has been first run 
without implementing the HC and with the LCL filter out of 
tune. Next the same inverter is run with the HC added. For 
each of the cases, voltage and current waveforms are noted 
along with the total harmonic distortion (THD). Since the PLL 
feeds the measured grid frequency to the PR controllers, the 
effect of grid frequency variation has been studied with the 
grid frequency varying between 45.5 Hz to 50.2 Hz, which is 
the grid frequency variation limit as per the Indian Electricity 
Code[14]. The system has been designed to compensate up to 
5th order harmonics only (250 Hz) whereas the sampling 
frequency adopted is 10 kHz corresponding to a sampling time 
of 0.1ms. This does not violate the Shanon’s sampling 
criterion for signal reconstruction in case of DACs since the 
sampling frequency is at least 40 times greater than the 
maximum compensated frequency. 

In the hardware implementation phase, the inverter has been 
designed using IHW20N120R3 and the voltage and currents 
are sensed using hall sensors LV 25-P and LA 25-P 
respectively. The signals are sent to the ADC port of the 

dSPACE 1104 and the controller has been implemented in 
dSPACE 1104 using Simulink block sets. The output PWM 
signals obtained from the PWM generation block of the 
dSPACE 1104 are fed to the gate terminals of the inverter 
IGBT switches. The output filter has been implemented and 
tuned as described in [15]. The experimental hardware setup 
and the results obtained are shown in Fig. 7. 

V. RESULTS

Simulation results in Fig. 6(e-f) show that without the HC, 
both the inverter side and the grid side currents are rich in 
harmonic content with THD of 21.07 %. With the addition of 
the HCs, the currents become sinusoidal with a THD of 3.41% 
as shown in Fig. 6(c) and 6(d). Fig. 6 (a-b) shows DC Link 
Voltage and Grid Voltage while Fig.6(g-h) shows Load 
Voltage and Load Current respectively. Effect of sudden load 
variation and frequency variation are shown in Fig. 6(i-j) and 
Fig. 6(k-l) respectively. Fig.7(a-e) shows the hardware results 
obtained from the prototype. Fig.7(d) shows the capacitor 
voltage along with the currents through inverter-side and grid-
side inductors respectively with a PR+HC controller 
incorporated in the system, while Fig.7(c) depicts the grid-side 
inductor current and capacitor voltage without the HC. In both 
the cases the LCL filter was made out-of-tune intentionally. 
The effect of sudden load variation on the output current and 



Fig. 7. (a-b) THDs of current at PCC without and with PR+HC controller and out-of-tune LCL filter respectively   (c) Voltage and Current at PCC  without 

PR+HC controller and out-of-tune LCL filter   (d) Capacitor voltage, Currents through L1 and L2 respectively with PR+HC controller incorporated in the 

system   (e) Output Voltage and Current for load variation (f) Hardware setup

voltage are shown in Fig. 7(e). The comparative study of the 
THDs for both the cases as shown in Fig.7(a-b) clearly depicts 
the action of the PR+HC to improve the power quality by a 
huge margin and confirms the results of the simulation study. 

TABLE I. THD DATA FOR CURRENT INJECTED TO THE PCC 

Table Head 
Current THD 

without PR+HC 

Current THD with 

PR+HC 

Simulation Study 21.07% 3.41% 

Hardware Prototype 13.4% 3.51% 

VI. CONCLUSION

The simulation results show that the PR controller is 
successfully able to track the reference grid current and supply 
the connected load at the rated voltage in grid connected 
mode. Addition of the HC block using PR controller has 
further reduced the higher order harmonic content in the 
inverter output and has helped to bring down the THD to well 
within IEEE 1547 standard. The simulation results showed a 
grid current THD of 3.41% but a grid current THD of 3.51% 
was achieved during hardware which verifies the data 
obtained from the simulation. Moreover, the controller was 
able to perform satisfactorily with variations in load and grid 
frequency. Further expansion of this work could incorporate a 
PV system with MPPT algorithm to feed power to the grid. A 
future scope of this work could be to implement the same 
control strategy for a three-phase grid connected inverter and 
the results can be compared with the current work. 
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Abstract—This paper presents the parameters affecting the
parasitic capacitance of the inductor. These parameters are
categorized into major and minor parameters. The conductor
size, number of turns, distance between turns, and the number
of layers are the major parameters. The minor parameters
of the parasitic capacitance include permittivity of the bobbin
material, the bobbin material responses about the temperature
and operating frequency, the size of the bobbin, the insulated
material of the wire, and the thickness of the insulated material.
The simulation results are compared with finite element analysis
(FEA) to present the effects of the minor parameters on the
parasitic capacitance of the inductor. The results show that the
parasitic capacitance of the inductor can be reduced by optimal
selection of the parameters that contribute to the parasitic
capacitance during the design stage.

I. INTRODUCTION

Magnetic components such as inductors, multi-phase in-
ductors, and transformers are essential components of the
electric and electronic systems [1], [2]. However, the magnetic
components have inherent parasitic issues that affect the per-
formance of the electrical system such as electrical machines.
This may lead to unexpected behavior of specially designed
machines such as segmented PMSM [3], [4]. Moreover, it
may also lead to failure of the fault detection algorithm in
inverter fed permanent magnet synchronous machine (PMSM)
[5]–[7] leading to unreliable operation of the drive unit. The
parasitic effects can manifest in a pronounced manner when
the operating frequency is high and above a certain frequency
[8].

Parasitic resistance is caused by core and conductor re-
sistance [2]. The parasitic resistance is extensively discussed
in the literature [2], [9]. The capacitances between turns,
turn-to-core, and layer-to-layer constitute the overall parasitic
capacitance of an inductor [1], [8]. The parasitic capacitance
can reduce the power converter efficiency due to the varied
impedance of the inductor at high frequency. Moreover, It is
the reason for electromagnetic interference to occur in the
circuit. The parasitic capacitance also leads to over-voltage
by causing the resonance at the circuit besides the resonant
frequency occurs because the self-capacitance [10], [11].

Modeling the parasitic capacitance of the magnetic com-
ponents depends on a specific set of parameters. These pa-
rameters can be divided into two main categories that are

major parameters and minor parameters. However, most of the
parasitic capacitance models focus on the major parameters.
The major parameters are the conductor size, the number of
turns, the distance between turns, and the number of layers
[1], [8], [10], [12], [13].

It is advantageous to take the minor parameters of the para-
sitic capacitance should be taken into consideration to estimate
the self-parasitic capacitance. The minor parameters include
the permittivity of the bobbin material, the bobbin material
corresponding to temperature and operating frequency, the size
of the bobbin, the insulated material of the wire, and the
thickness of the insulated material.

With the intention to fill the knowledge gap related to the
parameters that affect the parasitic capacitance, this paper
studies the overall parameters of the parasitic capacitance of
magnetic components. By recognizing the major and minor
parameters affecting the parasitic capacitance, the performance
of the magnetic components can be designed for high operat-
ing frequency.

II. MAJOR PARAMETERS OF THE PARASITIC
CAPACITANCE OF THE MAGNETIC COMPONENTS

The parasitic capacitance of the magnetic components in
high-frequency application significantly impacts the power
electronics system performance [1], [10]. Hence, the overall
parameters of the parasitic capacitance should be taken into
consideration to estimate the parasitic capacitance of the
magnetic components. The major parameters of the parasitic
capacitance are presented in this section.

A. The Size of the Conductor

The conductor size of the winding of the inductor impacts
on the parasitic capacitance value. With increased diameter
of the conductor of the winding, the parasitic capacitance
increases as well [14].

Fig. 1 shows the measured parasitic capacitances of a
20-turn inductor with different diameter sizes of conductors
[14]. The parasitic capacitance increases when the conductor
diameter increases from 0.2mm to 1mm.

It has been shown that by increasing the size of the
conductor, the parasitic capacitance slightly increases. The
reason for such increase is that the capacitance between the
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Fig. 1. The parasitic capacitance of the 20 turn inductor with different wire
diameter. The wire with 1mm diameter is wounded close to the core.
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Fig. 2. (a) The single-layer inductor with 10 turns. (b) The parasitic
capacitance of the single-layer inductor in (a) with different number of turns.

turn and the core increases when the area of the capacitance
increases due to the larger conductor diameter.

B. The turns number of the inductor

The number of turns N of the inductor is an essential
factor to determine the inductance value as the inductance L is
proportional to N2. Therefore, it is important to consider the
relationship between the parasitic capacitance and the number
of turns of the inductor.

The parasitic capacitance of the inductor increases propor-
tional with increasing the number of turns [8], [13], [14]. Fig.
2 shows the simulation results of an inductor with different
number of turns. The U-I magnetic core with AWG 16
magnet wire is applied to extract the parasitic capacitance by
electrostatic model with finite element analysis. It has been
shown that by increasing the number of turns, the parasitic
capacitance of the inductor increases.

C. The distance between turns

The turn-to-turn capacitance is a part of the parasitic capac-
itance of the inductor. Therefore, the relationship between the
parasitic capacitance and the distance between turns should
be taken in account. By increasing the distance between the
number of turns, the parasitic capacitance of the inductor

CLayer CLayer CLayer CLayer CLayer CLayer

(a) (b)

Fig. 3. (a) Multi-layer Standard winding. (b) Multi-layer fly back winding.

decreases as explained in [15], [16] and shown in the following
equation.

dCg1(θ) =
ϵoltro

p1 + 2ro(1− cos(θ))
(1)

where Cg1 is the equivalent elementary capacitor between the
two turns with air-gap. The diameter of the conductor with
and without the coating are ro and rc, respectively. The air
gap between two turns is p1 while lt is the length of a single
turn. The free-space permeability is represented by ϵo.

D. Number of layers of the winding

The coil winding of the magnetic components can be built
in multiple layers. The multi-layer winding of the magnetic
components can be suitable for different applications such
as high-frequency transformers, and multi-layer inductor [1],
[10], [12]. Therefore, it is essential to include the impact of
the multi-layer winding on the parasitic capacitance of the
magnetic components.

Fig. 3 shows the parasitic capacitances between layers of
two different multi-layer winding method structures [12]. The
total equivalent capacitor of the winding CWdg is determined
by the following equation.

CWdg =

NLayer−1∑
v=1

CLayer,v

(
2

NLayer

)2

(2)

where the electric energy stored in one winding is represented
by WE,Wdg. The voltage of the winding and the all layers
numbers of the winding are VWdg and NLayer, respectively.
CLayer is the equivalent capacitance between two layers.

With the assumption that all the capacitances between two
layers CLayer,v are equal, the equivalent capacitance of the
winding is simplified as following.

CWdg = 4
NLayer − 1

N2
Layer

CLayer (3)

The relationship between the number of layers and the
parasitic capacitance of the winding of the magnetic compo-
nents as shown in (3) is approximately inverse proportional.
With increased number of layers of the winding, the parasitic
capacitance of the magnetic components increases.
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III. MINOR PARAMETERS OF THE PARASITIC
CAPACITANCE OF THE MAGNETIC COMPONENTS

The magnetic core and coil winding are the main parts
of the magnetic components. The coil winding consists of
a conductor and a bobbin. The coil winding parts affect the
parasitic capacitance of the magnetic components. Therefore,
it is essential to study the parameters of the winding parts.
Moreover, the conductor is made of two main parts that are the
conduction material and the insulation material. Therefore, the
bobbin and the wire insulation can act as dielectric materials
for the parasitic capacitance.

A. Effects of the bobbin material

The bobbin of the magnetic components such as inductor,
is located between the magnetic core and the conductor.
Therefore, the bobbin acts as the dielectric material. The
reason of that is the bobbin has a relative permittivity [15],
[17]. The relative permittivity of the bobbin material can vary
with frequency among others [17], [18]. For instance, the
bobbin can be made from the polyethylene terephthalate (PET)
material which the relative permittivity is 3.6 at 1kHz [19].
Fig. 4 depicts the relative permittivity of the several bobbin
materials.

Therefore, the bobbin material affects the performance of
the inductor by altering the resonant frequency which can
subsequently cause the electromagnetic interference and lead
to increased losses [1]. Hence, the resonant frequency and the
parasitic capacitance can be designed by selecting the suitable
bobbin material.

Fig. 5 shows the parasitic capacitances of different bobbin
materials with a single-turn inductor. The inductor with single-
turn is simulated with finite element analysis to extract the
parasitic capacitance as shown in Fig. 6. Moreover, the para-

Fig. 5. The parasitic capacitance of an inductor with different bobbins.

Fig. 6. The single turn inductor with magnetic core and PET bobbin material.

sitic capacitance of the single-turn inductor can be determined
by using the equations (4) and (5) as presented in [8], [15].

Ctt = ϵolt

∫ π
6

0

1

1 + 1
ϵr

ln 2ro
2rc

− cos(θ)
dθ (4)

Cs(n) =
Ctt

2 + Ctt

Cs(n−2)

+ Ctt (5)

where the turn-to-turn capacitance is represented by Ctt while
the total capacitance is Cs(n) with n being the number of turns
of the inductor. The permittivity of the space and the relative
material are ϵo and ϵr, respectively. The radii of the conductor
without and with the coating are rc and ro, respectively. The
length of each turn is represented by lt.

The other important factors that affect the parasitic capaci-
tance of the bobbin are the operating frequency, temperature,
and thickness of the bobbin. In the following subsections, the
effects of these factors are presented.

1) Frequency Effects on the Bobbin: The operating fre-
quency of the inductor affects the parasitic capacitance [15],
[18]. The frequency dependence of relative permittivity is one
of the main reasons that the parasitic capacitance varies with
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Fig. 7. The relation between the frequency and the relative permittivity of
the PET bobbin material.
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Fig. 8. The estimated parasitic capacitance of the single turn inductor with
PET bobbin versus frequency.

the operating frequency. Fig. 7 presents the relative permittiv-
ity of the PET material versus the frequency [18]. The relative
permittivity is determined for a range of operating frequency
that is 200Hz up to 1MHz at the room temperature.

As shown in Fig. 7, the relative permittivity decreases
with increased operating frequency. Therefore, the parasitic
capacitance of the inductor can be reduced with increasing
the operating frequency. Fig. 8 shows the estimated parasitic
capacitance of the single-turn inductor with PET bobbin
material.

The parasitic capacitance of the single-turn inductor de-
creases with increased operating frequency. Therefore, higher
operating frequency results in lower parasitic capacitance. As
a result, the operating frequency is one of the important
factors of varying the parasitic capacitance based on the bobbin
material response. This leads to change the resonant frequency
of the inductor. As shown in the following equation:

fr =
1

2π
√
CpL

(6)

where fr is the resonant frequency of the inductor L. The
inductor with the same geometry and bobbin material can have
different resonant frequency when the operating frequency
changes.
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Fig. 9. The parasitic capacitance percentage of the single turn inductor with
PET bobbin versus the temperature.

TABLE I
THE PET PERMITTIVITY OF THE BOBBIN VERSUS TEMPERATURE.

Temperature Co Permittivity ϵ Temperature Co Permittivity ϵ
−150 3.85 25 4.4
−100 3.95 50 4.3
−50 4.1 100 4.35
0 4.5 150 4.6

2) Temperature Effects on the Bobbin : Another factor
that should be considered is the temperature of the magnetic
components. When the operating temperature of the magnetic
components changes, the parasitic capacitance varies too. The
variation of the parasitic capacitance versus the temperature is
attributed to the relative permittivity of the bobbin [18].

The parasitic capacitance of the single-turn inductor with
the magnetic core can be calculated when the temperature
changes. Fig. 9 depicts the curve of the parasitic capacitance
percentage versus the temperature. The room temperature is
selected as the reference temperature of the parasitic capaci-
tance percentage. Table I shows the relative permittivity of the
PET bobbin material versus the temperature at 2kHz [18].

As a result, the resonant frequency of the inductor can be
changed when the temperature changes. Moreover, the rela-
tionship between the temperature and the parasitic capacitance
of the inductor is nonlinear.

3) Thickness of the Bobbin: The last factor of the bobbin
is the thickness of the bobbin. The bobbin can be made by
different thicknesses. Therefore, the parasitic capacitance of
the inductor can be reduced by increasing the thickness of
the bobbin. Fig. 10 shows the parasitic capacitance of the
single-turn inductor with different thicknesses of the bobbin.
The different thicknesses of the bobbin with PET material
are simulated from 0.2mm to 1.2mm to extract the parasitic
capacitance of the single-turn inductor.

As a result, the bobbin plays an important role on the
value of the parasitic capacitance where it is located between
the turns and the core. By selecting the bobbin material
with low relative permittivity, the parasitic capacitance of the
inductor can be reduced. Moreover, the operating frequency,
the temperature, and the thickness of the bobbin can be
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Fig. 10. Thicknesses of the bobbin versus the parasitic capacitance.

designed to achieve the desirable parasitic capacitance of the
inductor.

B. Effects of the Wire

The wire of the coil winding contains two parts which
are the conductor and the insulator. The wire insulation can
be made by different thickness and material. Based on the
thickness of the wire insulation, the wire can be divided
to two types. The first type of wire is coated with a very
thin insulation layer such as magnet wire is the first type
[20].The wire insulation of this type of wire can be ignored
for estimating the parasitic capacitance. Another type of wire
is having a thicker insulation layer than the magnet wire’s
[21]. The insulating material of the wire has effects on the
parasitic capacitance specially of the multi-layer inductor [8],
[12]. However, for the single-layer inductor, the effects of the
wire insulator can be reduced when there is a space between
turns. The reason of reduced effects of the wire insulator on the
parasitic capacitance is the dielectric of the air dominates the
dielectric material of the wire insulator. The focus of this paper
is on the single-layer inductor with magnetic core. Therefore,
the main effect of the wire insulator is for the parasitic
capacitance between turns and turn-to-core. When the inductor
has a bobbin, the capacitance between the turn and the core has
two different dielectric materials, namely the bobbin material
and the wire insulator material. The capacitance between the
turn and the core can be calculated as explained in [8], [15].
The parasitic capacitance of the single-turn inductor with wire
insulating thickness of 0.41 mm is extracted from electrostatic
model software. The parasitic capacitance is 2.1465pF while
the parasitic capacitance of the AWG 12 single-turn inductor
with magnet wire is 2.76142pF . The reason for reduced
the parasitic capacitance with insulated wire is the increased
distance between the conductor and the core. The distance with
insulated wire between the conductor and the core is higher
than the distance between the magnet wire and the core.

IV. RESULTS

A single-layer inductor with magnetic core is applied to
extract the parasitic capacitance by the finite element analysis.

(a) (b)

(c) (d)

1
2

.7
5

m
m

25.65m
m

Fig. 11. (a) the inductor with magnet wire and PET bobbin, (b) the inductor
with magnet wire, (c) the inductor with insulated wire and PET bobbin, (d)
the inductor with insulated wire.

The American wire gauge of the selected wire is 22. Therefore,
two different types of wires are selected to compare between
their parasitic capacitances. The magnet wire and the insulated
wire such as hook-up wire are selected [20], [21]. The parasitic
capacitances are determined by using the method in [8], [15],
and the electrostatic model with FEA.

The parasitic capacitances of the inductor are determined
with and without the bobbin for both wires of the inductor.
Fig. 11 shows the inductor with the magnet wire with bobbin
in (a) and without bobbin in (b) while (c) shows the insulated
wire of the inductor with the bobbin, and without the bobbin
in (d). The bobbin thickness for both inductors is 0.3mm and
the insulation thickness of the wire is 0.41mm.

The selected bobbin material for the simulation experiment
is PET. The material type of the wire insulator is Polyvinyl
chloride. The conductor material for both wires is copper.
As shown in Fig. 11, the inductor with magnet wire has
advantage for having less space of the winding. However, the
parasitic capacitance of the inductor with insulated wire is less
capacitance.

Fig. 12 shows the parasitic capacitances of the inductor with
same number of turns but different type of wires. As shown
in the results, the highest parasitic capacitance is the inductor
with magnet wire and without the bobbin. The main reason
of increasing the parasitic capacitance is the short distance
between the magnetic core and the conductor. Therefore,
The insulated wire with the bobbin can reduce the parasitic
capacitance of the inductor.

The results show that the inductor with insulated wire
has lower parasitic capacitance. Moreover, The parasitic ca-
pacitance can be reduced with selecting the low relative
permittivity of the bobbin and the insulated wire materials.
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Fig. 12. The parasitic capacitances of the four inductors with different wires
and with/without bobbins.

V. CONCLUSION

This paper presents the parameters that affect the parasitic
capacitance of the magnetic components. These parameters
should be carefully selected to design an inductor with low
parasitic capacitance.

The parameters affecting the parasitic capacitance are di-
vided into major and minor parameters. The size of the
conductor, the number of turns, the distance between turns, and
the number of layers are the major parameters of the parasitic
capacitance.

On the other hand, the temperature, the operating frequency,
and the thickness of the bobbin and insulated wire are the
minor parameters which affect on the parasitic capacitance.
The effects of these parameters are represented on the paper.

The parasitic capacitance of the magnetic component can
be reduced by optimally selecting of the major and minor
parameters [12], [13].
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Abstract— This paper presents a parameter insensitive fast 
tracking sliding mode control (FTSMC) for maximum power 
point tracking (MPPT) in solar photovoltaic (SPV) module. The 
proposed FTSMC uses the feedback of the input voltage and 
inductor current of the boost DC-DC converter for the MPPT. It 
is shown that the performance of the proposed FTSMC is 
insensitive to the variations in input solar radiations and load, 
and it only depends upon the SMC gains. It is shown that for 
stable tracking the controller gain ratio must be less than the 
dynamic conductance of the PV module under all conditions. The 
proposed FTSMC MPPT method can track the peak power at a 
faster rate without any steady-state oscillations and error. The 
Power System Computer Aided Design (PSCAD X 4 versions) 
software is used for simulation studies and a Code Vision is used 
to program the microcontroller for experimental implementation 
of the controller, which verifies the proposed FTSMC 
performance. 

Keywords— Dynamic conductance, fast tracking sliding mode 
control (FTSMC), parameter insensitivity. 

I. INTRODUCTION 

Among various renewable sources the solar photovoltaic 

(SPV) system has been paid more attention globally due to its 

low maintenance, modular structure, free availability and 

green energy [1]. A SPV module has moderately low 

conversion efficiency, so intension of this work is to extract 

maximum power from the PV system by using an efficient 

MPPT method.  

Generally, the MPPT methods are categorized into two 

class, viz. off-line and on-line methods [2], [3]. In off-line 

methods the MPP value is obtained by using predefined PV 

variables such as open circuit voltage Voc, short circuit current 

Isc, temperature T or irradiation G. Although, off-line methods 

are simple and low cost but they fails to track the actual MPP 

[4], [5]. The on-line methods frequently adjust the duty ratio 

of the DC-DC converter to track the MPP. In many literatures, 

various on-line MPPT methods are reported [6]-[10]. The 

existing MPPT techniques have drawbacks of inaccuracies 

and slow speed of tracking MPP under varying environmental 

conditions and loads. The popular MPPT methods such as 

perturb & observe (P&O) and incremental conductance (IncC) 

methods are the most popular methods. In IncC method the 

size of increment determines how fast the MPP is tracked and 

the faster increments lead to the system to oscillate at the 

MPP. So it does not perform well during sudden changes in 

environmental conditions and loads [9]. The P&O method are 

mostly adopted because of simplicity and easy implementation 

[10]. But, P&O algorithm are not accurate enough because 

they always exhibit steady state oscillations. Moreover the 

performance of these methods depends upon the type of load, 

i.e., constant resistive, constant voltage or constant current

[11].

It is well known that the PV voltage has logarithmic 

dependency with irradiation level whereas the PV current has 

linear dependency. Taking this fact into consideration, it is 

evident that current control based MPPT algorithm would 

leads to faster tracking of maximum power point under change 

in radiation level. A few attempts have been made on using 

sliding mode control (SMC) using current control based 

MPPT algorithms in [12], [13]. In [12], the current reference 

is generated by using a fitness function and in [13], the current 

reference is generated using inner voltage control loop. Power 

feedback controlled SMC for MPPT is considered in [14]. The 

fast and slow loop sliding mode current control based MPPT 

method has been proposed in [15]. Adaptive gain tuning of 

SMC for PV MPPT has been shown in [16], [17]. A 

comprehensive review of sliding mode control methods used 

for MPPT in solar PV system is presented in [18]. The sliding 

mode control is good candidature in mitigation of sustained 

oscillations and fast tracking of reference for MPP. However 

the parameters of the PV system keep on changing due to 

variations in the environmental conditions and load. The 

literature lacks the investigation on the performance of sliding 

mode control being insensitive to the system parameters.  

This paper proposes a fast tracking sliding mode control 

for regulating the PV voltage with DC-DC boost converter to 

attain the MPP at a faster rate. A derivation based on the 

properties of the SMC shows that the controller performance 

depends upon the controller gain ratio and insensitive to the 

system parameters including varying environmental 

conditions and loads. The robust performance of the MPPT 

requires that the controller gain ratio must be less than the 

dynamic conductance of PV module at all operating points. 

The paper is organized as follows. Section II explains dynamic 

analysis of the boost converter for MPPT. Section III 

describes the proposed system topology using sliding mode 

control. Experimental and simulation results are discussed in 

section IV and V, respectively. 

II. DYNAMIC ANALYSIS OF BOOST CONVERTER FOR MPPT

The boost DC-DC converter consists of a PV module as an

input source, input capacitor C1, inductor L, IGBT power 

semiconductor switch S, output capacitor C2, and resistive load 

R. The current in the different branches are the PV current IPV,

inductor current IL, capacitor current IC1. The dynamic
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resistance experienced by the PV module I-V characteristics at 

the input of the boost DC-DC converter is represented by RPV. 

For the outgoing current IPV with the direction as shown in 

Fig.1 and polarity of voltage VPV as indicated the RPV is 

negative and PV act as source. It is a time-varying parameter 

and it depends upon the operating condition.  

Fig.1 Equivalent circuit of boost converter interfacing the PV module and 

load. 

The schematic of the SPV module with boost DC-DC 

converter is shown in Fig.1. Its dynamic model is given by the 

equations defined below [19]. 
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Assuming voltage across the load Vo being constant and acts 

as a source. This assumption is true for sufficiently large value 

of C2. The state model of the system consists of a dynamic 

resistance and a boost DC-DC converter parameters and 

defined below with two conditions. 
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The equations (3) and (4), can be combined for writing small-

signal state model as defined below.  
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The small-signal models can be derived as below. 
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A small-signal transfer function can be written between the 

PV input voltage and duty ratio given by  
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The transfer function (8) is a minimum-phase in nature for 

negative value of dynamic resistance which is usually the case 

in PV module. The PV voltage can be controlled under closed 

loop for stable tracking by reversing the sign of the 
comparison between the reference voltage and actual voltage.  

III. SLIDING MODE CONTROL FOR BOOST DC-DC CONVERTER

The DC-DC boost converter with PV system using the

proposed FTSMC is shown in Fig. 2. The boost converter 
consists of a SPV module as an input source, input capacitor 

C1, inductor L, IGBT power semiconductor switch S, diode D, 

output capacitor C2, and resistive load R. The current in 

different branches are defined as, PV current IPV, inductor 

current IL, capacitor current IC1. For the purpose of designing 

the SMC let us assume that average value of IL to be same as 
IPV leaving apart the high frequency ripple which flows 

through the capacitor. In the proposed P&O MPPT algorithm 

with sliding mode approach the PV voltage VPV across the 

input capacitor and inductor current IL are sensed and fed 

back. The output voltage of the converter is defined as 
Vo= VPV / (1-d), where d is the duty ratio and used as control 

input for the boost converter to deliver maximum power from 

the source to the load. For designing control law, the state 

vector is defined as XT = [IL VPV]. The proposed FTSMC is 

represented in Fig. 2.  

Fig.2 FTSMC of DC-DC boost converter for PV system. 

The state-vector X(t) is required to track the reference 

state-vector Xref(t). The reference state-vector comprises of the 

PV voltage and inductor current, and defined as XT
ref = [ILref 

VPVref]. The design of the FTSMC is based on two conditions, 

i.e., reaching and sliding phase conditions [20]. The FTSMC

approach employed in the proposed system is an easy way to
regulate the VMPP voltage at a faster rate during environmental



and load change. Following switching surface is chosen which 

will be called as switching function Y  and defined by the 
following control law. 

   
e

KsY = (13) 

1 2 ( ) ( )Lref L PVref PVk I I k V VY = - + -  (14) 

where, K is defined as the feedback gain matrix with two gains 

k1 and k2, having units A-1 and V-1, respectively. The 
references for the voltage and current are generated using hill 

climbing algorithm. Where Se is the error state vector as 

defined below. 
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For constant VPVref; ILref = IPVref  and 0
PVrefdV

dt
=

The FTSMC is based on the variable structure control law 

and is defined below. 

u = 1 for  Y > 0, Switch S is OFF (16) 

u = 0 for  Y < 0 Switch S is ON (17) 

The existence condition of the FTSMC is defined as below. 

0,Y >&    when  Y < 0 (18) 

0,Y <&    when  Y > 0 (19) 

If u in (16) and (17) is selected to satisfy (18) and (19), then 

the converter will operate following the SMC and Se which 

represent error will converge to zero. Further, it is assumed 

that the controller satisfies the condition that the switching 

input of the system satisfies the limit of the control u, with 
average value lying between 0 and 1. The following is the 

state representation of the error state dynamics of the FTSMC 

and can be derived as follows. 

eS&= 1( ) e eI b Kb K AS S-é ù- = Lê úë û
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The two eigenvalues of the above matrix are defined as 

1 0λ = , 2
2

1 1

1 1

PV

k

C R k
λ

 
= + 

 
 (21) 

For stability under FTSMC the eigenvalue λ2 must be in the 
left half of the s-plane and defined as follows.  
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Therefore for stable tracking of MPP voltage the choice of 

gains k1 and k2, must satisfy (22) for all possible variation in 
dynamic resistance RPV or conductance GPV. According to 

(22c) the controller gain ratio (k2/k1) must be less than the 

dynamic conductance GPV of the PV module for all operating 

points. Consider a 75 W PV module with VMPP = 17.3 V and 

IMPP = 4.35 A, the RPV = - 3.9 Ω at MPP. While MPP tracking 

using boost DC-DC converter the dynamic resistance varies 
around this value. With the choice of k1= -0.1 A-1 and  k2 = 1 

V-1 will ensure the eigenvalue λ2 will always be on the left half

of the s-plane for stable tracking of MPP. For larger value of

gain k2/k1 with k1 negative, the eigenvalue λ2 become

insensitive to GPV. The performance of the proposed sliding
mode control become independent to the solar PV radiations,

boost converter parameters and load, and it only depends upon

the controller gain.

IV. SIMULATION RESULTS

The purpose of the MPPT method is to track the peak 
power from the SPV under varying load and environmental 

conditions, by adjusting the duty ratio of DC-DC converter 

based on the feedback signals. The main advantage of the 

FTSMC approach is that it regulates the MPP voltage to be 

stable and makes quick convergence to the MPP. 
Consider the system consisting of the PV model, load, DC-

DC boost converter and the feedback for FTSMC. The PV 

module parameters used is listed in Table. I. The boost DC-

DC converter parameters are: C1 = 100 µF, L = 12 mH and C2 

= 200 µF. Let us choose the value of k1= -0.1 A-1 and k2 = 1 V-

1, same as illustrated above. With this choice of controller gain 
the performance become independent of the system 

parameters. The PV cell temperature and solar insolation level 

are considered at STC of 25ºC and 1000 W/m2 , respectively, 

for this study. 

TABLE I. SYSTEM PARAMETERS 

PV Module Value 

Maximum power point (PM) 75 W 

MPP Voltage (VM) 17.3 V 

MPP Current (IM) 4.35 A 

Open circuit voltage (VOC) 21.8 V 

Short circuit current (ISC) 4.75 A 

Fig.3 depicts the response of the PV current IPV, voltage 

VPV, power PPV, load power LP and load voltage VO using the 

proposed FTSMC method. The PV power and the load power 

are almost same by employing proposed MPPT method. The 

current and voltage tracking with the proposed FTSMC 
approach by choosing different values of k1 is shown in Fig. 4. 

With the choice of gains (k1= -0.1 A-1 and k2 = 1 V-1) as 

considered above the stable current and voltage tracking 



performance is shown in Fig. 4(a). With the gains chosen (k1= 

0.1 A-1 and k2 = 1 V-1) violates the inequality (22) and the 
tracking is lost as visible in Fig. 4(b).  

Fig.3 Steady state response of the system at G = 1000 W/m2 and T = 25ºC. 

(a) 

(b) 

Fig. 4 Tracking performance of sliding mode approach (a) k1 =- 0.1 A-1, k2 = 1 

V-1A-1 and (b) k1 = 0.1 A-1, k2 = 1 V-1. 

Fig.5 shows the dynamic response of the conventional P & O 
MPPT system showing PV current, voltage, power, load 

power and load voltage when irradiation changes from 1000 to 

600 W/m2. The response shows the slow convergence of MPP 

with steady state oscillations. Fig. 6 shows the dynamic 

response of the proposed MPPT system when irradiation 
changes from 1000 to 600 W/m2 with the proposed sliding 

mode control MPPT. It is also clearly visible that the proposed 

FTSMC is fast and effective under sudden changes in the solar 

irradiation condition. Now the performance of the proposed 

FTSMC is tested with sudden change in the load condition. 

Fig. 7 shows the dynamic change in the load condition from 

40 to 80 Ω, and the response of the photovoltaic current IPV, 

voltage VPV, power PPV, load power LP and load voltage Vo 
using the proposed FTSMC approach based MPPT. The 

system reaches MPP very fast without much delay. It can be 

inferred from the above results that the proposed FTSMC 

based MPPT method is able to maintain the constant voltage 

and provide stable operation with maximum power extraction 

and remain independent of the system variables and 
parameters. 

Fig.5 Dynamic change in solar irradiation G = 1000 to 600 W/m2 and the 

conventional P&O MPPT response. 

Fig. 6 Dynamic change in solar irradiation G = 1000 to 600 W/m2 and 

proposed FTSMC based MPPT response. 

Fig. 7 Dynamic change in load 80 to 40 Ω and proposed system response. 

V. EXPERIMENAL RESULTS AND DISCUSSION

To verify the functionality and performance of the boost 

converter incorporated with the proposed FTSMC based 

MPPT method, a laboratory has been developed and tested in 

as shown in Fig. 8. The FTSMC requires feedback of the PV 

voltage and current using sensors, and generates direct PWM 
signal. This PWM signal is used to drive the boost DC-DC 

converter in order to transfer the peak power from the source 

to the load. The ATMEGA-32 microcontroller has been used 

as a controller for generation of the PWM signal based on the 

FTSMC control law. The TATA BP solar module has been 



used for conducting the experiment with the parameters listed 

in Table I. 

Fig. 8 Experimental setup of FTSMC based MPPT.  

Fig. 9 shows the duty ratio, SPV module current, SPV module 

power, load voltage and SPV module voltage when the PV 

module is connected to the 10 Ω resistive load, with the 

FTSMC. It is noticeable from the graphs that the required the 

duty ratio controls the converter to extract the peak power 

from the SPV module and delivers power to the load.  

Fig.9 PV module connected to 10 ohm resistive load with MPPT controller. 

Further to compare the performance of the proposed 

FTSMC based MPPT method and the conventional P&O 
algorithm, two dynamic conditions are considered. This 

includes sudden change in the solar irradiations and sudden 

change in the load. Fig. 10 (a) shows the response of the 

conventional P&O MPPT for dynamic change in the solar 

irradiation, from 1024 to 400 W/m2 and then back to 1024 

W/m2. The duty ratio has been changed to transfer the 
maximum power during the dynamic condition. However, the 

convergence is slow and has oscillations after few samples of 

the time interval. This leads to in-efficiency and power loss in 

the PV system. We can also infer from the same graph that the 

PV module power becomes zero during this condition, this 
makes P&O algorithm unsuccessful during dynamic 

environmental conditions. Fig.10 (b) shows the X-Y trace of 

the maximum power point convergence of the conventional 

P&O method, the optimal MPP convergence become very 

difficult in conventional P&O method and reaching time for 

the MPP is also large. 
The FTSMC based MPPT is validated through the 

experimental study. Same gains are chosen to satisfy the 

condition (22). Fig.11 (a) shows the response of the proposed 

MPPT for dynamic change in the solar irradiation from 1024 

W/m2 to 400 W/m2 and back to 1024 W/m2. It is clearly 

noticeable from the result that the proposed FTSMC method 

operates the PV module to deliver maximum power by 

converging to the steady state quickly under dynamic 
conditions, whereas the conventional P&O failed under the 

same condition as seen in Fig. 10 (a). Fig. 11 (b) depicts the 

proposed system response under dynamic change in the load 

from 60 to 30 Ω. The effective change in the duty ratio makes 

the system to attain steady state faster by delivering its 

maximum power from the source to the load. Fig. 11 (c) 
represents the X-Y trace of the maximum power point 

convergence using the proposed FTSMC approach. The 

proposed system has reached the optimal MPP quickly 

without steady state oscillations, which makes the overall 

photovoltaic system highly efficient. 

(a) 

(b) 

Fig.10 Performance evaluation of conventional P&O method,  (a) Dynamic 
response for change in solar irradiation from 1024 to 400 W/m2  to 1024 

W/m2, (b) Maximum power point tracking X-Y trace.  

VI. CONCLUSION

In this paper the MPPT based fast tracking sliding mode 
control has been proposed. The sliding mode control method 
is capable of tracking the peak power point accurately and at 
faster rate without any steady-state oscillations under varying 
environmental conditions and load. The designed controller 
also regulates to attain the MPP value quickly and voltage also 
being stable under dynamic conditions. The performance of 
the proposed FTSMC is independent of the system parameters 
and it is only dependent on the sliding mode controller gains. 
For stable performance the ratio of controller gains should be 
less than the PV dynamic conductance. The simulations and 
experimental results effectively prove the dynamic 
performance of the proposed FTSMC based MPPT under 
sudden changes in load and solar radiations. 



(a) 

(b) 

(c) 

Fig.11 Performance evaluation of proposed FTSMC method; (a) Dynamic 

response in solar irradiation 1024 W/m2 to 400 W/m2 to 1024 W/m2, (b) 
Dynamic response for load change from 60 to 30 Ω, (c) Maximum power 

point tracing X-Y trace. 
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Abstract—A model-based battery power capability prediction
method is reported to prevent the battery from moving into
harmful situations during its operation for its health and safety.
The method incorporates a high-fidelity electrochemical-thermal
battery model, with which not only the external limitations on
current, voltage, and power, but also the internal constraints
such as lithium plating and thermal runaway, can be readily
taken into account. The online prediction of maximum power
is accomplished by formulating and successively solving a con-
strained nonlinear optimization problem. Due to the relatively
high system order, high model nonlinearity, and long prediction
horizon, an accurate and computationally efficient scheme based
on nonlinear model predictive control is designed.

Index Terms—lithium-ion batteries, model predictive control,
power capability.

I. INTRODUCTION

The power capability of a lithium-ion (Li-ion) battery is a
useful performance indicator that represents how much energy
the battery can charge or discharge within a given time interval
[1]. For example, the discharge power capability signifies the
accelerating capability of an electric vehicle, and the charge
power capability is associated with effectiveness of the regen-
erative braking. When an electric vehicle is under recharging
at the fast charging station or participating in vehicle-to-
grid/vehicle-to-home services when parking, the power ca-
pability determines the maximum charging/discharging rate
that can be reached. Furthermore, for hybrid electric vehicles,
knowing the power capability can be helpful in determining
the power split. As the power capability is affected by various
factors such as the battery state of charge (SOC), state of
health (SOH), temperature, and some external operating lim-
itations, battery manufacturers usually cannot provide exact
power capability information in the specification. An accurate
estimate of the power capability is essential to achieve high-
performance management of the battery itself as well as
the entire energy conversion system. This is provided as a
fundamental function in battery management systems [2], [3].

In the literature, the estimation algorithms for the power
capability can be generally classified into the offline and the
online methods [4]. Offline methods, such as characteristic
maps, are established based on deterministic relationships
between state variables such as SOC and temperature, as well
as power pulse parameters [5]. However, these static methods

lack the necessary adaptation to the varying performance
of cells, caused by battery aging and the past and present
operating conditions. In contrast, online power capability pre-
diction/estimation techniques based on mathematical battery
models have been explored and exploited more extensively.
Commonly, equivalent circuit models (ECMs) are adopted
in the existing works due to their simple structure and low
computation [6]–[8]. The constraints that can be used to
calculate the power limits include the current, voltage, SOC,
and temperature. A comparative study on different ECM-based
power capability estimation methods can be found in [9].

Unfortunately, the ECM-based power capability estimation
is plagued by the requirements of accurate parameter iden-
tification for the extreme conditions close to the constraint
boundary. Usually, circuit parameters are considered as a
function of SOC and temperature, and simple recursive algo-
rithms can be used to estimate the circuit parameters during
online operation [10]. However, as an electrochemical device,
a battery is a highly nonlinear and infinite-dimensional system,
and the circuit parameters can also be affected by many other
factors such as current magnitude and frequency [11]. Since
current or power is the quantity to be estimated, usually with
large magnitudes, it is less reasonable to use the parameters
identified under a different operating condition. In other words,
apart from the bulk indicators such as SOC, SOH, and lumped
cell temperature, the power capability is also closely related
to the nonuniform behaviors of internal states, while the
generalization of the conventional lumped-parameter ECM can
be poor unless high-order ECMs and high-dimensional lookup
tables are adopted to characterize the RC components at var-
ious operating conditions. Nevertheless, this usually requires
a large set of experiments and significantly increased model
complexity, losing the benefit of using ECMs for simplicity.
Furthermore, extrapolation of the degradation behaviors and
prediction of safety margin inside of the cell using ECMs
is prone to fail due to the lack of mechanistic description
of related behaviors, e.g., the growth of the solid-electrolyte
interphase film, Li plating, and thermal runaway.

The recent technological advancements in modern micro-
processor and cloud computing unlock the possibility of
using high-fidelity models for battery state estimation and
control purposes in advanced battery management systems
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[2]. This fact motivates us in this work to develop novel
physics-based power capability prediction algorithms to close
the gap as mentioned above, and to overcome the problems
of existing power capability estimation algorithms based on
offline, lumped-parameter ECMs, or electrochemical single-
particle-model-based algorithms [12]. Specifically, in contrast,
a computationally affordable physics-based circuit model is
adopted to design nonlinear model predictive control (NMPC)
strategies for predicting the maximum battery power. The
major advantages of the proposed methods over the existing
power capability prediction methods are the ameliorated gen-
erality and extrapolability to wide operating regimes, and the
potential to include the internal health and safety constraints to
avoid critical issues, including Li plating and thermal runaway.

II. GENERAL PROBLEM FORMULATION

The dynamics of a battery are governed by a system of
nonlinear ordinary differential equations (ODEs). Discretizing
the ODE model in the time domain yields a compact state
transition equation

x(k + 1) = f(x(k), u(k)) (1)

where k ∈ {0, 1, · · · } is the discrete-time instant, f : Rnx ×
R → Rnx is a nonlinear map. The system state vector x of
the PBM consists of concentrations and temperature, i.e., x =

[x>c , Tbat]
> ∈ Rnx where x>c is represents the concentration

states and Tbat is the lumped temperature. The battery current
u = Iapp is the single input of the system.

The output of the model contains all variables that can affect
the power capability of the batteries. We divide the output
variables into two groups. First, y1 is used to represent the
output variables that are directly affected by the input u, such
as the voltage Vbat and battery power Pbat = VbatIapp, governed
by

y1(k) = g1(x(k), u(k)) (2)

Note that the model input, i.e., the battery current, is also
considered as an element of y1. On the other hand, y2 is used
to denote the variables not directly affected by u but only
dependent on the state x. These include SOC, concentrations,
and temperature. They are governed by

y2(k) = g2(x(k)) (3)

To consider the impact of u on y2, we propagate the model
(1) to yield one-step forward time-shift,

y2(k + 1) = g2(x(k + 1)) = g2(f(x(k), u(k))). (4)

Next, we define a generalized output as

y(k) = g(x(k), u(k)) (5)

where

y(k) :=

[
y1(k)

y2(k + 1)

]
, g(x(k), u(k)) :=

[
g1(x(k), u(k))

g2(f(x(k), u(k)))

]
.

The power capability of a battery is defined as the maximum
continuous charge or discharge power under which the internal

and external operating constraints are not violated over a time
horizon τJ (e.g., 10− 30 s). The power capability is obtained
by solving Problem 1.

Problem 1: At instant k, given the state estimate x(0|k) =
x̂(k), we seek the optimized present and future input sequence

u?
±(k) = arg max

u(k)
(±Pbat(0|k)) (6a)

s.t. x(j + 1|k) = f(x(j|k), u(j|k)), (6b)
y(j|k) = g(x(j|k), u(j|k)), (6c)

Pbat(0|k) = Pbat(1|k) = · · ·Pbat(NJ − 1|k), (6d)
y(j|k) ≺ y ⊂ Rny , (6e)

with respect to u(k) := [u(0|k), u(1|k), · · · , u(NJ − 1|k)]>.
The argument j|k denotes the predicted quantity at the time
instant k + j, j ∈ J := {0, 1, · · · , NJ − 1} represents the
distance from the predicted time instant to the present time
instant k, and NJ = τJ /∆t is the prediction horizon. The
equality constraint (6d) ensures the power in the prediction
horizon remains a constant to meet the strict definition of the
power capability. The symbol ± is “+” when evaluating the
charge power capability P chg

max(k), while it becomes “−” for
evaluating the discharge power capability P dch

max(k). It can be
seen that by defining the general output y (5), the formulation
of the power capability prediction problem can readily cover
the terminal constraints for y2(NJ ). The constraints on input
and state are incorporated into the general output constraints
in (6e). The battery model (6a), (6b), and the inequality
constraints (6e) will be discussed in the subsequent section.

III. POWER CAPABILITY PREDICTION BASED ON
NONLINEAR MODEL PREDICTION CONTROL

A. Electrochemical-Thermal Model of Li-ion Batteries

As mentioned in the introduction section, a PBM can pro-
vide much more insight into the internal operating limits apart
from the external constraints under extended operating ranges
for power capability prediction. In this section, we provide an
overview of a high-fidelity PBM of Li-ion batteries for the
development of the power capability prediction algorithm in
the latter sections.

The P2D model of Li-ion batteries is a PDAE system,
established using the porous electrode theory and the con-
centrated solution theory [13]. Three physical compartments,
including the positive electrode (i.e., the cathode, denoted
by “pos”), the negative electrode (i.e., the anode, denoted
by “neg”), and the separator (sep), are modeled within three
mathematical domains. The submodels of the P2D model
describe the diffusion and migration of Li species in differ-
ent domains. A transmission-line-like circuit network can be
obtained by applying the finite volume method (FVM) to the
partial differential equations (PDEs) that describe the charge
transport along the horizontal direction. The domains of the
positive electrode, separator, and negative electrode are divided
into N pos, N sep, and N neg control volumes, respectively. The
subscript i ∈ {1, 2, · · · , N tot} indicates the local quantities at



the ith control volume, where N tot = N pos + N sep + N neg is
the total number of control volumes. This spatially discretized
model will be briefly explained next. For the ease of notation,
we define the following index sets of control volumes Spos :=
{1, 2, · · · , N pos}, Ssep := {N pos + 1, · · · , N pos + N sep}, and
Sneg := {N pos + N sep + 1, · · · , N tot}. Furthermore, we use
superscripts such as “neg/sep” and “pos/sep” to indicate the
control volume at an electrode/separate boundary, and use
“neg/cc” and “pos/cc” to indicate the control volume at an
electrode/current collector boundary.
Uss,i and Ue,i are concentration- and temperature-controlled

voltage sources, expressed by

Uss,i = fss,i(css,i, Tbat), i ∈ Spos ∪ Sneg (7)
Ue,i = fe,i(ce,i, Tbat), i ∈ Spos ∪ Ssep ∪ Sneg (8)

where css,i, ce,i, and Tbat are the local solid-phase surface
concentration, local electrolyte concentration, and lumped
battery temperature, respectively. fss,i(·) and fe,i(·) are non-
linear functions determined by material characteristics of the
electrode and the electrolyte, respectively.

Given the input current Iapp and considering that the voltage
sources Uss,i and Ue,i are only state-dependent, one can solve
for all branch currents In,i. The solution can be vectorized as,

Ipos
n = Kpos

n,ZSRIapp + Gpos
n,ZIR(Upos

ss + Upos
e ) (9)

where Ipos
n , Upos

ss , and Upos
e are vectors that contain In,i, Uss,i,

and Ue,i, i ∈ Spos, respectively. In the circuit theory, the
two terms on the RHS of (9) are the zero-state response
(ZSR) and zero-input response (ZIR) components of Ipos

n ,
respectively. The vector Kpos

n,ZSR and the square matrix Gpos
n,ZIR

are determined by the resistances in the circuit network. A
similar result can be obtained for the negative electrode, i.e.,

Ineg
n = Kneg

n,ZSRIapp + Gneg
n,ZIR(Uneg

ss + Uneg
e ). (10)

The concentrations css,i and ce,i are governed by the fol-
lowing reduced diffusion equations, i.e.,

ẋc = Acxc + Bc[(I
pos
n )>, (Ineg

n )>]> (11)[
(cpos

ss )> (cneg
ss )> (ce)

> (cneg
s,avg)>

]>
= Ccxc (12)

where xc is the state vector of the concentration submodel.
Matrices Ac, Bc, and Cc are determined by the model
reduction methods and parameters of the diffusion equations
[14]. cpos

ss and cneg
ss contain css,i for i ∈ Spos and i ∈ Sneg,

respectively. ce contains all ce,i. In addition, cneg
s,avg contains the

local volume-averaged concentrations cs,avg,i in the negative
electrode, which determine the battery SOC, i.e.,

SOC =
1>cneg

s,avg/N neg − cneg
s,0%

cneg
s,100% − c

neg
s,0%

(13)

where 1 denotes the unity vector. cneg
s,100% and cneg

s,0% are
concentrations corresponding to the fully charged and fully
discharged states, respectively.

In addition, battery temperature Tbat is described by a
lumped heat transfer model,

CT Ṫbat = −(Tbat − Tamb)/RT +QT (14)

where CT is the thermal capacitance, RT is the thermal re-
sistance, Tamb is the ambient temperature. The heat generation
QT is calculated as the sum of the power loss from all the
elements in the equivalent circuit and Tbat also affects the
parametric values of the circuit elements.

Note that since all the nodal voltage including the solid
phase potential Φs,i can be obtained once (9) and (10) are
solved, the battery voltage can be readily calculated by

Vbat = Φpos/cc
s − Φneg/cc

s +RcolIapp (15)

where Rcol is the lumped resistance of the current collectors.
Next, the local Li plating is determined by the following

side-reaction potential

ηLiP,i = Uss,i +RΣ,iIn,i. (16)

The reader is referred to works such as [13], [15] for
detailed information on the PBM, denoted by the P2D-T in
the rest of this work.

B. Inequality Constraints

Many health and safety factors can limit the power ca-
pability for Li-ion batteries in practice. Conventionally, only
the terminal conditions including battery current Iapp, voltage
Vbat, and power rating Pbat are considered. Next, due to
the limited diffusivities, the concentrations in both the solid
phase and the electrolyte can show significant nonuniformity.
The charging capability is usually limited by the graphite-
based negative electrode. During the charging process, the
solid-phase concentration tends to saturate first at the neg/sep
boundary, while the electrolyte concentration at the neg/cc
boundary tends to deplete first. To avoid both the bulk and
local overcharge/overdischarge phenomenon, it is required to
enforce the boundary constraints. Furthermore, to avoid Li
plating, the Li plating potential at the neg/sep boundary should
be regulated above zero. Last, high current flowing through the
resistive components as well as electrochemical reactions can
produce a large amount of heat, and heat accumulation can
cause safety issues such as thermal runaway and health issues
leading to accelerated aging. Assuming T bat is the maximum
temperature limit for health and safe operation.

In the view of the above, the constraints considered in this
work can be summarized as



Iapp < Iapp(j|k) < Iapp (17a)

V bat < Vbat(j|k) < V bat (17b)

P bat < Pbat(j|k) < P bat (17c)

SOC < SOC(j + 1|k) < SOC (17d)

cneg
s < cneg/sep

ss (j + 1|k) < cneg
s (17e)

cneg
s < cneg/cc

ss (j + 1|k) < cneg
s (17f)

η
neg/sep
LiP (j|k) > 0 (17g)

Tbat(j + 1|k) < T bat. (17h)

Note that either the upper or the lower constraints
will be activated for the charging and discharging
processes. In summary, for the charging process,
y = [Iapp, Vbat, Pbat,SOC, cneg/sep

ss ,−ηneg/sep
LiP , Tbat]

> and
y = [Iapp, V bat, P bat,SOC, cneg

s , 0, T bat]
>. For the discharging

process, y = [−Iapp,−Vbat,−Pbat,−SOC,−cneg/cc
ss , Tbat]

> and
y = [−Iapp,−V bat,−P bat,−SOC, 0, T bat]

>.

C. NMPC-Based Power Capability Prediction

Due to the highly nonlinearity of the model and the long
prediction horizon in Problem 1, an NMPC-based method is
proposed as follows: At instant k, we repeatedly seek the
optimizing input subsequence over a reduced, receding horizon
NL < NJ given the initial state x(0|l|k),

u?
±(l, k) = arg max

u(l,k)
[±Pavg(l, k)] (18)

where u(l, k) := [u(0|l|k), u(1|l|k), · · · , u(NL − 1|l|k)]> ∈
RNL and

Pavg(l, k) =
1

NL

NL−1∑
j=0

Pbat(j|l|k). (19)

Here, NL is denoted as the prediction horizon. Note that
instead of placing an equality constraint on instantaneous
battery power as in (6d), we relax the objective to maximizing
or minimizing the average power over each prediction horizon.
Such a simpler optimization problem can be solved as a
constrained nonlinear programming problem with a finite time
horizon. Once u?

±(l, k) is obtained, only the first H elements
are used for forwarding the battery model and obtaining the
initial state x(0|l +H|k) for the next optimization. Here H is
denoted as the control horizon. The above optimization prob-
lem is repeatedly solved for l ∈ {0, H, 2H, · · · (NO − 1)H}
to construct the final input sequence for instant k, i.e.,

u?
±(k) :=



u?(0|0|k)
u?(1|0|k)

...
u?(H − 1|0|k)
u?(0|H|k)
u?(1|H|k)

...
u?(H − 1|H|k)

...
u?(0|(NO − 2)H|k)

...
u?(H − 1|(NO − 2)H|k)

u?((NO − 1)H, k)



(20)

where NO is the number of optimization problems need to be
solved per pulse, calculated by

NO = ceil((NJ −NL)/H) + 1 (21)

and ceil(·) is the ceiling function. Note that when solving for
(20), the corresponding power sequence, denoted by P?

±(k),
has also been calculated. The power capability is determined
by the last component in P?

±(k), i.e.,

P chg
max(k) = P?

+(k +NJ − 1) (22)

P dch
max(k) = P?

−(k +NJ − 1). (23)

Similarly, the last component in u?
±(k) denotes the current

capability Ichg
max(k) and Idch

max(k). To further reduce the compu-
tational burden, a commonly adopted technique can be used
to impose

u?(0|l|k) = u?(1|l|k) =, · · · ,= u?(H − 1|l|k), (24)

so that the number of decision variables can be further reduced
approximately by a factor of H .

In the rest of the work, we consider the proposed NMPC
approach without (24) as Algorithm 1.1, and the approach with
(24) as Algorithm 1.2.

IV. ILLUSTRATIVE EXAMPLES

A. System Configuration

In this section, the proposed battery power capability pre-
diction strategy is numerically examined using the presented
P2D-T. The fidelity of the P2D-T model has been validated
in various existing works and model parameters are obtained
from [16] and software GT-AutoLion based on a 2.6-Ah
NMC/graphite battery cell. Both the plant and the control were
simulated in MATLAB R2019b on a PC with a processor
of 16 GHz Intel Core i7. The ODE plant model (7)–(16)
was solved using ode32tb function. Note that when solving
each NMPC problem, the battery state is needed from a
high-dimensional state estimator, e.g., ensemble-based Kalman
filters [15], [17], but we just assumed the state informa-
tion is known in this work. The constraints are selected as
P bat = 80 W, P bat = −80 W, Iapp = 9C, Iapp = −9C,
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Fig. 1. Simulated results with different power capability prediction algorithm-
s: (a) Current rate. (b) Current rate (detail). (c) Battery power. (d) Battery
power (detail). (e) Li plating potential at the sep/neg boundary. (f) Li plating
potential at the sep/neg boundary (detail).

V bat = 4.2 V, V bat = 3 V, SOC = 1, SOC = 0, and
T bat = 310 K. Here, the current is expressed in terms of
C-rate. The constraints on concentrations are not applied.
The constrained nonlinear optimization problems (6) and (18)
were next solved using fmincon function with the sequential
quadratic programming.

B. Comparison of Different Power Capability Prediction Al-
gorithms

Under the same operating condition as the previous sub-
section, we evaluate the effectiveness of different algorithms
to predict the battery power capability. In this case, the true
battery state is assumed to be accessible. Four schemes are
compared, including

1) Global optimization for Problem 1 (benchmark);
2) Algorithm 1.1 with NL = 1, H = 1, NO = 10;
3) Algorithm 1.2 with NL = 5, H = 5, NO = 2; and
4) Algorithm 1.2 with NL = 10, H = 10, NO = 1.
The results are shown in Fig. 1, and the performances are

summarized in Table I. In this case, according to Scheme 1,
the true charge power capability at t = 10 s is 28.91 W.
From Figs. 1(e) and (f), the Li plating potential ηLiP are all
maintained nonnegative to avoid accelerated battery aging. It
can be seen that by imposing the constraint (24) and with
a larger H , the predicted power and current are closer to
the benchmark values. However, Fig. 2(d) shows that for
Scheme 4, the last element in the sequence is slightly higher
than the benchmark value, which might lead to the violation of
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the constraints. Hence, Scheme 3 will be used to demonstrate
the performance of the proposed power capability prediction
method next as its conservativeness can offer a certain safety
margin.

TABLE I
COMPARISON OF PERFORMANCES OF DIFFERENT SCHEMES

Scheme 1 2 3 4
Pbat (W) at t = 20 s 28.91 28.53 28.72 28.95

Fig. 2 shows the results under alternate charge and discharge
current pulses according to the predicted maximum power,
superimposed on a constant 1C discharge profile. It can be
seen that, from the high to the low SOC, the charge power
capability is limited by voltage, Li plating potential, temper-
ature, and power rating. On the other hand, the discharge
power capability is limited by power rating, current, and
temperature. This example exhibits the significance of consid-
ering the electrochemical and thermal quantities as constraints
for power capability calculation. Furthermore, the recorded
average CPU time for calculating the power capabilities at
each time step (∆t = 1 s) is about 0.2 s, which demonstrates
the computational affordability of the proposed algorithm.



V. CONCLUSION

We propose a new power capability prediction method for
lithium-ion batteries. Compared to the existing method, we
use a high-fidelity electrochemical-thermal model to predict
the battery internal behaviors that can limit the operation of
battery under extreme conditions with wide temperature ranges
and high current rates. Conventionally, these operating modes
are avoided due to the lack of a pathway to design a health-
and safety-aware algorithm. With the highly accurate but more
complex model, formulating the power capability prediction
into an optimal control problem requires tractable algorithms
for real-time operation. To prevent the loss of model fidelity,
we reduce the global optimization problem into a finite-
time nonlinear optimization problem and solved using NMPC.
Numerical studies have shown that the proposed method is
effective in predicting the power capability under a wide
operating range by considering additional electrochemical and
thermal constraints that cannot be imposed in conventional
methods.
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Abstract—Lithium-Ion batteries are the preferred solution for
energy storage in many application fields. However, they can lead
to hazardous situations and accidents when used outside their
safety area. The development of early fail detection mechanisms is
mandatory. One of the most promising is the measurement of the
mechanical deformation of battery cells. It provides information
about their internal state and allows one to early detect the
possible fault of a battery. An optical and an inductive low-cost
measuring systems are investigated in this work. The systems
have been characterized and then used to estimate the mechanical
expansion of an aged 20 A h NMC cell under various operating
conditions. The results show a good measurement accuracy and
highlight a correlation between cell volume and its internal state.

Index Terms—Lithium-ion cell deformation, Battery Manage-
ment System, State of Health

I. INTRODUCTION

Lithium-ion (Li-Ion) batteries are going to replace the
vast majority of preexistent electrochemical energy storage
technologies. Their very high energy and power densities allow
the increase of the application runtime without increasing the
storage system weight and volume. However, Li-Ion batteries
require to be equipped with an electronic system, the Battery
Management System (BMS), to keep them in their Safe
Operating Area (SOA) [1]. Historically, the SOA is defined
in terms of voltage, current, and temperature ranges. However,
these quantities are no longer sufficient to guarantee the stricter
security constraints introduced by the new regulations [2],
especially concerning the prediction of faults.

Usually, battery faults are due to undesirable chemical
reactions that produce gas inside the cells, thus increasing their
internal pressure. When this pressure reaches a critical value,
the venting valve of the cell opens and releases the produced
gas avoiding the cell explosion. The emitted gas analysis seems
a very promising technique to early detect a possible fault
of a battery [2]. However, since the emitted gas might be
flammable, the gas sensor system could not be able to notify

the fault as early as needed to avoid the risk of fire accidents.
The measure of the mechanical deformation of the cell due
to the increase of the internal pressure, can instead be used
to detect the fault before the gas emission, reducing therefore
the fault detection time and the related risks [3]. Moreover,
the volume of cell active materials is affected by several other
internal chemical-physical mechanisms. For example, lithium
intercalation in graphite occurring during the charge phases of
Nickel-Manganese-Cobalt (NMC) cells causes an increase of
the anode volume [4]. Those internal mechanisms introduce
a dependency of the volume of the cell with its State of
Charge (SoC). Many recent works demonstrate that the cell
volume is also linked to the State of Health (SoH) and the
temperature of the battery [5]. For this reason, measuring the
cell volume variation can also improve the SoC and SoH
estimation algorithms.

Many different techniques to measure the cell deformation
were proposed during the last years. They can be divided in
three main groups: dilatometry, strain and force methods [4].
The force methods are used when the cells are assembled in a
rigid case. In fact, this method is based on measuring the force
resulting from the cell expansion against the case walls. The
most used force sensor is the load cell, which makes the force
methods expensive and difficult to implement in battery packs.
The strain methods, instead, measure the strain of some parts
of the cell due to the expansion of its internal active materials
using one or more strain gauges. The strain gauges can be
assembled both on the case and between the internal layers of
the cell. The cost of the strain gauges is low but its assembly
with the cell is complex and requires particular care to obtain
a good accuracy [6]. The dilatometry methods measure the
variation of the cell size to directly obtain the measurement of
the variation of the cell volume. The most accurate dilatometry
measuring system is the laser scan. It allows to map the
variation of the external cell surfaces with a very high spatial
resolution [7], [8]. Unfortunately, laser scan can only be used
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on naked cells, making it not suitable for battery packs. In fact,
cells in battery packs are usually arranged side by side and held
together with an elastic structure that allows cells expansion.
Moreover, an auxiliary layer is usually interposed between
adjacent cells to electrically isolate their cases and implement
the thermal management system. The presence of those aux-
iliary layers, however, can be further exploited for measuring
cells expansion. One-dimensional dilatometry methods in fact,
could measure the volume variation of cells by measuring the
distance variation of the two adjacent auxiliary layers which
enclose the cell itself. Optical and inductive one-dimensional
distance sensors seem to be the more promising technologies
to implement this kind of measurements in battery packs.
In fact, they have a very good trade-off among resolution,
accuracy, complexity, and cost.

The aim of this work is the development of two low-cost
one-dimensional dilatometry systems based on the optical and
inductive sensors. A preliminary test campaign was carried
out to evaluate the usability of these low-cost solutions in a
real BMS. Then, experimental setup was developed to test the
proposed systems on a 20Ah NMC pouch cell.

The paper is structured as follow: Section 2 describes the
proposed dilatometry systems. Section 3 reports the system
characterization procedure, while Section 4 describes the
experimental setup and reports the results scored by the
proposed systems when measuring a 20Ah NMC pouch cell
deformation. Such results are discussed in Section 5. The last
section summarizes the main considerations about this work.

II. PROPOSED LOW-COST MONODIRECTIONAL
DILATOMETRY SYSTEM

Two different low-cost one-dimensional dilatometry systems
are described in this work. The first is based on the fully inte-
grated infrared proximity sensor VCNL3040 manufactured by
Vishay Semiconductors. It is composed of an infrared emitter
diode and a photodiode receiver which are internally controlled
by an analog/digital circuit. The sensor communicates with
an I2C interface, and the measured value is represented on
a 16 bit unsigned value. The dependence between read value
and measured distance is not linear and is function of the target
material and the current of the emitting diode. The output goes
from a very low value when the target is in direct contact
with the sensor to about the full scale value when the target is
approximately between 1.5 and 2mm distance from the sensor.
The maximum distance, and thus the slope of the output code
against target distance, can be changed via a command that
controls the current value of the emitter.

The second low-cost one-dimensional dilatometry system
is based on the inductance to digital converter LDC1614
manufactured by Texas Instruments. This chip provides 4
measuring channels, each one allowing the measurement of
the oscillation frequency of a LC group in a range between
1 kHz and 10MHz with 28 bit of resolution. The measurement
of the oscillation frequency can easily be used to obtain the
inductance value once the capacity value is fixed. The current
flowing in a coil produces a magnetic field. If a conductive

Fig. 1. Photograph of the dilatometry system characterization setup.

target is moved within this field, the inductance value change
according to the position of the target. In particular, the
inductance variation is directly related to the distance between
coil and target if the coil is planar and the target is a parallel
conductive plate. A PCB planar coil is designed using the
manufacturer layout guidelines [9] and its WEBENCH Coil
Designer Tool [10]. The coil has a nominal value of 7.5 µH
and is based on a circular structure of 38 turns divided in 2
layers. Its external radius is 13.9mm and the track width and
spacing are equal to 0.15mm.

The two proposed solutions are characterized using a very
simple setup to obtain an empirical conversion law between
their output value and the target distance. An accurate charac-
terization would have required a complex and highly accurate
mechanical system not available in our laboratory.

III. DILATOMETRY SYSTEM CHARACTERIZATION

The characterization setup is based on a Prusa i3 MK3S
3D printer. The sensor under test is placed on the bed of
the 3D printer while the target is fastened to the Z-axis of
the Prusa i3 by means of a 3D printed structure. A custom
LabView interface controls the 3D printer Z axis movement,
changing therefore the distance between the sensor and the
target. The interface also configures the sensor parameters and
acquires the sensor output during the characterization. The
characterization tests are carried out at room temperature. A
photograph of the setup is shown in Fig. 1.

The infrared proximity sensor is characterized for two
emitter diode currents (50 and 200mA) with a target of 15 X
20mm composed of 1 oz single sided copper clad board. The
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target and the sensor are initially brought into contact. The 3D
printer moves up the target in steps of 15 µm, and for each step
the sensor output is acquired. The obtained conversion laws
are reported in Fig. 2. The higher the emitter current is, the
higher the resolution of distance measurement is. However, a
higher emitter current saturates the sensor output with a shorter
distance variation. Nevertheless, the emitter current can be
dynamically changed via the communication interface and the
controller can therefore adapt the current value to the distance
variation that should be measured.

The same procedure is repeated with the inductive system.
In this case the target is made of an aluminum plate of 40 X
40 X 2mm3. Moreover, the coil is fixed on an aluminum
plate of 40 X 40 X 0.5mm3 to shield the back side of the
coil, avoiding possible magnetic effects of the 3D printer plate.
One coil for each input channel of the LDC1614 have been
characterized and the obtained conversion laws are reported in
Fig. 3 for each coil.

Fig. 4. Photograph of the mechanical structure used in the experimental setup
to measure the cell deformation with the two developed low-cost dilatometry
systems.

As we can note, the difference among the four conversion
laws is not negligible. These differences are mainly due to the
parasitic components of the connections and the tolerance of
the capacitors used in the LC groups. However, the inductive
system has a higher resolution than the infrared one. On the
other hand, the infrared system is easier to implement on a
battery, since it is based on fully integrated sensors.

IV. EXPERIMENTAL SETUP AND TEST RESULTS

The two proposed low-cost one-dimensional dilatometry
systems are used to measure the expansion of an aged ePLB-
C020B NMC pouch cell. The cell is placed between two
wooden boards that emulate the auxiliary layers of the battery
structure in which the cells are arranged.

The photograph of Fig. 4 shows the wooden board above
which the cell is placed. One infrared proximity sensor and
one coil of inductive system are fixed to each corner of this
wooden board. Moreover, each corner is equipped with a screw
used to hold the second wooden board in a correct position.
A hole with a diameter higher than the screw one was drilled
in each corner of the second wooden board. In this way the
second board can freely rise upwards. Each screw is equipped
with a spring and a nut, pressing the second wooden board
and thus the cell, with a total force of about 55N. This force
value is chosen according to the cell datasheet.

Moreover, one target for each sensor is glued to the under-
side of the upper wooden board. The targets are different for
the two types of sensors and have the same characteristic of the
targets used in the characterization phase. The initial distance
between each sensor and the relative target is set to about 1
mm. This distance is obtained by adding an appropriate shim
under the target. Finally, four small holes are drilled in the
upper wooden board in correspondence of the center of the



Fig. 5. Photograph of the experimental setup.

cell to acquire its temperature with four Negative Temperature
Coefficient (NTC) thermistors. The resistance value of the four
thermistors is obtained using the National Instrument USB-
6009 equipped with a simple custom front-end. The USB-
6009 is controlled by a LabView custom interface that also
manages a power supply, TTI QPX1200SP, and an electronic
load, RIGOL DL3031A, to charge and discharge the cell,
respectively. The instruments are connected to the cell using a
4-wire connection and are also used to measure the cell current
and voltage. A photograph of the experimental setup is shown
in Fig. 5.

The experimental setup is used to carry out a preliminary
test campaign which aims at performing a qualitative analysis
of the low-cost measurement systems investigated here. Two
different test types were carried out. The former consists in six
consecutive discharge and charge cycles starting from a fully
charged condition. The cell has been charged and discharged
with a constant current of 10A and cut-off voltages of 4.2V
and 3V, respectively. The current rate is low enough to keep
the cell temperature almost constant in the test. In this way,
the thermal effects on the volume change can be neglected.
Fig. 6 reports the cell voltage and the distance variation
measured by the sensors. The distance variation is obtained
subtracting the initial measured value to its measured quantity
for each sensor. The measured distance decreases when the
battery is discharged and increases when the battery is charged,
in accordance with the literature [11], [12]. Moreover, the
figure highlights a very high correlation between the measured
distances and the cell SoC variation. The cell increases its
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Fig. 6. Cell expansion measured by the optic and inductive measurement
systems in six discharge-charge cycles of an aged ePLB-C020B NMC pouch
cell.

thickness of about 100 µm when goes from 0 to 100% of
SoC. This dilatation is about 1.4% of its nominal thickness
of 7.25mm.

Furthermore, the setup was placed in a temperature chamber
to investigate the thermal effects on the cell volume change.
The cell was discharged to 50% of SoC and the temperature
was set to 5 ◦C for 10 hours to reach the thermal equilibrium.
The temperature was increased from 5 to 45 ◦C with steps
of 10 ◦C every 5 hours as shown in Fig. 7. The reported cell
temperature is the mean value of the four temperature sensors.
The figure reports also the distance variations of the inductive
and infrared measurement system. Each one is obtained as
the mean of the measures of the four channels to which the
relative initial value is subtracted.

The results show a strong variation of the cell volume
with the temperature. The measured distance changes of
about 450 µm when the temperature goes from 5 ◦C to 45 ◦C
obtaining a distance variation of about 11 µm ◦C−1. Using the
cell thickness of 7.25mm, the relative dilatation is about 6.2%
and the thermal expansion coefficient of the cell results about
0.15% ◦C−1. It is important to note that the measured distance
variations are due to the cell expansion only because possible
expansions of the other measurement system components
are not directly measured by the sensors. For example, the
expansion of the four corner screws can reach dozens of
micrometers but its effect is absorbed by the spring assembled
between the relative nut and the upper wooden board.

V. DISCUSSION

The experimental results highlight the ability of both the
developed low-cost measurement systems to measure the
lithium-ion cell thickness changes. The obtained results of the
cell expansion with the SoC variation are very similar to the
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Fig. 7. The mean value of cell expatiation measured by the optic and inductive
measurement systems in a test in which the temperature of an aged ePLB-
C020B NMC pouch cell has been change from 5 ◦C to 45 ◦C with steps of
10 ◦C.

literature ones. For example, the cell thickness dilatation of
1.4% obtained with the SoC variations from 0 to 100% and
vice versa is very similar to the ones measured by Bitzer et
al. in [13] and Lee et al. in [14]. They measure the dilatation
of a lithium-ion cell in a complete charge process obtaining
around 1.25% and 2%, respectively.

Instead, the obtained thermal expansion of about
0.15% ◦C−1 is higher than the literature ones. For example, in
[5], [15] the thermal expansion of a Kokam SLPB 75106205
is measured obtaining a thermal expansion coefficient of
only 0.007% ◦C−1. In [7] a Kokam SLPB 526495 is heated
from 0 to 45 ◦C obtaining an expansion of about 1% and
thus a thermal expansion coefficient of about 0.02% ◦C−1.
Future analysis will aim to understand the causes of this
difference. The most reasonable cause could be the different
State-of-Health of the cell under test. Our cell is not new and
underwent a significative calendar aging. The measurement
systems will be applied to cells with different SoHs in order
to investigate the relationship between expansion and SoH.

Finally, the cost of the two measurement systems is very
similar. Each VCNL3040 infrared proximity sensor costs
around one US Dollar considering the purchase of full reels
with 2500 pieces each one. Instead, the inductance to digital
converter chip LDC1614 costs around three US Dollars but
provides four measuring channels. At the same time, the
LDC1614 requires a PCB which is slightly larger and more
complex than the VCNL3040. However, the inductive system

is more robust with respect to dirt, dust and target degradation
than the optic one. Instead, the optic system is less affected
by electromagnetic interference that could be generated in the
battery application scenarios.

VI. CONCLUSIONS

Two low-cost one-dimensional dilatometry systems have
been developed to measure the lithium-ion cell deformation.
The first one is based on an integrated infrared proximity
sensor, while the second one uses the inductive effect on
planar coils. These systems are first characterized using a
custom characterization setup based on a Prusa i3 MK3S 3D
printer and then used to measure the expansion of an aged
ePLB-C020B NMC pouch cell during full charge-discharge
cycles. The test results highlight a very good fit between the
dilatation measured by the two systems. Also, the results are in
good agreement with the literature findings. Then, the systems
are used to measure the cell deformation due to temperature
changes. Also in this case, the results obtained from the two
dilatometry systems are very similar to each other, but the
measured cell deformation is higher than the literature one.
Further work is aimed to analyze this difference, by repeating
the experimental tests on cells with different aging. Finally,
the systems will be applied to a complete battery to acquire
the deformation of its cells during the normal battery use.
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Abstract—Due to the contact free and low maintenance 

features, magnetic gears (MGs) have been increasingly 

investigated to amplify the torque of electric motors in electric 

vehicles (EVs). In order to meet the requirements of propelling 

EVs, it is essential to design the MG with a high torque density. 

In this paper, a novel flux-focusing Halbach MG (FFHMG) is 

proposed, which combines the advantages of flux focusing and 

Halbach permanent magnet (PM) arrays. A parameter sweep 

optimization is implemented to increase the torque density and 

optimize the PM volume in the proposed FFHMG. The 

performance of the proposed FFHMG is then investigated 

through both 2D and 3D finite element analysis (FEA). 

According to the simulation results, the proposed FFHMG can 

achieve a torque density of 316.6 kNm/m3, and the torque per 

PM volume is 736.4 kNm/m3, which are significantly larger 

than those of the existing MGs and make the proposed 

FFHMG very suitable for EV applications. 

Keywords—Flux focusing, finite element analysis (FEA), 

Halbach, magnetic gear, permanent magnet. 

I. INTRODUCTION

In order to amplify the output torque of the driving 
motor, a reduction gear is always used in the electric vehicle 
(EV). Recently, researchers are attracted to magnetic gears 
(MGs) that are not prone to the problems related with 
mechanical gears such as vibration, acoustic noise, teeth 
lubrication, and maintenance [1]. Furthermore, MGs are 
capable of inherent overload protection due to the physical 
isolation between the input and output rotors, which is a key 
characteristic to increase the reliability of the transmission 
system [2]. These aforementioned features make MGs 
promising for EV applications [3], [4]. 

The original structure and working principle of coaxial 
MG based on the flux modulation effect was firstly proposed 
in [5] and then, its experimental investigation was reported in 
[6]. The proposed MG employs permanent magnets (PMs) 
on the surface of both the low-speed and high-speed rotors. 
Based on this structure, quite a few new MG topologies have 
been proposed in recent years. In [7], a new MG that uses 
spoke-type high-speed rotor and a surface-mounted PM 
(SPM) low-speed rotor was reported. The mechanical 
strength of the MG proposed in [7] is significantly improved 
because of the spoke-type configuration and, it is 
demonstrated that this MG can achieve a comparable torque 
density as mechanical gears. In [8], a high torque density 
spoke-type MG was proposed, and a parameter optimization 
was performed to obtain the highest torque density. The 
hybrid utilization of PM materials was investigated in terms 
of the torque density, specific torque, and manufacturing cost 
of the MG. Finally, it was shown that spoke-type MGs can 
achieve a high torque density even with a lower utilization of 

rare-earth PMs such as NdFeB.  Based on the spoke-type 
configuration, another flux focusing MG (FFMG) with a 
1:4.25 gear ratio was introduced in [9] and a comparative 
study was conducted when the proposed FFMG employed 
ferrite magnet, NdFeB and hybrid magnets. It was 
demonstrated that the proposed FFMG can achieve a torque 
density larger than 200 Nm/L by scaling up the total volume 
[10]. Another topological refinement was conducted in [11], 
which employed a slotted outer rotor yoke with flux-focusing 
arrangement of PMs, to improve the torque-angle 
characteristics of the MGs. To further improve the 
performance of MGs, Halbach configuration was proposed in 
[12]. The results showed that the implementation of Halbach 
array in MGs leads to a higher torque density, a lower torque 
ripple and a smaller iron loss. Moreover, the effect of 
modulation ring support on the Halbach MG was 
investigated in [13], which illustrated that the 
implementation of circular rod supports can significantly 
reduce the manufacturing intricacy of the MG and maintain 
an acceptable torque density for EV propulsion. Another MG 
configuration using interior permanent magnets (IPMs) in 
the high-speed rotor and SPMs in the low-speed rotor was 
presented in [14], and the impact of the placement of 
modulation ring on the torque density and torque ripple was 
investigated by both the finite element analysis (FEA) and 
modified winding function theory (MWFT). To achieve a 
high gear ratio, multi-stage MG was used in [15, 16]. 
Nonetheless, this structure suffered from a low transmission 
efficiency due to the multi-stage configuration. 

In addition to the radial flux MG topologies, axial flux 
MGs have also been studied to propose a simpler 
construction and facilitate the manufacturing of MGs [17], 
[18]. However, the measured torque density of such 
topologies is generally lower than that of radial flux MGs 
because of the large leakage flux in the ferromagnetic pole-
pieces. Besides exploring novel technologies, design 
optimization is another effective way to improve the 
performance of MGs, such as the selection of the best pole-
pair combination, maximizing the toque density and 
efficiency, and minimizing the torque ripple and cost [19, 
20]. In this regard, the optimization of the shape of 
ferromagnetic pole-pieces was conducted to mitigate the 
short-circuit flux and saturation in the modulation ring, 
which increased the torque transmission capability [21]. The 
skewing of PMs was researched in [22] and [23], for the 
purpose of eliminating torque harmonics so as to reduce the 
cogging torque of the MG. In [24], a magnetic conducting 
ring was added to the MG in order to reduce the PM eddy 
current loss and iron loss. 

In this paper, a new MG topology is proposed that 
combines the flux focusing and Halbach configurations to 
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further increase the torque density. The paper is organized as 
follows: in Section II, the structure and working principle of 
the proposed FFHMG are introduced. In Section III, a 
parameter sweep optimization is conducted to optimize the 
torque, and the performance of the proposed FFHMG is 
investigated through both 2D and 3D FEA. Finally, the 
conclusion of this paper is presented in Section IV.  

Fig. 1. The configuration of the proposed FFHMG. 

(a) (b)

Fig. 2. MG configurations, (a) Flux-focusing MG, (b) Halbach MG. 

II. STRUCTURE AND WORKING PRINCIPLE

Figure 1 illustrates the structure of the proposed FFHMG 
that consists of p1 = 4 pole-pairs on the inner rotor, ns = 26 
pole pieces on the cage rotor, and p3 = 22 pole pairs on the 
outer rotor. The modulation effect of the cage rotor enables 
effective magnetic coupling between the inner and outer 
rotors. As it is shown, the red, green, black, and yellow 
magnets are producing flux lines in positive circumferential, 
negative circumferential, positive radial, and negative radial 
direction, respectively. The proposed FFHMG can be 
considered as a combination of flux-focusing MG that is 
shown in Fig. 2(a), and Halbach MG that is shown in Fig. 
2(b), in which the flux-focusing MG transmits the major 
torque. Halbach MG contributes to the torque transmission 
as well, and moreover, it reduces the leakage flux of the flux-
focusing MG and increases the torque density of flux-
focusing MG accordingly. Therefore, the total output torque 
of the proposed FFHMG is larger than the sum of the output 
torque of flux-focusing MG and Halbach MG, and a high 
torque density can be achieved. Similar to the other MGs, the 
angular speed of the inner rotor, cage rotor and outer rotor 
are governed by the following equation [5, 6]: 

Ω��� + Ω��� = Ω��� (1) 
where Ω1, Ωs, and Ω3 are the angular velocities of the inner 
rotor, cage rotor and outer rotor, respectively.  

In this paper, the outer rotor of the FFHMG is fixed, and 
the cage rotor and inner rotor are considered as low-speed 
and high-speed rotors, respectively.  Therefore, substituting 
Ω3 = 0, the gear ratio of the proposed FFHMG can be 
calculated as follows:  

	
 =
��

��
= 6.5 (2) 

(a) 

(b)

(c)

Fig. 3. Vector potential flux lines (a) Flux-focusing MG, (b) Halbach 
MG, (c) Proposed FFHMG.

Fig. 3 shows the flux lines of the flux-focusing MG, 
Halbach MG, and the proposed FFHMG. In Fig. 3(a), it is 
obvious that half of the interior flux lines close their path by 
the inner side of the high-speed rotor. This means that there 
will be lower flux density in the air-gap and approximately 
half of the magnets’ fluxes does not contribute to the torque 
transmission. This problem can be addressed by integrating 
the Halbach MG into the design, as illustrated in Fig. 3(c). 
With the addition of Halbach PM arrays, all the flux lines in 
the rotor cross the air-gap, which will increase the torque 
density of the proposed FFHMG. The same works for the 
outer rotor, all the flux lines of the outer rotor PMs are forced 
to pass the air-gap with the help of the Halbach arrays on the 
outer rotor. 

III. DESIGN OPTIMIZATION AND SIMULATION ANALYSIS

In this section, a parameter seep optimization is 
conducted to achieve the highest torque density and the most 
optimum torque per PM volume. Then, a simulation model 
of the optimizes FFHMG is established, and the 
electromagnetic performance is investigated through both 2D 
and 3D FEA. 

A. Parameter Sweep Optimization

To achieve the highest torque density in the proposed
FFHMG, an optimization based on the parameter sweep 
method is performed. In Fig. 4, the geometric parameters of 
the proposed MG are depicted. As shown, θs1, θm1, θs1, and 
θm3 are the spans of inner rotor steel, inner rotor magnet, 
outer rotor steel, and outer rotor magnets, respectively. The 
inner radius of the high-speed rotor (ri1 = 25 mm) and the 
outer radius of the low-speed rotor (ro3 = 135 mm) are kept 
fixed during the optimization to make the total volume of the 
FFHMG constant. 



Fig. 4 The geometric parameters of the proposed FFHMG. 

(a) 

(b) 

(c) 

Fig. 5 Parameter sweep evaluation of the proposed FFHMG. 

Initially, a parametric sweep for the length (l2) and bar 
span (θs2) of the cage rotor is performed. During the 
parametric sweep, the total volume and the air-gap length of 
the FFHMG are kept fixed. In other words, with the 
increasing of l2, the values of ro1 and l3 are decreased with the 
same proportion to keep the volume constant. In Fig. 5(a), 
the obtained results of the parametric sweep using 2D FEA 
are illustrated. It can be noticed that a maximum stall torque 
of 1.9 kN.m can be achieved when θs2 and l2 are 7.5⁰ and 13 
mm, respectively. Another parametric sweep is provided to 
select the most optimal values of the thickness of interior 
radial magnets (rr1) and the bar span of the circumferential 
magnets (θm1). In Fig. 5(b), the stall torque values of the 
FFHMG for the different values of rr1 and θm1 is depicted. It 
can be observed that the maximum torque of the FFHMG 
increases with the increasing of rr1 and θm1 values because of 
the increase of PM volumes. However, this will increase the 
total cost of the FFHMG. Hence, the optimum values of rr1 
and θm1 are obtained when they lead to the highest torque per 
PM volume. Fig. 5(c) demonstrates the influence of the 
magnet thickness and circumferential span on the torque per 
volume. One can see that, a maximum torque per PM volume 
of 862 kN.m/m3 is obtained when rr1 and θm1 are 39 mm and 
20⁰, respectively. The final geometric parameters of the 
proposed FFHMG are summarized in Table I. 

TABLE I: GEOMETRIC PARAMETERS AND MATERIAL PROPERTIES 

Parameter Value Unit 

Inner rotor 

Pole pairs, p1 4 - 

Inner radius, ri1 25 mm 

Outer radius, ro1 93 mm 

Circumferential magnet 

span, θm1 
20 degree 

Steel pole span, θs1 25 degree 

Radial magnet outer 
radius, rr1 

39 mm 

Air gap length, g1 0.5 mm 

Cage rotor 

Steel pole pieces, ns 26 - 

Steel pole span, θs2 7.5 degree 

Steel pole length, l2 13 mm 

Outer rotor 

Pole pairs, p3 22 - 

Inner radius, ri3 107 mm 

Outer radius, ro3 135 mm 

Circumferential magnet 

span, θm3 
π/88 rad 

Steel pole span, θs3 π/88 rad 

Air gap length, g3 17 mm 

Material 

NdFeB magnet 
Remanence, Br 

1.21 T 

NdFeB magnet 

Permeability, µ 
1.05 H/m 

M19_29G steel Mass 

density 
7872 kg/m3 

Stack length, d 80 mm 

B. Simulation Analysis

A simulation model of the optimized FFHMG with
parameters given in Table I is established using Ansys 
Maxwell, and the electromagnetic performance is 
investigated through FEA. First, the radial flux density of the 
proposed FFHMG in the air-gaps adjacent to the inner rotor 
and the outer rotor, are given in Fig. 6(a) and (b), 
respectively. And the space harmonics of the radial flux 
density in the outer air-gap is shown in Fig. 6(c). One can see 
the fundamental component with 22 pole-pairs that is the 



same as the pole- pairs of outer rotor, and another harmonic 
with 4 pole-pairs due to the modulation effect of the cage 
rotor. This 4-pole-pair harmonic will interact with the inner 
rotor to transmit the magnetic torque. The mesh plot and the 
magnitude of flux density are illustrated in Fig. 7. It can be 
observed that the edges of cage rotor segments are slightly 
saturated. This saturation can be suppressed by increasing the 
cage rotor bar span (θs2), which however, sacrifices the 
modulating effect of the cage rotor and reduces the output 
torque. 

(a)

(b) 

(c) 

Fig. 6. Radial flux density (Br) of the proposed FFHMG. (a). Br in the airgap 
adjacent to the inner rotor, (b). Br in the airgap adjacent to the outer rotor, 
(c). Space harmonic spectrum of Br in the airgap adjacent to the outer rotor. 

Fig. 7. Field overlays of the proposed FFHMG, (a). The magnitude of flux 
density |Bmag|, (b) Mesh plot. 

Fig. 8. Stand-still torque waveforms of the proposed FFHMG.

Fig. 9. Steady-state torque waveforms of the proposed FFHMG. 

(a) 

(b) 

Fig. 10. Zoom in figures of steady state torque waveforms, (a). Inner rotor, 
(b). Cage rotor. 

The stand-still torque waveforms of the inner high-speed 
rotor and the cage rotor when the outer rotor is fixed are 
illustrated in Fig. 8. During this simulation, the cage rotor is 
locked while the high-speed rotor rotates at 3000 rpm. One 
can see that a maximum output torque of 1.74 kNm is 
obtained when the inner rotor’s position is 66 degrees. 
Considering the outer radius and the total stack length of the 
FFHMG given in Table I, the volumetric torque density of 
the FFHMG is 380 kNm/m3, and the torque per PM volume 
is 881.6 kNm/m3, both of them are significantly larger than 
those of existing MG counterparts. Fig. 9 gives the steady-
state torque waveforms when the high-speed rotor and the 
cage rotor rotate at 3000 rpm and 460 rpm, respectively, in 
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which the negative torque indicates a torque in the opposite 
direction. During this simulation, the initial position of the 
cage rotor is set to 66 degrees to reach the maximum torque. 
The torque ripple of the high speed and cage rotors are 
9.96% and 1.09% of the average torque values, as shown in 
Fig. 10. 

The proposed FFHMG is a combination of flux-focusing 
MG and Halbach MG, and both of them can transmit torque 
independently. Fig. 11 shows the stand-still torque of the 
cage rotor of flux-focusing MG, Halbach MG and the 
proposed FFHMG. One can see that the maximum output 
torque of the flux-focusing MG, Halbach MG, and the 
proposed FFHMG are 1.4, 0.23 and 1.74 kNm, respectively. 
The output torque of the proposed FFHMG is larger than the 
sum of output torque of the flux-focusing MG and Halbach 
MG, because Halbach magnets help to reduce the leakage 
flux of the flux-focusing MG and increase its output 
accordingly.  

Although 2D FEA of MG is less time-consuming, it 
creates a discrepancy since it doesn’t consider end effect that 
normally has leakage flux. Therefore, to achieve more 
accurate results, a 3D FEA is implemented, and the results 
are given in Fig. 12. It can be observed that the maximum 
cage rotor torque is 1.45 kNm, which is lower than the value 
obtained in 2D analysis. Subsequently, the torque density 
and torque per PM volume of the proposed FFHMG are 
reduced to 316.6 kNm/m3, and 736.4 kNm/m3, respectively. 
The comparative results of the proposed FFHMG and 
existing MGs are given in Fig. 13. It can be observed that the 
proposed FFHMG possesses the highest torque density as 
well as a low torque ripple compared to its counterparts.    

Fig. 11. Stand-still torque waveforms of cage rotor.

Fig. 12 Torque waveforms of the proposed MG in no-load operation mode 
(3D FEA) 

Fig. 13 The overall status of the proposed FFHMG in comparison with its 
counterparts

IV. CONCLUSIONS

In this paper, a new FFHMG based on flux focusing and 
Halbach configurations is proposed, which can achieve a 
high torque density for EV applications. A parameter sweep 
optimization is conducted to increase output torque and 
torque per PM volume. Both the 2D and 3D FEA are 
conducted, and a discrepancy is observed between 2D and 
3D results due to the end effect. The comparison with other 
counterparts demonstrates that the proposed FFHMG has the 
highest torque density when compared to the existing MGs. 
Experimental study of the proposed FFHMG will be 
conducted in our future work. 
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Abstract— In this paper, a switching vector transition control 
to increase the efficiency of permanent magnet (PM) AC motor 
drives in light HEVs (hybrid electric vehicles) and PHEVs (plug-
in hybrid electric vehicles) is presented. The conventional three-
phase PMAC motor drive activates all three phases, operating 
three switches in a six-switch inverter. In this work, a switching 
vector transition control, activating two phases and two switches 
in a speed range from zero to medium, is proposed to decrease 
switching power losses in PMAC motor drives. With the 
advantage of lower switching power losses, a smooth transition 
between two modes is presented as well. The proposed approach 
has been verified using a prototype experimental setup and the 
results have been discussed.  

Keywords—PMAC motor, Vector Transition, Traction Motor 
Drive 

I. INTRODUCTION 

Permanent magnet AC (PMAC) motor drives [1]-[4] are 
widely used for electric traction and other onboard actuation 
systems. For the PMAC drives, a sinusoidal-wave drive with a 
field oriented control (FOC), which activates three-phases (with 
180˚ conduction) and three switches in a six switch inverter, is 
widely used to maximize the motor drive performance and drive 
range based both on an MTPA (maximum torque per ampere) 
and a flux weakening operations [5]-[7]. The interior permanent 
magnet (IPM) motors have been applied over the surface-
mounted permanent magnet motors, especially for traction 
applications due to the additional reluctance torque component 
in the machine torque [8]-[10]. To minimize torque pulsation, 
permanent magnet AC motors typically use sinusoidal phase 
current supply. However, the square wave drive, which activates 
two phases and two switches (or one switch with an anti-parallel 
diode) can bring advantages of higher efficiency because of its 
lower switching losses than the sinusoidal wave drive if the 
square wave drive mode is applied to low and medium 
speed/power ranges. In this work, to optimize the performance 
and efficiency of the motor drive, the square-wave, two-phase 
conduction drive will be applied to a low to medium speed 
region using a modified switching vector. In the high speed and 
extended speed range, the existing conventional FOC, including 
the MTPA and flux weakening, will still be there. For this 
transition control, a control with 12 switching vectors for the 

two-phase conduction mode will be used to keep on using the 
space vector (SV) PWM concept. Since this square-wave drive 
mode will be used only for low to medium power and speed 
conditions, no significant performance degradation is expected 
except torque ripple, which can be a little higher in the square 
wave drive. This approach can significantly reduce the 
switching losses compared to the conventional sine-wave FOC 
only drive. The proposed approach can be applied to all on-
board three-phase PMAC motor drives which use field-oriented 
control, including a traction motor drive. Only a control software 
algorithm modification is required without any additional 
hardware component or structure modification to implement the 
proposed scheme, and hence the proposed feature can be added 
at no extra cost. The reduced switching power loss will enhance 
the efficiency of the electric motor drive, which, in turn, will 
contribute to improving a vehicle's fuel economy. The transition 
control to switch from the square wave drive to the sinewave 
drive and vice versa without stopping the motor requires initial 
preparation by observing the output power [11] when different 
PWM strategies and current controllers are used between square 
wave and sine wave drives. In this work, the SVPWM setup will 
be used both for square wave and sinewave drives to minimize 
the initial preparation procedure for the transition control. The 
proposed technique has been tested with a prototype 36V 
traction motor drive for light electric vehicles. The results 
present the feasibility of the transition drive for light electric 
vehicles. 

II. PROPOSED APPROACH

Figure 1 indicates the drive modes for a typical three-phase 
PMAC motor drive system in electric vehicles. From a standstill 
to a medium speed, a sinewave drive with an MTPA (maximum 
torque per ampere) is typically used with a normal modulation 
rate [12]. For a high speed operation, an over modulation PWM 
is used. At a very high speed, a six-step PWM can be typically 
used to increase the output power and to reduce switching losses 
(but will suffer in current regulation).  

In this work, a square wave, two-phase drive mode for speed 
ranges from zero to medium will be added to improve the 
efficiency of the drive system as depicted in Fig. 2. In a standard 
FOC (field oriented control) structure, six active and two zero 
switching vectors are used, activating three switches in each 
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mode [13]-[14]. The space vector (SV) PWM is widely used to 
provide switching signals to a six-switch voltage source inverter. 
The standard FOC with SV PWM is illustrated in Fig. 3 for three 
phase permanent magnet synchronous motors (PMSMs). The 
square wave, two phase drive has been widely used for brushless 
DC motors commutating currents for the 120° conduction drive. 
The square wave drive utilizes two switches instead of three 
switches for the PWM, and hence it has lower switching losses. 
However, the torque ripple increases compared to the sinewave 
drive using three switches. 
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 Fig. 1. Torque-speed curve with a conventional control strategy for traction 
PMSM motors.        
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Fig. 2. Torque-speed curve with the proposed approach for PMSM motors in 
light electric vehicles. 
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Fig. 3. Block diagram of the standard field-oriented control (FOC) for PMSM 
motors. 

The FOC based PMSM motor drive waveforms are 
presented in Fig. 4 (a). In this simulation, inverter switching 
power losses are calculated to compare with the square wave 
120° drive case. For the comparison, a simulation with the 
square wave drive in a steady state condition has been performed 

as shown in Fig. 4 (b). In this case, the transition control has not 
been applied yet. As expected, the switching power loss is about 
30% less in the square-wave drive mode. Figure 5 presents a 
simulation result of switching power losses at different speeds 
(simulated for a PMAC motor with IGBT switches operating at 
a 10 kHz frequency). 

This result clearly indicates that the total switching power 
loss will decrease, and motor drive efficiency will increase if the 
proposed transition control scheme can be successfully 
implemented. The level of increase can vary by operating 
conditions and transition points based on the torque-speed 
requirements of a target motor drive. The selective transition 
control can enhance the efficiency of the PMSM motor drive 
system, which eventually will improve the fuel economy of 
electrified vehicles. 

(a) Sine-wave drive 

(b) Square-wave drive 
Fig. 4. Simulation result comparing the sinewave and square-wave drives of 
PMSM motors. 

The transition control from square-wave to sinewave and 
vice versa is tricky since the square-wave drive has a silent phase 
and the current of the phase is zero. Therefore, transition points 
need to be selected when one of the phase currents becomes zero 
[11].  

In [11], output power matching between the square-wave 
drive and sine-wave drive is performed to calculate the duty ratio 
of the square-wave drive at a transition moment. At a transition 
moment (such as a BC current mode), the phase currents and d 
and q axis currents are, 



Fig. 5. Switching power loss comparison at different speeds (simulation results). 

𝑖𝑖𝑏𝑏 = −𝑖𝑖𝑐𝑐 = 𝐼𝐼 (1) 

𝑖𝑖𝑑𝑑 = 0,   𝑖𝑖𝑞𝑞 = 
2𝐼𝐼
√3

    (2) 

Where, 𝑖𝑖𝑑𝑑 and  𝑖𝑖𝑞𝑞  are rotating d and q axis currents. By the 
output power matching at a transition point, the duty ratio D is 
calculated [11]. 

𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 3
2
�𝑣𝑣𝑑𝑑𝑖𝑖𝑑𝑑 + 𝑣𝑣𝑞𝑞𝑖𝑖𝑞𝑞� = √3𝑣𝑣𝑞𝑞𝐼𝐼 =  𝑣𝑣𝑑𝑑𝑐𝑐𝐷𝐷𝐼𝐼     (3) 

𝐷𝐷 =  
√3𝑣𝑣𝑞𝑞
𝑣𝑣𝑑𝑑𝑑𝑑

 (4) 

To handle the ripple caused by current commutations, 
additional equations for the voltage command at transitions are 
used in [11]. 

𝑣𝑣∗ = 𝑣𝑣𝑑𝑑𝑐𝑐𝐷𝐷 = �3�𝑣𝑣𝑑𝑑2 + 𝑣𝑣𝑞𝑞2�  (5) 

Where, 𝑣𝑣𝑑𝑑, 𝑣𝑣𝑞𝑞 , and 𝑣𝑣𝑑𝑑𝑐𝑐  are the rotating d and q axis voltages 
and the dc input voltage, respectively. For the transition from the 
square-wave drive to sinewave drive following equations are 
used [11]. 

PMrq RIv λω+=
3

2   (6) 

3
Dvv dc

q =  (7) 

Where, I, 𝜔𝜔𝑟𝑟 , and 𝜆𝜆𝑃𝑃𝑃𝑃  are the current at the square-wave 
drive, rotor speed, and flux linkage by the permanent magnet, 
respectively. Since the transition in [11] includes the control 
structure change between the FOC with speed/current 
controllers and the square-wave drive with only a speed 
controller, initialization is required for integrators in controllers. 
Although the transition control in [11] performs well for position 
sensorless compressor drives, the structure with two different 
controllers for sinewave and square-wave drives has a different 
operating purpose compared to the light EV’s traction drive, 
which needs less complexity and a unified control platform. 
Therefore, in this work, modified switching vectors for the 
square-wave drive are utilized to keep the standard FOC 
structure with a unified control platform both for the sinewave 
and square-wave drives. The modified switching vectors for the 

square-wave drive are shown in Fig. 6. The symbol X in Fig. 6 
means that both upper and lower switches in an inverter leg are 
turned off (silent phase). In this case, usually two switches or 
sometimes one switch is activated instead of three as in the 
standard FOC control structure. The switching states and 
stationary α and β voltages for the modified 12 switching vectors 
are summarized in Table I. The silent phase’s terminal voltage 
varies depending on the phase back-emf and hence a middle 
voltage (average voltage) during a 60° period is assumed to 
create Table I and Fig. 6. It is apparent that the square wave drive 
with the modified switching vectors will have fewer switching 
actions. However, the voltage vectors' amplitudes are smaller 
compared to the three-phase activated sinewave drive. 
Therefore, this square wave drive with the modified switching 
vectors will be applied only for lower power conditions (zero to 
medium), as already indicated in the torque speed 
characteristics. 

V 2 (X10)

V 1 (1X0)
V 3 (01X)

V 4 (0X1)

V 5 (X01)

V 6 (10X)

V 7 (1XX)

V 8 (11X)V 9 (X1X)

V 10 (X11)

V 11 (XX1) V 12 (1X1)

Fig. 6. Switching vectors for the square-wave drive. 

TABLE I Voltage vectors for the square wave drive 

Fig. 7 presents the control structure for the square-wave and 
sinewave drives with the switching vector transition control. 

III. EXPERIMENTAL STUDY

The proposed approach has been tested with a 36V PMSM 
motor that can be used for a light EV system. The motor 
specifications are presented in Table II. Figure 8 presents a 
phase current waveform when the system is operating with the 
square-wave drive mode and battery discharging current. The 
waveforms are captured when the motor starts from zero speed. 

Vector Vα Vβ Vi 
(1X0) √3𝑉𝑉𝑑𝑑𝑐𝑐/2√2 𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V1 
(X10) 0 𝑉𝑉𝑑𝑑𝑐𝑐/√2 V2 
(01X) −√3𝑉𝑉𝑑𝑑𝑐𝑐/2√2 𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V3 
(0X1) −√3𝑉𝑉𝑑𝑑𝑐𝑐/2√2 −𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V4 
(X01) 0 −𝑉𝑉𝑑𝑑𝑐𝑐/√2 V5 
(10X) √3𝑉𝑉𝑑𝑑𝑐𝑐/2√2 −𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V6 
(1XX) √2𝑉𝑉𝑑𝑑𝑐𝑐/2√3 0 V7 
(11X) √2𝑉𝑉𝑑𝑑𝑐𝑐/4√3 𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V8 
(X1X) −√2𝑉𝑉𝑑𝑑𝑐𝑐/4√3 𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V9 
(X11) −√2𝑉𝑉𝑑𝑑𝑐𝑐/2√3 0 V10 
(XX1) −√2𝑉𝑉𝑑𝑑𝑐𝑐/4√3 −𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V11 
(1X1) √2𝑉𝑉𝑑𝑑𝑐𝑐/4√3 −𝑉𝑉𝑑𝑑𝑐𝑐/2√2 V12 



TABLE II 
MOTOR SPECIFICATIONS 

Experimental Setup Specifications 
Driving Type Rear 2-wheel directly 

driven system 
Motor PMSM Motor 
Motor Power 350 W 
Motor Voltage 36V 
Rated Speed 800 RPM 
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Fig. 7. Block diagram of the PMSM motor drive with the switching vector 
transition for light electric vehicles. 

Fig. 8. Battery current (upper) and a motor phase current waveform 
with the square-wave drive mode [50A/div, 10A/div].   

The sinewave drive mode is shown in Fig. 9 at a steady state. 
The standard FOC with the SV PWM has been used for the 
sinewave drive mode. Fig. 10 presents the phase A current 
waveform and battery discharging current when a load change 
occurs. Since there is a speed controller, the motor current 
increases to handle the load change and the battery discharging 
current increases accordingly. Fig. 11 presents the transition 
control from the square-wave drive mode to the sinewave drive 
mode. The transition occurred at 280 rpm when one of the phase 
currents was 0 A. The transition is smooth without current 
perturbations. 

Fig. 9. Phase current waveforms with the sinewave drive mode 
[10A/div].   

Fig. 10. A motor phase current waveform with the sinewave drive 
mode (upper) and battery discharging current [5A/div].   

Fig. 11. Mode transition control from the square-wave drive mode to 
the sinewave drive mode [5 A/div]. 

Transition point 



Fig. 12 presents another transition from the sinewave mode 
to the square-wave mode. The bottom waveform shows the 
battery discharging current. Since the same FOC structure has 
been used except for the switching vectors in the SV PWM 
block, the transition does not create significant current 
perturbations as shown in both Figs. 11 and 12. 

Fig. 12. Mode transition control from the sinewave drive mode to the 
square-wave drive mode, upper: phase A current; lower: battery 
discharging current [5 A/div]. 

Figs. 8~12 present the feasibility of the proposed control 
structure and transition scheme. The transition based on the two 
switching vector structures is working properly and performs 
smoothly without significant current perturbations.  

IV. CONCLUSION

In this paper, a transition control between sinewave drive 
and square-wave drive modes was investigated. Adding the 
square-wave drive at low and medium speed ranges can 
improve efficiency, reducing switching power losses. Updated 
switching vectors for the square-wave drive were utilized in the 
standard FOC structure. The proposed control structure and the 
mode transition were tested on a prototype test bed using a 36V 
traction motor for light EVs. The experimental results 
successfully validated the proposed concept and transition 
control between the two drive modes. In future work, road tests 
will be performed with a light EV implementing the proposed 
approach. 
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Abstract—An increase in electric vehicle (EV) sales, necessi-
tating the deployment of the battery chargers. Typically, these
battery chargers are connected to the grid and is controlled by
the local controller and interconnected cloud-based control using
the information and communication technology for demand-side
management. However, owing to this interconnectedness makes
it vulnerable to cyber-attacks. The attackers get unauthorized
access to the sophisticated data through the electric vehicle supply
equipment (EVSE) communication channel, battery management
system, and main control unit (MCU). Therefore, it is indis-
pensable to understand the possible risks, potential impacts and
implement the methods that can safeguard the charging system
against such sophisticated cyber attacks. This paper identifies
possible risks and investigates the associated impacts with the
various data integrity attacks on the EV onboard battery charg-
ing infrastructure and distribution grid stability. The potential
impacts of cyber-attacks on power electronic hardware in EV
charger, EVSE and MCUs are comprehensively analyzed in this
paper through simulation studies on the MATLAB/Simulink plat-
form. This study essential provide necessary recommendations
to fight against cyber-attacks on EV onboard battery charging
systems that are connected to house outlets and distribution grid.

Index Terms—Ac-dc power converters, battery chargers,
cyber-attacks, dc-dc power converters, electric vehicles

I. INTRODUCTION

Electric vehicles (EVs) have recently gained tremendous
attention owing to zero-tail pipeline emissions. Several na-
tional governments promote EVs by providing subsidies and
tax exemptions. Furthermore, recent advancements in charging
techniques and the availability of battery charger technology
motivated consumers toward EVs [1]. The integration of
the grid networks, renewable energy sources, energy storage
systems (ESS), and EV battery chargers is helpful in meeting
the huge power demand from the battery charging infras-
tructure. The aforementioned interconnected system power
utilities are monitored by centralized cloud-based control [2].
EV chargers are generally connected to the vehicle through
charging cords and electric vehicle supply equipment (EVSE).
The EVs and their EVSE are allowed to communicate with
the battery charging infrastructure to monitor the charging
power throughout the charging period over various commu-
nication channels, such as controller area network (CAN),

EVSEGrid EV

Cloud based 

control

mmunicat

Power flow

Hacker

Fig. 1. Battery charging infrastructure and communication network.

Bluetooth, and Wireless-fidelity (Wi-Fi) [3]. Recently, con-
nected and automated EVs have captured significant atten-
tion with increasing communication technologies, including
vehicle-to-grid (V2G), vehicle-to-vehicle (V2V), and vehicle-
to-infrastructure (V2I) modalities [2]. The generalized battery
charger and communication network to monitor the charging
is depicted in Fig. 1. The cloud-based control networks are
employed for charging monitoring, authorized access, and
digitalized payment requirements. However, the involvement
of cloud-based monitoring renders the charging infrastructure
as well as grid prone to cyber-attacks [4].

Hackers target vulnerable locations in order to get unau-
thorized access to the system. As a result, hackers can attain
access to sophisticated data in the cloud, sensor signals, battery
management system (BMS), pulse width modulation (PWM)
signals, main control unit (MCU) of the battery charging in-
frastructure, and EVSE communication channels [5]. This can
disrupt the charging infrastructure control system and directly
influence the grid, and power converter’s operation. As a result,
causing lasting damage to the charging infrastructure and the
EV battery [6]. Therefore, power electronic systems are more
vulnerable to cyber threats with the growing penetration of
Internet of Things (IoT) enabled solutions in the EVs, and
smart grid applications [2]. A generalized block diagram of the
two-stage onboard battery charging architecture and attackable
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points is shown in Fig. 2. Hackers can enter into the battery
charging infrastructure network through the communication
channels and manipulate the charger’s functionality [5].

Therefore, a thoughtful study is desirable to emphasize
the potential impacts of cyber-physical attacks on the battery
charging infrastructure. This paper elucidates numerous cyber-
attacks and corresponding potential impacts on onboard bat-
tery charging infrastructure, EVSE communication channels,
energy storage devices, and the grid. Simulation studies are
performed on a commercially available 3.3 kW two-stage
onboard battery charger (OBC) to emphasize the potential
impacts of cyber-attack on power train components and energy
storage devices. The paper’s organization is as follows: Sec-
tion II provides a comprehensive study of the battery charging
infrastructure and controller architecture. Section III presents
various cyber-physical vulnerabilities on battery charging in-
frastructure and associated potential impacts on the power
train components as well as EV battery. Section IV presents
the simulation results of various cyber attacks on OBCs, and
finally, conclusive remarks are presented in Section V.

II. BATTERY CHARGING INFRASTRUCTURE

A. EV Battery Chargers

In EVs, battery charging infrastructure plays a vital role
in the performance of the battery, and it is classified into
wired and wireless charging infrastructure [7], [8]. In wired
charging, power is transferred conductively from the source
to the battery, and galvanic isolation is provided using either
a high-frequency or low-frequency transformer [8]. On the
other hand, power is transferred from source to battery through
loosely coupled coils/plates in wireless charging, resulting
in inherent galvanic isolation [9], [10]. Dedicated OBCs,
integrated OBCs, and offboard chargers are the three types
of wired charging architectures. Dedicated and integrated
onboard chargers are equipped in the vehicle itself. Whilst
the offboard chargers are at the roadside with increased power
ratings owing to the size and weight constraints. Dedicated
OBCs and offboard chargers consist of dedicated converters
for charging purposes [11]. On the other hand, the traction
converter/drive is used for charging purposes in the integrated
onboard charger (OBC) to enhance the power rating of the
charger without adding additional devices [12], [13].

EV battery chargers are designed to maintain the desired
ripple-free DC voltage/current at the battery terminals. Whilst
the sinusoidal current is extracted from the input supply by
following the IEEE 519 standards and maintaining a unity
power factor [14]–[16]. Based on the number of conversion
stages involved from source to battery, EV chargers are catego-
rized as two-stage and single-stage chargers. Nevertheless, all
chargers involve similar power conversion stages, including an
isolated/non-isolated AC-DC front-end power factor correction
(PFC) stage, an isolated/non-isolated DC-DC stage, and AC-
HFAC matrix converters [17]. Dedicated OBCs are popular
and well-established due to their charging compatibility with
1-ϕ household and 3-ϕ industrial power outlets.

TABLE I
BATTERY CHARGER CONVERTERS–CONTROL LOOP INPUTS

Converter Outer loop input Inner loop input
PFC converter DC-link voltage sensor Input current sensor

DC-DC converter Battery voltage
from BMS

Battery current
from BMS

AC-HFAC
matrix converter

Battery voltage/current
from the BMS Input current sensor

Single-stage OBC Battery voltage/current
from the BMS Input current sensor

Two-stage onboard charging architectures are popularly
used owing to their simple design and control. Fig. 2 de-
picts the block diagram of the two-stage battery charging
infrastructure comprising a front-end PFC converter [Fig. 3(a)]
followed by an isolated DC-DC converter [Fig. 3(b)] [15].
The front-end PFC converter monitors the DC link voltage
and maintains the unity power factor at the input terminals.
In contrast, the isolated DC-DC converter provides galvanic
isolation and desired voltage/current at the battery terminals
according to the charging technique. Interleaved boost PFC
[Fig. 3(a)] and totem-pole PFC converters are more popularly
used as a PFC converter. On the other hand, LLC resonant
converters, phase-shifted full bridge (PSFB) [Fig. 3(b)], and
dual active bridge converters are more commonly used as
isolated DC-DC converters. Second-gen volt., Delta-Q, Tesla
model-3, etc. are the commercially available two-stage OBC
technologies [12], [15], [18].

B. EV Battery Charger Controllers

The aforementioned converters are controlled with a dual-
loop controller. A generalized block diagram of the dual-loop
controller is shown in Fig. 4 and comprises an outer voltage
loop followed by an inner current loop. The outer loop gener-
ates the reference current for the inner loop, whereas the MCU
provides the outer voltage loop’s reference voltage/current sig-
nal corresponding to the requirement [11], [15], [19]. However,
the controller input voltage and current differ from converter to
converter and are summarized in Table I. These sensed signals
are compared with the reference signals, and then the error
signal is processed through a designed controller followed by
a PWM block to generate the switching PWM pulses for the
converter’s functionality. The communication channels, such
as the CAN bus, transfer the sensed data to MCU through the
EVSE [20]. The MCU communicated with all the sensors and
BMS. Owing to the absence of EVSE in the wireless charging
infrastructure, sensed data is transferred to the transmitter side
through Bluetooth/GSM/Wi-Fi.

III. POTENTIAL CYBER-ATTACKS ON ONBOARD BATTERY
CHARGING INFRASTRUCTURES

A cyber-attack is an attempt by threat actors to gain unau-
thorized access to systems, steal data, or disrupt the charging
infrastructure, power train components, and EV battery. Cyber-
attacks are classified as local, short-range, and remote attacks
based on the distance between the attack point and the
attacker. Local attacks are based on electromagnetic induction,
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modifying/injecting noise into the sensor/relay data by placing
an energized coil nearby [21]. Short-range and remote attacks

target the cloud storage and communication channels to steal
sensible data, control battery charging infrastructure and pay-
ment gateways, etc. [22]. Aside from the cloud-based control,
OBCs encompass the MCU to control the charger operation
with the sensed data and maintain the desired output at the
battery terminals. However, all these communication channels
are highly vulnerable to cyber-attacks [23]. Fig. 2 shows
the sophisticated locations which are more prone to cyber-
attacks in the two-stage OBC. The MCU, cloud, EVSE, and
communication channels are the gateways for cyber-attacks
against charging infrastructures. Modification, interference,
interruption, and interception are four different forms of cyber-
attacks that can target battery chargers [24], [25].

• Modification attack – Modification attacks on bat-
tery charging infrastructure entail changing the bat-
tery charger’s reference voltage/current, including an in-
crease/decrease in the reference voltage/current signals. It
also includes manipulating the feedback/controller gains
and relay signals. However, changing the feedback has
the same effects as changing the sensor data.

• Interference attack – Interference attack includes inject-
ing high-frequency white noise into the sensor/relay/BMS
data and gate signals by placing an energized coil near
the communication path. As a result, there is a significant
increase in charging current/voltage, a decrease in battery
life, or permanent damage. Similarly, injecting a white
noise in the PWM pulses causes false triggering.

• Interruption attack – Interruption attack involves inter-
ruption of communication signals, sensor data, or PWM
pulses, resulting in a denial of service (DoS) attack.

• Interception attack – Unavailability of supply/load is
disrupted by manipulating the load/source relay, and ul-
timately, interception entails gaining access to the charg-
ing station by stealing sophisticated data. zero/negligible
leakage current.

A brief classification of cyber-attacks on OBCs based on
the attacking pathways is depicted in Fig. 5. An attacker
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can manipulate the reference and input/output relay signals
by targeting the MCU. Attackers can acquire control of
sensor data and gate pulse control by attacking the EVSE
communication channel. Manipulation of the reference signal
entails either increasing/decreasing the reference signal. The
effect of decreasing the reference signal is moderate, i.e., it
increases the idle time for charging. On the other hand, the
increasing reference signal poses significant damage to the
power converters and batteries owing to increased charging
current/voltage through/across the devices. Targeting relay
signals involves a sudden loss of load. Sudden loss of load
results in extreme severity, specifically in fast-charging in-
frastructures, i.e., voltage swell on the grid side, resulting in
damage to the filter capacitor, etc.

An attacker can manipulate sensor feedback data by at-
tacking the communication channels and injecting a high-
frequency white noise or modifying the feedback gain by
placing an energised coil near the feedback path. Manipu-
lating sensor data causes a significant error resulting in a
huge increase/decrease in charging current and resulting in
degradation/damage to the battery. Similarly, an attacker with
access to the switching PWM pulse control can have total
control over the charger operation.

IV. RESULTS AND DISCUSSION

Cyber-attack vulnerabilities on OBC infrastructures are
performed to assess the possible implications on the MAT-
LAB/Simulink platform. A commercially available 3.3 kW
two-stage onboard battery charger is considered for simulation
studies [Fig. 2]. The design specifications of the battery
charger are presented in Table II. The two-stage battery
charger and its controller with the constant current - constant
voltage (CC-CV) charging technique is implemented on the
MATLAB/Simulink platform. Various cyber attack impacts,
such as the short circuit of the DC-link, manipulation of the
reference voltage signal, and the delay in gate signal attacks,
are exhibited in the simulation platform to emphasize the
associated potential impacts.

TABLE II
SPECIFICATIONS OF THE BATTERY CHARGER

Front end converter DC-DC battery interface
Interleaved boost PFC converter Phase-shifted full-bridge converter
Specifications Values Specifications Values
Input voltage 85-260 V DC Link Voltage 400 V
Input frequency 50 Hz ± 1% Operating frequency 60 kHz
Power 3.3 kW Power 3.3 kW
Current ripple 20% Output voltage 400 V
DC link voltage 400 V Voltage ripple 10%
Voltage ripple 10% Current ripple 20%
Switching frequency 40 kHz
Holding time 20 ms
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A. Modification attack - Manipulation of reference voltage

This attack is implemented by injecting a signal into the
reference voltage signal during the constant voltage (CV)
mode of charging. The reference voltage is increased from 400
V to 401 V with the modification/interference attack. Due to
the battery’s minimal internal resistance (in order of mΩ), 1 V
of change in reference voltage results in a huge increase in the
charging current of approximately 3 A, as depicted in Fig. 6. It
causes a substantial battery temperature rise, reduction in the
life cycle, performance degradation, and may even destroy it.
On the other hand, a decrease in the reference voltage reduces
the current and increases idle time for charging.

B. Interference - Short circuit of the DC link

A high-frequency noise signal is injected into switching
PWM pulses to assess the potential impacts of an interference
attack. However, it leads to turning on the switches on the
same leg at the same time, leads to a dead short circuit of
the DC-link, and creates a closed path for the stored energy in
the DC-link capacitor. Furthermore, the leg’s minimal on-state
resistance leads to a tremendous current spike, as depicted in
Fig. 7. It destroys the semiconductor leg and/or electrolytic
capacitor.
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C. Interruption/Interference cyber attack - Delay in switching
PWM pulses

A delay in PWM signals due to interruption and interference
cyber-attacks is considered to examine the potential impacts
on the dedicated OBC. The delay in the PWM signal during
turn-on leads to zero input current once the filter capacitor
is fully charged. Similarly, the turn-off delay shortens the
source terminal through a front-end boost inductor. A 1 ms
interruption of the PFC converter’s gate signals leads to 400 A
of current drawn from the grid, as shown in Fig. 8. Therefore,
the turn-off delay substantially impacts the grid and the PFC
converter. As a result, leading to permanent damage to the
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Fig. 9. Interception attack – manipulation of load relay signals.

semiconductor devices and/or filter components. On the other
hand, the turn-on delay makes the input current zero and
enhances the charging period.

D. Interception attack – Manipulation of load relays

Interception attack on OBC is examined by manipulating
the load/EVSE relays and causing the battery/vehicle to be
disconnected from the battery charging infrastructure/source,
resulting in enhancing the idol period for charging. Therefore,
the EV battery and the charging infrastructure is unaffected by
this attack. On the other hand, an enormous voltage rise across
the converter filter capacitor damages, as depicted in Fig. 9,
and damages the filter elements. Owing to the low power
ratings of the OBCs due to size and weight constraints, sudden
loss of source/load results in a medium impact on the grid
and charging infrastructure sides. Similarly, the prominent
cyber-attacks on battery charging infrastructure, their severity,
and their potential impacts are examined and summarized in
Table III.

V. CONCLUSION

Numerous data integrity vulnerabilities, potential impacts,
sophisticated gateways for attackers, and adverse issues on EV
OBCs are comprehensively discussed in this paper. Various
cyber-physical attacks, risk levels, and potential impacts are
discussed in detail. The simulated models of modification, in-
terference, interruption, and interception attack are developed
in the MATLAB/Simulink platform. These attacks are induced
on a commercially available 3.3 kW, two-stage OBC charger to
evaluate the potential impacts of attacks such as manipulation
of reference voltage in CV mode of charging, false triggering
of charging infrastructure, interruption of switching PWM
signals and relay signals. The results concluded that the cyber-
attacks on battery charging infrastructures cause a massive rise



TABLE III
CYBER-ATTACKS, RISK AND THEIR IMPACTS OF EV OBC

Attack Risk Potential impact
Increase in
sensor data Moderate Increases the charging time

Decrease in the
reference signal Moderate Increases the charging time

Turn on delay in
the gate signal Moderate Converter enters into

discontinuous conduction mode
Injecting white
noise signal Moderate Battery temperature rise

and life degradation
Decrease in
sensor data Extensive Damages power converters

and battery
Increase in the
reference signal Extensive Increases the error signal

and overcharges the battery
False gate
triggering Extensive Damage the battery charging

infrastructure
Turn off delay in
the gate signal Extensive Inductor saturates and extracts

overcurrent from source
Short circuit on
the load side Extensive Battery damages due to

huge current extraction
DC link
short circuit Extensive Electrolytic capacitors,

and power converter damages

Sudden loss
of the load Severe

Discontinuous inductor current
results in a huge voltage across it
and voltage swell at grid side

Short circuit on
the grid side Severe Widespread impacts on the

electrical grid

in charger current/voltage, thereby causing catastrophic impli-
cations on the power converter’s operation, grid disruption,
the safety of the energy storage devices, as well as the idle
charging period. Future work will be on the detection and
mitigation approaches of sophisticated cyber-attacks to protect
the interconnected charging systems and the distribution grid.
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Abstract—To ensure effective and safer utilization of 

Lithium-Ion Batteries (LIB), accurate State Estimation 

particularly State of Health (SOH) is extremely essential, 

especially in automotive applications. Accurate information 

about SOH not only plays a crucial role in health-conscious 

battery management while at the same time helps to prognose 

battery fault and replacement. Battery SOH cannot be 

measured directly. Therefore, typically equivalent models and 

data-driven estimation techniques are used to obtain SOH 

through external measurements. Feature vectors required for 

SOH estimation can be very effectively extracted by 

Electrochemical Impedance Spectroscopy (EIS). Still, existing 

EIS-based methods have several limitations, issues, and 

challenges. Thus, a comprehensive review of state-of-the-art 

EIS-based SOH estimation techniques is presented in this paper 

to expedite the research effort toward developing a more 

advanced and practical EIS method for accurate and real-time 

SOH estimation.  

Keywords—electric vehicle, lithium-ion battery, state 

estimation, battery management system, transportation 

electrification 

I. INTRODUCTION 

Electric vehicles (EVs) are becoming a reality today 
because of the concerns about climate change due to 
greenhouse gas emissions from the transportation sector, 
however, they are not ubiquitous. EVs use batteries as a 
source of fuel to power vehicles. Lithium-ion batteries (LIBs) 
are a popular choice for powering EVs because of their 
exceptional specific energy density and performance[1]. 
LIBs have the key benefits of high output voltage, slow self-
discharge rate, and wide working temperature ranges [2]. To 
utilize the LIB to its full potential, it is crucial to estimate the 
battery’s State of charge (SOC) and State of health (SOH). 
SOC can be defined as the ratio of available charge to the 
maximum amount of charge a battery can hold and SOH can 
be defined as the measure of performance in terms of power 
and energy that a battery can deliver with respect to a pristine 
battery [3]. It is of great importance to understand the 
behavior of the battery during its real-time usage and over a 
period, as the performance deteriorates on cycling. The 
deterioration of performance can be related to battery aging 
and imprudent usage of the battery. It is critical to understand 
the health of the battery to avoid fatal incidents that might be 
caused by the catastrophic failure of the LIB pack due to a 
fault condition inside the battery. The degradation of the 
battery health occurs because of various mechanisms which 
are chemical and mechanical in nature, causing degradation 
in the battery capacity and a rise in the internal resistance. 

These degradation in batteries are nonlinear and they can 
occur on both negative and positive electrodes of the battery. 
Formation of the SEI layer on the anode contributes to the 
internal impedance and loss of lithium material and lithium 
plating leads to capacity fade and increase of leakage currents 
[4]. The aging of the cathode is caused by changes in the 
mechanical structures of the electrode because of the cycling, 
and chemical decomposition as a result of side reactions and 
changes in the surface film [4]. The most frequently observed 
deterioration processes in LIBs are demonstrated in Fig. 1 [5]. 
As proposed by these authors, the battery capacity loss is a 
result of the loss of active materials and the loss of cyclable 
lithium in the battery. The internal resistance could be 
increased because of the loss of active materials, reduced 
kinetics, and increased electrical resistance. 

Fig. 1. Degradation mechanisms in Li-ion cells [5]. 

As the SOH of the battery cannot be directly measured, to 
better understand and evaluate the battery's health, many 
efforts have been made in terms of estimating using different 
estimation methods. Broadly, estimation methods can be 
classified as equivalent model-based and data-driven 
techniques [6]. The model-based methods can be further 
categorized into the Physics-based electrochemical model, 
based on comprehending the fundamental physics governing 
the function of the cell and creating a model of the cell 
dynamics from the inside out [7]. The second is based on the 
Equivalent circuit-based model which uses electrical circuits 
to model the cell behavior or phenomenological 
approximation of how a cell's voltage responds to various 
input-current stimuli [4]. The primary goal is to depict how 
the battery cell deteriorates throughout its lifecycle, which 
can be realized by analyzing the changes in the internal 
impedance of the battery over the range of the battery life. An 
Ex-situ post-mortem analysis, which disassembles cells 
before analyzing the individual cell components examines the 
aging mechanisms and substantive changes that occur in the 
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battery[8]. But with this approach, however, it might be 
challenging to keep the various cell components "intact" 
without tainting the battery materials [9]. Some non-
destructive methods to investigate LIB aging include full-
charge/full-discharge test, pulse discharge [10], Internal 
resistance measurement [4], Pseudo Open Circuit Voltage, 
Incremental Capacity – Differential Voltage, Differential 
Thermal Voltammetry [11], Electrochemical Impedance 
Spectroscopy (EIS) test [10][11]. It's crucial to emphasize 
that, regardless of the model type employed obtaining an 
accurate value of model parameters that considering the 
battery aging and operating uncertainties is highly 
challenging. Often special expertise in lithium-ion chemistry 
will be needed for understanding battery behavior and 
thereafter develop the model. In addition, to reduce the 
modeling effort and complexity often estimation accuracy 
needs to compromise. In contrast, data-driven techniques 
primarily depend on externally measurable battery 
parameters. Among the non-destructive and noninvasive 
methods of LIB data collection, EIS seems the most 
convenient and promising technique even for real-time and 
onboard SOH estimation. Owning its potential and promising 
future a comprehensive review of state-of-the-art SOH 
estimation techniques have presented in this paper. The aim 
is to provide informed guidance to the researchers and 
developers about the EIS technique, applications in SOH 
estimation along with current issues, challenges, and future 
research scopes.    

II. OVERVIEW OF ELECTROCHEMICAL IMPEDANCE

SPECTROSCOPY 

Electrochemical Impedance Spectroscopy -is a non-
invasive and non-destructive process, which can be used to 
analyze the internal resistance of the LIB. EIS can be 
translated to the study of impedance to the electrical 
conduction due to chemical reactions inside the battery over 
a spectrum of frequencies. It is one of the Electroanalytical 
techniques to evaluate the electrochemical process inside a 
battery. The internal impedance of a battery is the measure of 
the resistance to charge flow internal to the battery at various 
battery components like an electrode, electrolyte, current 
conductors, and separators. The impedance of the battery can 
be obtained using the EIS technique by imposing a small AC 
perturbation centered around a potential setpoint at multiple 
frequencies to the battery and measuring the sinusoidal 
response at different frequencies. The small perturbation of 
excitation is applied so that the system behaves linearly. In a 
linear system, the response to the sinusoidal excitation will 
be a sinusoidal response at the same frequency but with a 
phase shift [12].  

Fig. 2. Sinusoidal response of a linear system at a fixed frequency [12]. 

EIS process can be conducted using photostatic excitation 
where a small AC voltage perturbation is imposed on the cell 
and current response is measured or Galvanostatic excitation 
where a small AC perturbation is imposed, and voltage 
response are measured. 

The typical AC signal is indicated by 

∆� � ���� ∗ sin��  …(1) 

∆ � ��� ∗ sin��� � ��  …(2) 

Using aspects of Euler’s formula and Ohm’s law for AC 
circuits the impedance can be obtained by eq.3. which can be 
represented with magnitude and phase shift. 

���� � ����
���
� ∗ ���  ...(3) 

For Lithium ion battery Galvanostatic EIS to be 
conducted [13].With EIS, the impedance of electrochemical 
like LIBs can be obtained by imposing a small AC current 
signal at different frequencies and measuring the voltage 
response. The impedance data will be graphically plotted as 
real part of the impedance on X-axis and the imaginary part 
on the Y-axis. The plot obtained is a Nyquist Plot of 
impedance, spread over a frequency band. The Nyquist plot 
depicts the impedance information of electrochemical circuit 
elements like resistance including ionic resistance, electron 
resistance, bulk electrolyte resistance, charge transfer 
resistance, and double-layer capacitance[14]. The plot can be 
categorized into three parts considering the frequency- a 
high-frequency regime, a mid-frequency regime, and a low-
frequency regime. At high frequencies, the changes are too 
fast compared to the charge and discharging of a capacitor 
and at high frequencies, the capacitor behaves as plane wire, 
and the current flows. Under this scenario, the impedance 
measured is due to the ohmic resistance. The intercept with 
the real axis represents the resistance of the ohmic part of the 
electrolyte. At mid frequencies, the frequency changes 
impose a change in charge near the electrode-electrolyte 
interface, represented as a semicircle, represents charge 
carriers at the Solid Electrolyte Interface (SEI), double layer 
capacitance, and charge transfer resistance[13].  Going 
further with low frequencies in the limits of zero frequency, 
the perturbation is almost like a DC potential. At these 
frequencies, the Nyquist plot mirrors an impedance related to 
a chemical reaction at the bulk electrode material 
characterizing the solid-state diffusion of Li ions[13]. The 
electrochemical impedance spectroscopy (EIS) of batteries, 
which contains crucial battery data, has demonstrated a vital 
role in battery management technology. Researchers have 
studied the battery degradation and aging over its lifespan and 
compared the SOH with the EIS’s impedance model 
parameters and they have observed a huge correlation 
between the battery degradation and battery internal 
impedance[15]. 

The Nyquist Plot for a fresh Lithium-ion battery is as shown 
in Fig.3. The point at which the one end of the semicircle 
intersects x-axis is in the high frequency regime provides the 
bulk resistance or pure ohmic resistance of the battery. The 
partial semicircle represents the charge transfer resistance 
and double layer capacitance of the battery. This semicircle 
lies in mid frequency regime. The last part of the graph 
represents the Warburg impedance, which the diffusion of 
Lithium into the solid electrode. 



Fig 3. Nyquist plot for pristine Lithium-Ion battery 

Fig 4. Nyquist plot for aged Lithium-Ion Battery 

Fig. 4 is an example Nyquist plot for an aged cell where two 
semicircles can be observed. These over lapping semi-circle 
represents that the cell has been cycled and it has aged[16]. 

III. APPLICATIONS IN SOH ESTIMATION

There are multitudinous ways of estimating and 
predicting SOH. A lot of work is being done towards 
improving the estimation accuracy of the battery states 
considering its health. A comparison study has been made on 
the numinous estimation methods and the most common way 
is to use the model-based approach which includes 
classifications like semi-empirical models using physical 
equations, equivalent circuit-based models, electrochemical 
model-based methods including spectroscopy and 
electrochemical techniques model, analytical and data-driven 
models using statistical approaches [17]. Equivalent circuit 
model (ECM) [18] [19] and combination of equivalent circuit 
models and adaptive filters such as the Extended Kalman 
filter and variants [20] [21] are used for SOH estimation. 
Here, the EIS data is used for the model parameter extraction. 
Recently with the development of data-driven artificial 
intelligence and machine learning-based estimation 
techniques such as artificial neural network (ANN), Support 
vector regression [22], random forest regression [23] and 
deep learning techniques such as long short-term memory 
network [24] and gated recurrent unit network [25] are 
getting popularity for SOH estimation. Here, EIS data, 
containing important battery information is used for model 
parameterization and feature extraction for ML-based 
techniques. Different features and a review of feature 
extraction techniques using EIS are discussed in the 
following section.  

IV. CATEGORIES OF FEATURE EXTRACTION METHODS

There are various methods to estimate the battery SOH 
including advanced filtering methods, and data-driven 
estimations using artificial intelligence and machine learning 
technologies, considering the congruity between the states of 
the battery and its related features. Deep learning techniques 
are based on neural networks, sometimes referred to as 
artificial neural networks (ANNs) or simulated neural 
networks (SNNs), a subset of machine learning, and have 
developed into useful tools for battery technologies[26]. The 
data-driven approaches of machine learning technology are 
suitable for estimating SOH as it builds upon and 
preprocesses the large consequential database. Using EIS test 
to estimate SOH is proving to be efficient however the test 
itself is very time consuming and generates a large amount of 
data. Many efforts have been made to overcome these 
constraints. One research study provides us two different 
methods to use EIS data to obtain SOH estimations using high 
C-rates. The one way is to use the complete EIS data
spectrum of different frequencies and obtain circuit
parameters of battery ECM. These circuit parameters are used
to estimate SOH. The second method suggests using
characteristic frequencies, where the impedance at these
frequency points expresses the battery parameter values.
These parameter values are used to estimate the SOH. The
second method seems to be less time consuming and
economical. A linear regression method is used to estimate
SOH in both the methods[27]. Since EIS records both the real
and imaginary components of the impedance over a wide
range of frequencies, it is challenging to apply EIS for
predictive battery diagnosis due to the high data content in
the spectrum.  Some studies tried to extract features from EIS
for health estimation using data-driven methodologies.  An
individual quantifiable quality or characteristic of a
phenomenon is referred to as “a feature” in machine learning
and pattern recognition. Despite the clear qualitative changes,
it is challenging to pinpoint the quantitative traits connected
to degradation. The literature studies show that features to
estimate SOH can be extracted from battery EIS data. A study
proposes on extracting the health feature and characteristic
information of SOH using Time-domain impedance
spectroscopy, which proves to have less impedance
measurement time and provides measurement accuracy. It
identifies the five battery parameters that highly correlates
with battery SOH. The back propagation (BP) neural network
algorithm is used to estimate the battery capacity fade
[28].The impedance data at different frequencies will be used
to analyze the battery's internal impedance. The research
proposes extracting features from broad-band EIS data using
the Gaussian process machine learning technique for
estimating SOH [29]. The researchers used a huge data sets
of EIS spectrum (20,000 spectra) built a data model to
identify key features in the EIS using automatic relevance
determination (ARD) that relate to degradation, to estimate
battery capacity and end-of-life. Another research uses hybrid
model prediction algorithms to accurately predict the battery
capacity. The researchers proposes to combine EIS data with
features extracted from Incremental capacity curve to get
health features that are multi-dimensional[30]. The Capacity
degradation trend is noticed using Elman neural network and
support vector regression technique. Finally, Heath feature
and capacity degradation trends are combined using an
extreme learning machine for accurate prediction of battery
health. Fu et al. [31] used the Improved Fast Fourier
Transform to obtain significant features of battery health



including the peak value of the impedance imaginary part, 
along with the real part and amplitude at the corresponding 
frequency point, as well as the peak value of impedance phase 
and extreme learning machine with regularization 
mechanism is used to evaluate the degradation in SOH to 
avoid the impact of multi-layered input on computational 
cost. Feature extraction to evaluate SOH could also be 
extracted from model parameters based on battery ECM. The 
Circuit elements of ECM like resistors, capacitors, inductors, 
and Warburg impedance can be used to represent the EIS data 
to understand the battery internal components degradation 
and changes in internal impedances corresponding to SEI 
layer, double layer capacitance, Charge transfer resistance, 
and Solid-state diffusion. Significant work has been carried 
out to use the EIS data to understand SOH evolution 
considering battery SOC, temperature [32], and impedance 
characteristics during short-term relaxation time [33]. Further 
extracting features from fixed-frequency impedance appears 
more realistic based on the analysis's proposes using fast 
impedance measurements with pseudo-random binary 
sequence (PRBS) excitation to study a specific frequency 
point that can detect SOH [34]. EIS features used along with 
machine learning techniques have proven to obtain better 
estimation results. However, an online EIS estimation 
technique could be developed to have more accurate 
estimation. A novel way to measure the impedance of a 
series-connected battery pack was proposed by researchers 
using DAB converters to create AC disturbance and a two-
channel orthogonal vector-type digital lock-in amplifier was 
proposed to calculate the battery impedance [31].  A study 
uses Convolution Neural Network (CNN) to extract the 
important health feature from EIS data and a combined model 
of the bidirectional long short-term memory (BiLSTM) and 
the improved Particle Swarm Optimization (IPSO) for SOH 
prediction and optimization. The researchers of this study 
claims that IPSO-CNN-BiLSTM combinedly provides a 
better accurate SOH estimation [35]. 

V. CURRENT ISSUES, CHALLENGES, AND FUTURE RESEARCH 

SCOPE 

EIS can be used to obtain significant battery information and 
extract features to estimate battery health. With all the 
available SOH estimation methods, the key issue is to adopt 
a good SOH estimation method. The model-based 
approaches need a detailed understanding of battery internal 
composition and chemical and structural changes that happen 
over the aging period. The model-based estimations are 
specific to the battery and cannot be used for different kinds 
of batteries. Extensive experiments are to be conducted and 
are complex [29] and the model parameters are to be updated 
regularly. The adaptive filter-based estimation of SOH gives 
a good estimation of SOH; however, the accuracy of the 
output is highly dependent on the filter adaptability and 
tuning of the initial parameters of the filter. Filter-based 
estimations are computationally intensive to implement on a 
battery pack where individual cell parameter needs to be 
monitored and processed. The data-driven techniques like 
machine learning models require extensive data to train the 
model and require large system hardware [30]. All the above 
estimation methods require prior experiments and data 
collection. 

Currently, EIS data is mostly used for battery SOC, 
temperature, capacity, and remaining useful life (RUL) 
estimation. Very few studies reported the use of impedance 

data for SOH estimation. Thus, the potential use of 
impedance data from battery EIS needs to be explored further 
for more accurate and robust SOH estimation. There is 
limited research on using EIs data for second life of lithium 
ion batteries. A study discusses about assessing the SOH of 
battery not only during the first life or horizon of first life and 
second life usage of the battery but also during the second life 
application leveraging battery cycling  test data [36]. Another 
study aims at developing a procedure to estimate the second 
life aging and performance behavior by using DC internal 
resistance and analyzing aging phases[37]. However, these 
studies do not use EIS data to estimate the second life aging 
of the batteries. Analysis could be done as a part of future 
work to use EIS data to estimate second life SOH of the 
batteries as the market for using second life battery in 
applications like energy storage for residential purposes, 
using in smart grid applications to integrate renewable energy 
generators and microgrids could be made bigger. A 
comparative study of different EIS-based SOH estimation 
techniques conducted by Jiang et al. [38] showed that a single 
(fixed-frequency) impedance feature has comprehensively 
optimal performance in SOH estimation in terms of 
estimation accuracy, confidence, and efficiency. However, 
significant further research and experimental study are 
required to validate the hypothesis. Fixed frequency EIS will 
also enable on-board real-time SOH estimation. Furthermore, 
EIS-based SOH estimation at dynamic operating and 
environmental conditions such as temperature has not yet 
been considered. These aspects must be considered in further 
research toward developing more advanced EIS-based SOH 
estimation techniques, especially for automotive 
applications.  

VI. CONCLUSION

Battery EIS provides much helpful and sufficiently detailed 

information that is highly promising for accurate SOH 

estimation of battery. Therefore, a comprehensive review of 

existing EIS-based SOH estimation techniques alongside 

different important features for an accurate representation of 

SOH is presented in this paper. It is noticed from the review 

study that as of now the battery impedance data from EIS is 

mostly used for SOC, temperature, RUL, and capacity 

estimation. EIS for SOH estimation is very limited, especially 

for automatic-grade batteries. In addition, as of now SOH 

estimation of a single cell is considered only. Studies need to 

be extended for SOH estimation of a battery pack. Fixed or 

single-frequency impedance provides sufficient information 

for accurate and robust SOH estimation. This could also 

enable real-time SOH estimation using onboard BMS or the 

external charger. It could be concluded from the study that 

EIS-based methods have a significant potential to be a 

generalized, highly accurate, and real-time SOH estimation. 

However, a very limited number of studies have been 

conducted so far. Further studies on the highlighted research 

areas need to be conducted to develop an industry-ready EIS-

based estimation technique for real-time SOH estimation by 

onboard BMS or external chargers.     
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Abstract—Current breast cancer imaging modalities have 

some limitations. Diffuse optical imaging has shown significant 

potential for breast cancer detection and treatment response 

monitoring and can be an alternative, if not a replacement, to 

conventional imaging modalities. In this study, we have shown 

the diffuse optical breast-scanning (DOB-Scan) probe, utilizing 

a machine learning model, can discriminate between normal 

and malignant breast tissues. We have applied our model to 

fifteen breast cancer patients' datasets to predict patients' 

cancerous and normal breasts' optical properties. The 

regression model based on the correlation between the radial 

reflectance and the optical tissue properties is applied to predict 

the patients' scattering coefficients. As the model is a classifier, 

significant differences in the scattering coefficients of normal 

and malignant tissues have been reported. In addition, the 

scattering values for the longitudinal data have been calculated 

to assess patients' chemotherapy responses. These findings 

suggested that the diffuse optical scattering coefficient is a 

promising early marker of breast cancer. In addition, tumor 

features such as tumor heterogeneity, absorption concentration, 

initial tumor volume, and residual cancer after therapy could be 

predicted by this method.  

Keywords—machine learning, regression, optical scattering, 

breast cancer, detection, classification  

I. INTRODUCTION 

Breast cancer is one of the three most common cancers 
worldwide and is the second leading cause of cancer death [1]. 
About 43,250 women in the US are expected to die from 
breast cancer in 2022 [2]. Early detection of breast cancer and 
improved therapy options plays an important role in the 
survival rate and control of the disease [3]. X-ray 
mammography is the only screening modality that is 
associated with a reduction in breast cancer mortality. 
However, the sensitivity of mammography screening varies 
significantly depending on the tissue type. For example, it is 
as high as 80%-98% in women with predominantly fatty 
breasts to as low as 30%- 48% for highly dense breasts [4]. 

Near-infrared diffuse optical tomography (NIR-DOT) is 
being studied as a possible alternative, if not a replacement, to 
the conventional imaging modalities because it provides safe 
(non-ionizing), high-sensitive, low-cost technology for 
improving breast cancer diagnosis [5]. This study represents 
an ongoing research program toward developing a proprietary 
NIR diffuse optical breast-scanning (DOB-Scan1) probe for 
breast cancer diagnosis and treatment responses assessment. 

This work was supported by the Natural Sciences and Engineering 

Research Council (NSERC) of Canada, the Michael Smith Foundation for 

Health Research, and in part by the BC Cancer, Abbotsford. 

We have developed and successfully tested four versions of 
the DOB–Scan probe for cross-sectional imaging. DOB–Scan 
probe collects a set of optical reflectance from the breast 
surface and reconstructs a 3D map of the optical properties of 
the tissue (absorption and scattering coefficients). The optical 
properties may be used to identify tumors, as the tumor 
position is correlated with concentration maps of intrinsic 
absorbers (water, fat, oxyhemoglobin, and 
deoxyhemoglobin).  

In [6] and [7], we proposed a deep learning method to 
reconstruct accurate images using synthetic datasets, but the 
model relies on trial and error to match the location. Then, in 
[8] and [9], we proposed an analytical imaging algorithm
based on a modified diffusion equation (MDE) to obtain
optical properties and images of breast phantoms and breast
cancer patients, respectively. Our results showed that the DOB
probe could accurately calculate the optical properties and
map 3D optical images identifying the abnormalities.
However, MDE follows from an underlying mathematical
formulation making it slow in real-time imaging.
Alternatively, in [10], we introduced a polynomial regression
with a cross-validation split to predict the absorption
coefficients of breast tissues. In addition, the model could
calculate residual cancer burden classes accurately. However,
this model was trained based on the optical parameters
measured in [8] from solid phantom, not real patient data. In
return, it could not map some tumor characteristics to
reconstruct accurate 3D concentration images.

This study provides results for fifteen breast cancer patients 

who received neoadjuvant therapy and were periodically 

examined by the DOB-Scan probe throughout chemotherapy. 

The study is an ongoing clinical collaboration between Simon 

Fraser University (SFU) and BC Cancer (BCCA) in 

Abbotsford2 . Firstly, we have investigated the correlation 

between radial reflectance measured by the DOB probe and 

the optical coefficients obtained by the MDE model from 

patients' data. Then, we applied the regression method to each 

patient's data to predict the corresponding scattering 

coefficients. We also obtained the gaps between healthy and 

unhealthy scattering values that indicate breast tumors.  

1 DOB Scan is produced by Optican Systems Inc. in Vancouver Canada 

under the product name OptiScan. 
2 Ethical Approval for Harmonized Minimal Risk Clinical Study # 

H18-01506 
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II. METHODOLOGY

A. DOB – mechanism of measurements

The current hand-held DOB probe (Fig. 1) consists of a

linear charge-coupled device (CCD), a light-sensitive 

detector of 2048 pixels, and 14 µm pixel pitch. The effective 

imaging area is 28.672mm (2048 × 14 µm). 15 mm away 

from each end sides of the CCD detector, two encapsulated 

light emitting diodes (eLED) are mounted to provide 

symmetrical light illumination. The source (eLED light) and 

detector (CCD pixel array) separation vary from 15 mm (first 

pixel) to 43.672 mm (the last pixel in the array). Each eLED 

can illuminate the light of wavelengths 690, 750, 800, and 

850 nm in near-infrared regions. These wavelengths were 

selected based on the largest difference between extinction 

coefficients in the four main chromophores in breast tissue or 

tissue components that absorb light in the visible and NIR 

range, namely oxyhemoglobin, deoxyhemoglobin, water, and 

fat [11].  

The light is illuminated into the breast tissue one 

wavelength at a time. The backscattered light, or reflectance 

versus the distance to the light source, is collected by the 

CCD from the surface of the tissue. From 2048 pixels in the 

CCD, sixteen contiguous pixels are averaged to produce 128 

points of raw reflectance data to reduce noise. The raw data 

will be transferred to the computer system to generate optical 

properties, namely absorption, and scattering coefficients, 

which will be used to create a two-dimensional cross-

sectional image for the four chromophores. The details of the 

image reconstruction algorithm have been reported in our 

earlier studies [8], [12].  

B. Clinical Study

Fifteen female breast cancer patients with grade three

tumors at the BC Cancer Abbotsford eligible for neoadjuvant 

therapy were retrospectively included in this preliminary 

study. Four out of the fifteen patients were selected to be 

discussed in this document. Table I summarizes the clinical 

information on the selected patients for tumor size, diagnostic 

tools, and treatment progress. For example, tumor size in 

patient 13 was measured by ultrasound as 5.0 x 5.1 x 4.1 cm 

(Length x Width x Depth). Patients 12 and 13 had a complete 

response to the chemotherapy drugs. Patient 16 had a very 

large tumor, and patient 26 had multiple tumors; some of the 

lesions shrank throughout chemotherapy, but there were still 

some residuals after the completion of the treatment. 

The DOB measurements were compared with palpation 
(PALP) and ultrasound (US) outcomes. The oncologist 
examined palpation during each visit and determined the size 
and texture of the tumor by hand to predict the treatment 
progress. Patients usually receive 6 to 8 chemotherapy cycles 
and US imaging before, during, and after the treatment cycle. 
The DOB scans were performed before the chemotherapy 
trial, labeled as ''pretreatment,'' and the other scans were 
labeled as ''post-treatment #,'' where (#) is the number of 
chemotherapy sessions. As shown in Fig. 2, the scanning team 
determined the scanning procedure, the optimal direction of 
the scan, the location and orientation of the probe, the location 
of the reference, the number of slices, and the interval distance 
between each slice. DOB scans were performed on both the  

 (a) 

 (b) 

 (c) 

(d) 

Fig. 1. (a) DOB-Scan Probe (b) Front–end light sources and linear charge-

coupled device (CCD) orientation on the probe. (c) The probe is powered by 
custom software on a Windows laptop. (d) Schematic of the DOB system.  

TABLE I. PATIENT CHARACTERISTICS AND TREATMENT PROGRESS 

malignant and normal breasts. The reference was selected 
based on the approximate location of the tumor underneath the 
skin. The reference data were collected from the surface of the 
healthy breast. The probe placement was adjusted to capture 
the whole tumor; usually, ten slices for both eLEDs, were 
collected at the tumor's approximate location.   



Fig. 2. Scanning procedure for patient 16.  

C. Machine Learning Model

In [10], we proposed a regression model using various

physical breast phantoms datasets. The training dataset 

consists of N (��, ��, … , �� , ��, ��, … , �� ), in which optical 

parameters ��, ��, … , �� and reflectance values ��, ��, … , �� 

are input and output variables, respectively. The test dataset 

consists of N (��, ��, … , ����, ��, ��, … , ����) of known input 

variables ��, ��, … , ���� (128 reflectance values captured by 

the probe), and the unknown output variables ��, ��, … , ���� 

(128 absorption coefficients) for each patient. We used the k-

fold cross-validation, to test the model’s ability to predict new 

data to avoid overfitting. Thus, the training set is split into 

smaller k sets, fits a polynomial with the best degree to the 

data, and returns the absorption coefficients with minimum 

error on the patients' data [10]. The area under the absorption 

coefficient curves for 128 points was used to identify tumor 

response to chemotherapy and predict the residual cancer 

burden values with an accuracy of  98%.   

However, the model could not map some tumor 

characteristics to reconstruct accurate 3D concentration 

images due to using solid phantoms, not actual patients’ 

datasets, and nonlinear correlations between absorption and 

reflectance. Fig.3 shows reconstructed cross-sectional images 

generated by linear regression, the optimum degree, k-fold 

cross-validation, and the modified diffusion equation (MDE) 

methods. Although even the linear regression analysis could 

be used as a classifier, discriminating malignant versus 

normal breast tissues (see, Fig. 4, where red reflects 

cancerous and blue healthy), we must improve the model to 

generate accurate images effectively.  

We have investigated the computationally slow but 

accurate MDE model and its generated optical properties on 

the patient dataset and found a strong positive correlation 

between radial reflectance and scattering values (Fig. 5 (a)) 

but a partial correlation between reflectance and absorption 

parameters (Fig. 5 (b)). We previously predicted the 

absorption coefficient by regression analysis because it can 

be directly used for image reconstruction. Therefore, we 

applied the cross-validation and split the data into smaller sets 

to fit the best degree polynomial in each fold for error 

minimization.  

If we used a simple curve fitting method to find the 

correlation between reflectance and scattering, we would lose 

vital information related to the tumor properties. As shown in 

Fig. 6 (a), a scattering curve is predicted, but anomalies are 

detected in certain regions where there are deviations from  

 (a)   (b)   (c)  

Fig. 3. Images generated by (a) linear regression, (b) k-fold cross-validation 

polynomial regression, and (c) MDE methods.  

(a)  (b) 

Fig. 4. Linear regression is applied to slice one of patient 12 pretreatment 

data to classify the healthy versus unhealthy breasts. 

 (a)   (b) 

Fig. 5. (a) A strong positive correlation for scattering versus reflectance and 

(b) partial correlation for absorption versus reflectance are shown for slice 4

of patient 13 pretreatment data.

the scattering coefficients estimated by MDE. Therefore, we 

split the data into training and test sets, applying polynomial 

regression to estimate the scattering values. For model 

validation, the theoretical reflectance curves are reproduced, 

which are fitted to the experimental reflectance curves (see, 

Fig. 6 (b)). 

This model can estimate each patient's scattering 

coefficients. As the light transfers through breast tissue, the 

two light paths illuminated from eLED1 and eLED2 intersect 

at a point (X1, Y1), see Fig. 7. The optical coefficients at (X1, 

Y1) are measured as a superposition of two eLED light path 

optical coefficients. Thus, the optical properties calculated 

for each eLED were added and plotted versus distance as 

scattering curves for each patient's cancerous and normal 

breasts.  

Fig. 8 shows significant scattering changes between the 

malignant versus normal tissues for patient 16 pretreatment 

data. The cancerous breast has lower scattering (higher 

absorption) coefficients, while the normal side has higher 

scattering (lower absorption) values. Therefore, this method 

can be directly used to indicate the tumor. We can also utilize 

this method to calculate tumor response to treatment 

throughout therapy and predict treatment progress for each 

patient.  



(a)   (b) 

Fig. 6. (a) A simple curve fitting is applied to calculate scattering values, 

but important data about the tumor are lost. (b) Instead, regression machine 

learning analysis is applied and correctly predicts the scattering coefficients 
so that the resulting theoretical reflectance is fitted to the experimental 

reflectance curve. 

Fig. 7. Travel of light through breast tissue. 

Fig. 8. Scattering curves were obtained for patient 16 with healthy and 

unhealthy breasts' data at pretreatment, 690nm. 

Alternatively, we can obtain abnormality images from 

absorption coefficients calculated from the following formula 

	 = 	� �(��
�)�  (1) 

where the intensity of light (I) at a distance (x) within the 

tissue can be obtained [13]. 	� is the initial intensity, x is the 

path length, and µ�  describes the absorber's fraction of light 

absorbed or scattered per unit thickness. Also, 

��
� = �� + ��

�   (2) 

In (1), the intensity of scattered light (reflectance) and 

scattering coefficients (��
� ) are known, and the absorption 

coefficient (��) can be estimated. 

III. EXPERIMENTAL RESULTS

A. ML-generated scattering at pretreatment

This section uses the machine learning model to create the

scattering curves for each patient's healthy (sloid-back) and 

unhealthy (dashed-red) breasts. The healthy black curves 

were used as a baseline to check the changes in the scattering 

values. If there is no tumor, the red and black curves should 

overlap; if the gap (error) is higher, the tumor volume is 

higher.  

a) Discussion: For patient 12, slice 4 is identified as the

reference in the clinical palpation report, and in Fig. 9 (a), the 

highest variation between healthy and unhealthy curves is 

represented in slice 4. We can see a difference in the tumor in 

slices # 3 through 7. In slices #1-2 and #8-9 the curves are 

almost matched, indicating the tumor is small, and these 

slices show the healthy regions of the cancerous breast. For 

patient 13, slice # 7 indicates the highest error, representing 

the middle of the tumor; the tumor is shown from slices # 4 

to 9 (the high error on the left side of slices 1 and 3 is due to 

the nipple color variation). For patient 16, there exists a 

massive tumor, and all slices recognize the tumor. It also 

proves the palpation report about the reference location (slice 

# 7 is the reference). For patient 26, the gap in slice 1 is 

significant due to the nipple effect. The patient has two 

tumors, and slice # 3 is reported as the reference. We can see 

the highest gap on the right side of slice # 3, reflecting the 

larger tumor, and the smaller tumor is shown in slices # 9 and 

10. These results show that the scattering curves (errors)

reflect the tumor (see, Fig. 10).

B. Treatment response monitoring

We have generated the scattering curves throughout the

therapy cycles and compared the results with ultrasound 

outcomes, reported in Table I, to evaluate patients’ response 

to the chemotherapy drugs (see, Fig. 11). 

a) Discussion: For patient 13, as Table I summarized,

tumor volume decreased gradually (RCB# = 0). At post-

treatment #6, the tumor is not palpable, as is confirmed by the 

ML method. At post-treatment 6, the unhealthy and healthy 

breasts for LED1 are matched, but even the unhealthy curve 

is higher than the healthy one for LED2. Patient 16 has a very 

large tumor, and both ultrasound and ML results confirm the 

tumor is reduced a bit at post-treatment #4 (other data are not 

collected). Patient 26 had six treatment cycles, but some 

tumors remained after the completion of the treatment. The 

ML indicates the tumor size decreased but did not disappear 

after the therapy.  

IV. CONCLUSION

Diffuse optical imaging has significant potential for breast 
cancer diagnosis and treatment monitoring. We have shown 
that using a machine learning method, the DOB-Scan probe 
can accurately identify healthy versus unhealthy breast 
tissues. Therefore, a regression model was developed based 
on the correlation between the reflectance and scattering 
parameters to estimate the patients' optical properties. As a 
result, significant differences between the scattering 
coefficients of normal and cancerous tissues reflect 
abnormalities. In addition, this method can monitor patients’ 
responses to chemotherapy drugs. In the future, we will 
develop an imaging algorithm compatible with this method to 
reconstruct cross-sectional abnormality images. We will also 
develop a convolutional neural network model for real-time 
detection and classification of healthy, benign, and malignant 
breast tissues. 



(a) Patient 12 

(b) Patient 13 

(c) Patient 16 

(d) Patient 26

Fig. 9. ML-generated scattering curves for patients 12, 13, 16, and 26 at 

pretreatment at 690nm.   

(a) Patient 12 (b) Patient 13

(c) Patient 16 (d) Patient 26

Fig. 10. Error (the gap between healthy and unhealthy scattering results) 

reflecting the tumor. 



(a) Patient 13

(b) Patient 16

(c) Patient 26

Fig. 11. Treatment response monitoring at 690nm.  
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Abstract—This paper presents a passivity-based nonlinear
control (PBNC) method by considering Euler Lagrange (EL)
model for duty ratio control of DC/DC converter in secondary
side of inductive power transfer (IPT) systems. In this regard, an
IPT system feeding a constant power load (CPL) is considered.
Then, to ensure accurate power transfer regulation and system
stability, the proposed control method is applied to the DC/DC
boost converter on the secondary side. Without the PBNC,
the stability of the system can be affected by the negative
incremental impedance characteristic of CPL, which may even
cause system instability. The effectiveness of the proposed control
method is validated using Matlab/Simpower simulation. The
results demonstrate that the proposed control scheme guarantees
the stability and robustness of the IPT system in the presence of
CPL compared to a proportional-integral (PI) control method.

Index Terms—Constant power load, DC/DC converter, Electric
vehicles, passivity-based controller, Wireless power transfer.

I. INTRODUCTION

Increasing concerns about climate change, carbon diox-

ide emissions, the greenhouse effect, and the ever-increasing

consumption of fossil fuels have resulted in more attention

being paid to developing and producing new environmentally

friendly alternatives to internal combustion engine (ICE) vehi-

cles. Electric vehicle (EV) technology has significant potential

to support the transition to a more sustainable transportation

system by avoiding dependence on fossil fuels and reducing

local pollution and global greenhouse gas emissions. This

technology as a solution to environmental problems plays

a vital role in developing our cities into smart cities [1].

However, one of the problems with EVs is that they need to

be recharged frequently while there are not enough charging

stations to make longer drives in an EV possible. Making

EV charging stations more widely available are a promising

solution, but it is essential to make these stations not only

highly efficient but also simple and user-friendly.
In this regard, there is a need for a fast, automatic, safe, cost-

effective, and reliable charging infrastructure that provides a

profitable business model and rapid adoption in electric trans-

portation systems. Wireless power transfer (WPT) systems has

been provided as a practical solution for EV charging due to

outstanding features such as flexibility, convenience, safety,

low maintenance cost and long service life [2].
WPT systems can be divided into three main parts, 1)

power electronic converters, 2) resonant networks and 3) mag-

netic coupler/coil. Power electronic converters are essential

equipment in WPT systems to convert the DC to a high-

frequency AC and vice versa. Therefore, it can be stated that

the efficiency, reliability, and controllability of WPT systems

depend on the power electronic converters’ performance [3].

WPT EV charging systems can be classified as station-

ary wireless charging (SWC) and dynamic wireless charging

(DWC) systems. In DWC, although WPT systems can offer

high reliability and flexibility, the coupling coefficient between

the transmitter and receiver coils changes rapidly during the

movement of EVs. These inevitable changes can affect the

charging performance, power transfer, and system efficiency.

To address these problems and regulate the output voltage

to control the power transfer as well as efficiency of the

system, a DC/DC converter can be added on the secondary side

[3]. These regulated power electronic DC/DC converters can

behave as constant power loads (CPLs) which may cause the

system instability due to the negative incremental impedance

characteristic.

The existence of these element with inherent nonlinear be-

havior lead to an increase of the complexity of the system and

the need for a higher order mathematical model. Therefore,

the development of optimal and advanced control strategies

to maintain closed-loop system stability in the presence of

nonlinear dynamic characteristics is very important.

There are several methods for stabilization of the DC/DC

converters, by voltage and current control methods in the areas

of WPT charging systems with resistive loads. However, due

to the challenges associated with CPLs, further research on

this topic is recommended [4]. In DC/DC power electronic

applications such as EVs [5], a stability analysis of series-

series compensated WPT system with CPL is provided in [6].

It is shown that the system is unstable in the presence of the

CPL; thus, a feedback load voltage control is suggested for

the DC/DC converter feeding the CPL on the secondary side

in order to stabilize the system. In previous papers, classical

linear methods such as PI controller and feedback controller

have been used to evaluate the stability of the WPT system

with CPL. However, the DC/DC converters being inherently

non-linear, and an integrated CPL further increases the degree

of non-linearity of the system due to its negative incremental

impedance characteristic. Therefore, classical linear control
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methods are challenged and faced with some stability limi-

tations.

Based on the above-mentioned challenges and the main

objective of this paper, the proposed control should be able to

maintain the stability of the DC/DC power converter feeding

the CPL while ensuring the power transfer and tracking the

desired voltage and current trajectory. In order to ensure

the stability of the WPT system in the presence of CPL, a

nonlinear passivity-based control (PBC) method is presented

in this paper. The PBC is one of the advanced nonlinear control

strategies based on the energy principle which is known as

a suitable stability analysis method with robustness against

parameters uncertainties [7]. Recently, it has been utilized

in various fields such as electrical, mechanical and elec-

tromechanical applications [7], [8]- [10]. In power electronic

applications, a PBC for Automatic guided vehicles (AGVs)

WPT system to regulate output voltage of DC/DC converter

is given in [11]. Furthermore, a passivity-based PI controller is

proposed for DC/DC buck converter in secondary side of WPT

charging system for EVs to improved the system efficiency due

to the rapidly changing coupling coefficient by considering

the EL and port-controlled Hamiltonian (PCH) mathematical

model in [12] and [13], respectively.

The previous PBC methods can guarantee the stabilization

and the output voltage regulation of closed loop system

under resistive load. However, these approaches have not

been matched to analyze a WPT system with the CPL.

The negative impedance characteristics in these loads make

the system poorly dampened and large oscillations in the

output filter capacitor voltage, as well as affect its stability.

Therefore, in this paper a passivity-based nonlinear control

(PBNC) is designed to confirm the stabilization and voltage

regulation of DC/DC converter in secondary side to take

into account the nonlinear load i.e., CPL, so that the proper

power transmission is achieved. The proposed PBNC method

is designed considering the nonlinearity of the dynamic model

of the system which ensures the stabilization of the system,

the output voltage regulation and power transfer with fast

dynamic response in comparison with the conventional PI

control method. The conventional PI control method is widely

used as the controller of the power converters in WPT charging

systems [14]- [16]. Although this control method can achieve

the maximum efficiency, it provides a slow dynamic response

with a large overshoot/undershoots and long settling time

response compared to the proposed PBNC method.

The remaining of this paper is organized as follows. In

Section II, the system configuration of WPT is introduced. The

implementation of PBC method based on EL mathematical

model for DC/DC boost converter is presented in Section

III. The verification of the proposed control performance via

simulation study is provided in Section IV. Finally, section VI

concludes the paper.

II. SYSTEM CONFIGURATION

Fig. 1(a) shows the WPT structure for EV charging. This

system has two main parts 1) the primary side (i.e., charging

station) and 2) the secondary side (EV). The primary side con-

sist of AC or DC source supply (this dc voltage is obtained by

rectifying the ac utility), rectifier to convert the utility grid AC

voltage to DC voltage, high-frequency inverter which produces

the appropriate voltage for wireless power transmission, and

the sending coil which transfers high-frequency AC voltage to

the secondary coil. The secondary side has the receiving coil

of the coupled inductor, rectifier and DC/DC converter, which

the energy is transmitted to the load through the the high-

frequency rectifier and filter capacitor. In addition, as can be

seen both parts include the compensation network or resonant

capacitors to reduce the volt-ampere rating and improve the

power transfer capability.
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Fig. 1. Schematic diagram of WPT charging system for EV; (a) real circuit
of system, (b) Equivalent circuit of the system.

The equivalent circuit of series-series (SS) compensation

based WPT charging system is shown in Fig .1 (b), which

consist of high-frequency full bridge inverter with a constant

DC voltage source as input voltage Vin in primary side,

series-series resonant network with R1, R2, C1, C2, L1, and

L2, which are resistances, resonance capacitance and self-

inductances of primary and secondary coils respectively and

M is the mutual inductance between two coils. The DC-DC

boost converter is assumed to feed the load in the secondary

side. In addition, the primary and secondary currents and

voltages are expressed by I1, I2, V1 and V2 respectively, and

Cf1 is a large capacitor to smooth the DC output voltage Vout.

III. IMPLEMENTATION OF THE PROPOSED CONTROL

STRATEGY

A. Model of DC/DC Boost Converter with CPL

Fig. 2 demonstrates the schematic diagram of a DC/DC

boost converter with a realistic load profile, which is a com-

bination of the constant resistance load (CRL) and CPL [17].

The rectified input current iin is provided from the secondary

side rectifier, vCf2
is the output voltage as a load voltage which

is considered equal to voltage across the output capacitor filter

Cf2. Rf , and Lf are internal resistance and the input inductor

of the RLC filter of DC/DC boost converter respectively, iLf

is inductor current, vCf1
is capacitor voltage of the input



capacitor filter Cf1, P is power of CPL, ICPL is current of

CPL which is equal to P/vCf2
, RL is resistance of CRL.

S and D are two power switches; where S is controllable

(MOSFET or IGBT), whereas D is uncontrollable. According

to the switch positions, the averaged model of DC/DC boost

converter includes two different dynamics models (see Fig. 2

(b) and (c)).

Mode 1. When the switch S is turned on, i.e., S = 1, and the

diode is cut off, the energy is stored in the inductor Lf and

the load is fed by the energy stored in the output capacitor

Cf2 . The state-space equation of this mode can be achieved

by the following:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Cf1

dvCf1

dt = iin − iLf

Lf
diLf

dt = −Rf iLf
+ vCf1

Cf1

dvCf2

dt = − P
vCf2

− vCf2

RL

(1)

Mode 2. When the switch S is turned off i.e., S = 0 and the

diode is tuned on, the inductor is connected to the output and

the energy is released through it to the load. The following

equation is expressing the state-space model of this switching

mode. ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Cf1

dvCf1

dt = iin − iLf

Lf
diLf

dt = −Rf iLf
+ vCf1

− vCf2

Cf1

dvCf2

dt = iLf
− P

vCf2

− vCf2

RL

(2)
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Fig. 2. Schematic diagram of a dc-dc boost converter with a CPL; (a)
Equivalent circuit of the system, (b) Mode 1, (c) Mode 2.

According to the aforementioned switching modes, the

nonlinear state-space representation of the averaged model of

the proposed system can be given by:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Cf1

dvCf1

dt = iin − iLf

Lf
diLf

dt = −Rf iLf
+ vCf1

− (1− d)vCf2

Cf1

dvCf2

dt = (1− d)iLf
− P

vCf2

− vCf2

RL

(3)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Cf1Ẋ1 = iin −X2

Lf Ẋ2 = X1 −RfX2 − (1− d)X3

Cf2Ẋ3 = (1− d)X2 − P
X3

− X3

RL

(4)

where X ∈ Rn is defined as the state vector so that X =
[vCf1

iLf
vCf2

]T , and d represents the duty ratio of the DC/DC

boost converter switch.

B. Passivity-Based Nonlinear Control

According to PBC method [7], the dynamic of DC/DC boost

converter feeding CPL (4) can be described in EL model as

follows:

MẊ + (J +R(X))X = u (5)

where by combining (4) with (5), the generalized inertia, in-

terconnection, dissipation, and control input matrices, namely

M > o, J , R(x) : Rn → Rn×n, and u ∈ Rm, m < n,

respectively which are calculated as follow with J = −JT

and R(X) = RT (X).

M=

⎡⎢⎢⎣
Cf1 0 0

0 Lf 0

0 0 Cf2

⎤⎥⎥⎦ , J =

⎡⎢⎢⎣
0 0 0

0 0 −(1− d)

0 (1− d) 0

⎤⎥⎥⎦

R(X)=

⎡⎢⎢⎣
0 1 0

1 Rf 0

0 0 P
X3

2 + 1
RL

⎤⎥⎥⎦, u =

⎡⎢⎢⎣
iin

0

0

⎤⎥⎥⎦ .

As can be seen, for the proposed system in this paper the

matrix J = −JT is antisymmetric, thereby the properties of

EL equation have been met. Based on the energy function con-

vergence, the energy storage function of the power electronic

converters circuit can be obtained by considering the kinetic
energy and potential energy which can be calculated by the

energy stored in inductor and capacitor. Therefore, the energy

function of proposed dynamic system and its derivative can

be expressed as:

V (X) =
1

2
Cf1X1

2+
1

2
LfX2

2+
1

2
Cf2X3

2 =
1

2
XTMX (6)

V̇ (X) = Cf1X1Ẋ1 + LfX2Ẋ2 + Cf2X3Ẋ3 (7)

= iinX1 −RfX2
2 − P − X3

2

RL

V̇ (X) obtains the power balance equation in which RfX2
2

and X3
2/RL are the positive definite, and iinX1−P expresses

the difference between input power and the output power.



Since iinX1 is as an energy supply, the system is dissipative

and it can be said that DC/DC boost converter is strictly

passive; therefore the PBC controller design is applicable. Due

to the stability property of passivity systems, a system is stable

if the bounded input energy is applied to the system, and it

produces bounded output energy.

Considering the closed-loop system with the assumed con-

trol input u, the closed-loop system will be asymptotically

stable if X → Xd which implies e = X − Xd. Xd is

reference value of state variable , and e is the state vector error.

The reference dynamic system based on state-space and EL

mathematical model can be written as (8) and (9), respectively.⎧⎪⎪⎪⎨⎪⎪⎪⎩
Cf1Ẋd1 = iin −Xd2 −W1

Lf Ẋd2 = Xd1 −RfXd2 − (1− d)Xd3 −W2

Cf2Ẋd3 = (1− d)Xd2 − P
X3

2Xd3 − Xd3

RL
−W3

(8)

MẊd + (J +R(X))Xd = u−W (9)

where W = [W1 W2 W3]
T : W1,W2,W3 > 0 is damping

injection to improve the convergence speed of error function.

By subtracting (9) and (5) error dynamic system is given as:

Mė+ (J +R(X))e = W (10)

From the energy point of view, the error energy function and

its derivative can be expressed by the following equations:

V (e) =
1

2
eTMe (11)

V̇ (e) = eTMė (12)

Then, equation (12) can be obtained from (5).

Mė = u−MẊd−JX−R(X)Xd+WT e−(R+WT )e (13)

Substituting (13) into (12), the derivative of error energy

function can be rewritten as follows:

V̇ (e) = eT [u−MẊd−JX−R(X)Xd+We]−eT (R+WT )e
(14)

Based on the Barbashin-Krasovskii-LaSalle principle, the

closed-loop system is asymptotically stable in equilibrium

point if V̇ (e) as a derivative of the Lyapunov function would

be negative semi-definite [18], to ensure that the nonlinear

PBC control u can be designed as

u = MẊd − JX −R(X)Xd +WT e (15)

Since the trajectory desired namely Xd1 = V ∗
cf1

, Xd1 = i∗Lf
,

and Xd3 = V ∗
o are constant values, Ẋd = 0, then by

simplifying (15) we get:⎧⎪⎪⎪⎨⎪⎪⎪⎩
−Xd2 +W1(X1 −Xd1) = iin

−(1− d)X3 +RfXd2 +W2(X2 −Xd2) = 0

(1− d)X2 − P
X3

2Xd3 − Xd3

RL
+W3(X3 −Xd3) = 0

(16)

From second and third equation of (16), the duty ratio for

DC/DC boost converter is obtained.

d =
X3 +Xd1 +RfXd2 −W2(X2 −Xd2)

X3
(17)

d =
X2 − P

X3
2Xd3 − Xd3

RL
+W3(X3 −Xd3)

X2
(18)

The purpose of this paper is not only the stabilization of

DC/DC converter but also the current input control to control

power transfer and regulate the output voltage. Therefore, by

simplifying (16)-(18), the equation (19) can be applied as

proposed PBNC method which is calculated by:

d =
X2 −W1(X1 −Xd1) + iin +W2 +W3(X3 −Xd3)

X2
(19)

As shown in Fig. 2, a WPT system based on an SS

compensation network completes the conversion of a voltage

source into a current source. So, the general scheme diagram

of the proposed PBNC controller applied to the DC/DC boost

converter can be modeled, as presented in Fig. 3. Using

measured or estimated values, inductor current (iLf
), output

voltage (vCf2
), input voltage (vCf1

), and input current (iin)

are obtained and then transmitted to the PBNC. Then, using

the appropriate damping selection as well as the current and

voltage references, the control objectives (i.e., stabilization and

voltage regulation) will be achieved.
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Fig. 3. Schematic diagram of the closed-loop system with the proposed PBNC
control strategy.

IV. SIMULATION RESULTS

In this paper, the following assumptions are applied to eval-

uate the transient performance of the studied SS compensated

WPT system: 1) there is a perfect alignment between two

coils in the orthogonal direction, and 2) the mutual inductor

M is constant. To confirm the output voltage regulation and

stability analysis of the closed-loop system by the proposed

nonlinear PBC method, a simulation study is implemented in

Malab/Simulink. For this purpose, the proposed controller is

applied to the DC/DC boost converter feeding the CPL on the

secondary side of the WPT system (see Fig.3 ). The circuit

parameters of the proposed system are listed in Table I. In the



following the simulation results are discussed and explained,

which prove the robustness and performance of the proposed

control method in comparison to the conventional PI control

method with fixed control coefficients kp = 30 and kI = 5.
TABLE I

ELECTRICAL PARAMETERS OF PROPOSED SYSTEM.

Electrical Parameters
Parameter Symbol Value
Operating frequency fs 85 kH
Voltage reference in Dynamic Charging V ∗

cf1
205 V

Input capacitor in DC/DC boost converter Cf1 165μF
DC/DC boost converter frequency f 20 kH
Resistance of DC/DC boost converter Rf o.o3Ω
Inductor of DC/DC boost converter Lf 138 μH
Output capacitor of DC/DC boost converter Cf2 470μF
Output Voltage reference V ∗

o 410 V
CPL P 8 kW
Inductor current reference I∗Lf

42.5 A

Primary Side Coil
Measured Resistance R1 0.003 Ω
Compensation Capacitor C1 20 nF
Self-inductance of the Coil L1 176 μH

Secondary Side Coil
Measured Resistance R2 0.003 Ω
Compensation Capacitor C2 85 nF
Self-inductance of the Coil L2 41 μH

A. Scenario 1. Transient Analysis

In this scenario, the transient performance of the proposed

PBNC control method is investigated under dc rectified voltage

variation on the secondary side. It is assumed that a step

change in input voltage has suddenly occurred from 205V
to 220V at t = 0.25s. The transient response of this scenario

is demonstrated in Fig. 4. The proposed PBNC results on the

DC/DC converter in secondary side of WPT systems indicate

accurate tracking with a fast dynamic response and small

ripple while also converging to the references values with a

near zero steady-state error, so that the transient time of the

PBNC and PI are about by 25 and 125 ms, respectively.

Fig. 4. Transient response performance of the proposed controller under input
voltage step change.

B. Scenario 2. Load Change

In this scenario, the robustness and stability of the system

is investigated, in order to verify the performance of the

applied PBNC controller a load change has been considered.

It is assumed that the power changes by approximately

%20, so that a CPL with PCPL1
= 1.6kW is disconnected

from the DC bus at t = 0.25s (decreased power load

from PCPL = 8kW to PCPL = 6.4kW ), then PCPL1 is

re-connected to the system at t = 0.75s.

Case1. Stability Analysis: The stability property of passivity

systems states that a system is stable if bounded input energy

is applied and bounded output energy is produced. To confirm

the system stability with PBNC method, in this scenario, the

convergence property of the proposed PBNC strategy under

the frequent changes in the output power of CPL is evaluated.

As shown in Fig. 5, the state trajectories X (i.e, VCf1
, iLf , and

VCf2
) can converge to the desired value Xd namely voltage

and inductor current references which ensures the system

stability.

Fig. 5. Stability performance of the proposed PBNC controller under load
change.

Case2. Robustness Analysis: Moreover the transient response

performance of the proposed control method to regulate the

power transfer is presented in this case. To this end, the robust-

ness of the system under power change has been evaluated.

Fig. 6 demonstrates the dynamic response of the output voltage

and current. As can be seen, the proposed PBNC recovers

the current amplitude correctly after changing the load and

the voltage stability remains satisfactory which indicates the

accurate power transfer. Therefore, the performance of the

proposed PBNC is verified to have fast dynamic response and

zero steady-state error. It is observed that the proposed control

method not only has superior and robust performance against

sudden changes but also it can ensure the stability of the

DC/DC boost converter in the presence of the nonlinear CPL.

The performance of the proposed PBNC controller compared

to PI controller is shown in Table II.

TABLE II
COMPARISON OF CONTROL METHODS UNDER LOAD CHANGE.

Control Methods Overshoot Rise time Settling time

PBNC (Voltage) 1.64e-04 24.6 ms 77 ms
PI (Voltage) 0 70.4 ms 182.3 ms

PBNC (Current) 4.3 24.6 ms 77 ms
PI (Current) 11.25 70.4 ms 182.3 ms

C. Scenario 3. Efficiency analysis

The performance of WPT system can be evaluated using

the overall efficiency of the system and the execution of high-

frequency inverter soft switching. To prove the soft-switching

condition, it can be investigated by observing the output wave-

form of the inverter on the primary side [19]. In this regard,

the inverter output voltage and current are shown in Fig. 7.

As can be seen, when the switch is turned on, the inverter

current is negative. It means that the soft-switching condition



theoretically has been realized. Furthermore, a comparison of

the overall system efficiencies of the PBNC and PI control

methods under output power change is illustrated in Fig. 8.

It is assumed that in this scenario, the system undergoes the

same stages as Scenario 2. It is obviously observed that both

methods can achieve the overall system efficiency, while the

proposed PBNC method has a much faster dynamic response.

Fig. 6. Robustness performance of the proposed PBNC controller compared
to PI control under power load change: (a) output voltage, (b) Output current.

Fig. 7. The output waveform of the inverters: (a) voltage, (b) current.

Fig. 8. Overall system efficiency under output power change.

V. CONCLUSION

In this paper, a PBNC method for duty cycle control of

the DC/DC converter in the secondary side of the WPT

systems with CPL is provided to ensure the excellent power

transfer control, and system stability as well as regulate the

output voltage. To verify the effectiveness and robustness

of the WPT system with the PBNC strategy, the impact of

CPL changes and voltage variation has been evaluated. The

simulation results have confirmed the satisfactory performance

of the proposed strategy while ensuring the stabilization of the

system in the presence of CPLs.
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Abstract—This paper proposes a technique for indoor localiza-
tion based on a visible light positioning approach. The strategy
relies on using lighting luminaires that modulate the luminous
flux at different frequencies. A light sensor is then used to gather
the illuminance signal used as input for a previously trained Arti-
ficial Neural Network (ANN) to estimate the position of the sensor.
The work’s main contribution is using an illuminance estimator
based on the lighting distribution of the luminaires to perform
the training procedure of the ANN. The lighting distribution is
obtained through the .IES file provided by the manufacturer,
i.e., the same file used for lighting designs. Therefore, by using
characteristics of the environment and the .IES file, the proposed
system can provide data to train accurately the ANN used in
the positioning method. The results attested to the satisfactory
performance of the proposed localization technique as it produced
mean distance errors of 1.51cm and 0.79cm considering 0% and
70% walls’ reflectance levels, respectively.

Index Terms—Artificial Neural Network, light modulation,
IES, Visible Light Communication, illuminance

I. INTRODUCTION

Visible Light Communication (VLC) technology has greatly
developed in the past few years. One of VLC’s main areas
of study is indoor positioning. Determining the location of
people, objects, and animals is a problem with many solutions,
each with its advantages and disadvantages. When evaluating
which method to use in a specific situation, some parameters
must be considered, such as cost, accuracy, and safety.

In recent years, with the evolution of LED technology, in-
door positioning systems based on VLC have been developed
and presented as promising alternatives to the localization
problem. These systems consist of two types of components:
the transmitters and the receivers. The transmitters usually are
LED lamps, which send signals containing the information
used by the positioning system. Such signals are generated
from the modulation of light at high rates so that the local-
ization feature does not affect the primary task of lighting

This work was supported by CNPq (Project 408114/2018-5) and by
FAPEMIG (TEC APQ Project 01435/18).

the environment since the variation of light intensity at high
frequencies is imperceptible to the human eye. On the other
hand, the receiver is usually a photosensor, and the positioning
technique uses its output to estimate the sensor’s location.
Alternatively, some works propose the use of digital cameras
[1] [2] [3].

There are several applications for visible light positioning
in indoor environments, some examples being guiding people
to areas of interest in public spaces, the localization of doctors
and patients in hospitals to optimize care in urgent cases, and
determining the position of products in stores.

In this context, the proposed work presents an indoor
positioning technique based on the VLC approach using an
Artificial Neural Network (ANN) to estimate the sensor’s
position. The work’s main contribution is the offline training
of the ANN using light distribution files (.IES). Using these
files makes it possible to reuse data already employed in
lighting projects and increase the accuracy of the localization
system. In addition, with this approach, it is not necessary to
carry out training with experimental data, which allows for
generalization and facilitates the practical application of the
proposed technique.

The remainder of this paper is organized as follows. Section
II will go into detail about the illuminance calculation for
the offline training and will explain the modulation, reception,
and features extraction of the light signals. It will also deal
with the ANN implementation. Section III shows the algorithm
setup for the tests to be done. Section IV presents the results
obtained to validate the proposed method, and Section V
concludes the paper.

II. VISIBLE LIGHT POSITIONING

In this section, an overview of the method will first be
presented. Next, the estimator’s static and dynamic illumi-
nance calculations are explained. Then, the reception and
feature extraction of the illuminance signals transmitted by
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the luminaires by the sensor are discussed. Finally, an ANN
is presented as a means of performing position estimation.

A. Overview

For the method proposed in this paper, some lighting
luminaires are distributed throughout the environment. These
luminaires fulfill their function to light the environment and to
work as transmitters, emitting light at frequencies high enough
not to be noticed by the human eye. The Frequency-Shift
Keying (FSK) method modulates each luminaire’s luminous
flux in a unique frequency.

A light sensor works as a receiver, collecting a signal
composed of the sum of the illuminance signals emitted by all
the luminaires in the environment whose luminous flux reaches
the sensor. Since each luminaire has its unique frequency,
the illuminance signal received can be separated through the
Fast Fourier Transform (FFT), being possible to obtain the
amplitude of each separated signal. Those values compose an
input vector that characterizes the receiver’s position in the
environment. Then, the input vector feeds a previously trained
ANN that estimates the sensor’s position. Fig. 1 illustrates the
process.

Fig. 1. The indoor positioning technique proposed

For the training of the ANN, data about the environment
need to be set up, such as the room’s dimensions, the walls’
reflectance level, and the number of divisions on the floor and
walls’ planes. The position, modulation frequency, and .IES
file of each luminaire are also set up.

Once the algorithm is set up, the total illuminance of every
point on the discrete map is calculated in time using each
luminaire’s .IES file, which provides their accurate lighting
distribution. The receiver extracts illuminance data using the
FFT for the frequency of each luminaire on all of the points.

Finally, with the received data and the expected location of
the points, the ANN is trained and tested to be used for Visible
Light Positioning. Fig. 2 shows a flowchart of the method
proposed.

The proposed method presents some advantages compared
to the RSS (Received Signal Strength) and AOA (Angle of

Fig. 2. The training stage of the algorithm proposed

Arrival) techniques commonly used in the field. First, RSS
and AOA methods, such as trilateration and triangulation, are
based on LOS (Line of Sight). Although NLOS (Non-Line
of Sight) components are usually weaker, these methods still
suffer from multipath effects, especially if the environment
has walls or planes with high reflectance levels. The proposed
technique considers the reflections in the environment when
calculating the total illuminance for all of the points.

Proximity techniques are based on the number of luminaires
in the environment and their distribution on the ceiling since
the sensor’s position is determined as inside the nearest lumi-
naire’s FOV (Field of View). On the other hand, fingerprinting
techniques have an offline phase where RSS or AOA data need
to be collected on discrete points on the environment’s map to
be later compared to the real-time collected data. The former
depends on whether the environment has enough luminaires
to ensure accuracy. The latter is costly and time-consuming as
information needs to be previously obtained.

The proposed work uses the .IES file of the luminaires,
which allows using available data to calculate the light distri-
bution in the environment. It reduces costs since no experimen-
tal data need to be collected, and it facilitates the technique’s
application. A much smaller number of luminaires produces
higher accuracy compared to proximity methods.

The illuminance calculator developed in this work allows
for modeling different objects and barriers in the environment
and a more accessible remodeling if necessary. Also, once the
ANN is trained, the estimated position is given in a matter
of milliseconds after the input illuminance vector is fed to
the ANN, making it suited for many applications where fast
positioning is essential such as mobile robot navigation.

B. Illuminance calculation for the offline training

The illuminance calculator proposed in this work uses the
Lambertian model of light propagation and the luminaire data,
which are loaded from the .IES file provided by the manufac-
turer. The illuminance (E) at a given point is calculated using
the luminous intensity (I) in its direction, obtained from the



luminaire data (.IES file). It also uses the Euclidean distance
(r) between the point and the light source and the α angle
between the normal vector to the plane receiving light and the
light incidence vector. That is given by (1):

E =
I · cosα
r2

(1)

The .IES file contains all the necessary information about
the luminaires: size, number of LEDs, luminous flux for each
LED, and the luminosity distribution on the horizontal and
vertical planes. This file is the same one used in lighting
designs. It contains data from the luminaire provided by
the manufacturer, thus allowing for the generalization of the
proposed methodology for any luminaire or scenario.

The sum of the direct and indirect illuminance gives the total
illuminance at a given point on the chosen reference plane.
Direct illuminance comes from the source, while indirect
illuminance comes from the reflections by the walls of the
environment. That can be seen in Fig. 3.

Fig. 3. Total illuminance incident on the reference plane

Etotal = Edirect + Eindirect (2)

The direct illuminance received can be expressed as:

Edirect =

L∑
l=1

Il · cosαl

r2l
(3)

where L is the number of luminaires in the environment, Il
is the luminous intensity of a luminaire, rl is the euclidean
distance between the luminaire and the given point, and αl is
the light incidence angle.

The indirect illuminance occurs from the reflection of the
direct illuminance received by the walls of the environment.
Each section of area Sn centered on a point n is treated as
a Lambertian source of light intensity Irn , as exemplified in
Fig. 3.

Thus, the indirect illuminance can be expressed as:

Irn = ρ · Sn · En (4)

Eindirect =

N∑
n=1

Irn · cosβn
r2n

(5)

where N is the number of reflection points on the wall, and
Sn is the reflection surface, with its area determined by the
number of divisions on the walls’ planes. ρ is the reflectance
level of the wall, En is the direct illuminance received by the
reflection point, rn is the distance between n and a given point
on the floor and βn is the light incidence angle.

The discussion presented so far refers to static illuminance
calculation. For the positioning method presented in this paper,
dynamic illuminance calculations must be done so that each lu-
minaire has an identifiable signal. The light propagation model
is the same as the one used for static calculations, except the
luminous flux of the luminaires is modulated using the FSK
method. Each luminaire has its luminous intensity modulated
at a single frequency high enough to be imperceptible to
human vision. The difference between these frequencies must
be chosen so that one signal does not interfere with another.
The following equation expresses the illuminance for each
luminaire:

E(t) = Eo[1 + sgn(sin(wst))] (6)

where Eo is the illuminance referring to the luminaire, t is
the time, ωs is the modulation frequency, sgn is the sign
function that returns 1 if the argument is positive, and -1 if
it is negative. The unit on the equation is added to keep the
signal range always positive. In this case, the sign function
produces a square wave of angular frequency ωs from a sine
wave with the same frequency.

C. Reception and extraction of the illuminance signals

The luminaires are evenly distributed throughout the envi-
ronment, so the incident illuminance on the points will differ
for each frequency. Therefore, the illuminance at a given
point, considering an environment with L luminaries, can be
expressed as:

E(t) =

L∑
n=1

El[1 + sgn(sin(wslt))] (7)

Then, through the FFT, it is possible to obtain, for a
given point, a vector vk of illuminances’ amplitudes that
characterizes it. The illuminance vector is defined as:

vk = [A1, A2, A3, ..., AN ] (8)

, where N is the number of luminaires and A1, A2, ..., AN

are the amplitudes of the illuminances, each value associated
with one luminaire present in the environment. The amplitudes
are related to the RSS regarding each luminaire. They can be
used to train an ANN designed to retrieve the position of the
sensor.

D. ANN training and error estimation

An Artificial Neural Network is a machine learning al-
gorithm capable of predicting the future states of a system,
classifying data, correlating variables, and other diverse ap-
plications. However, in order to obtain accurate results, the



network must be appropriately trained so that it can find a
correlation between input and output data [4]. In the proposed
system, the input of the ANN is the vector vk, defined in (8),
and the output is the tuple (x, y), which defines the position
of the sensor in the environment.

The conditions above represent the characteristics corre-
lating the illuminance of a point in the environment with
its position. For the network to learn such features, it must
perform supervised training using an Mi×j matrix defined in
(9), in which i × j is the number of points in the discrete
environment. Each matrix element is a vector vk that contains
the amplitudes of the illuminance components of the k-th point
on the environment.

Mi×j =


v11 ... v1j

v21 ... v2j

...
...

...
vi1 ... vij

 (9)

Only one hidden layer was used for tests since any continu-
ous function of many variables can be approximated by a feed-
forward neural network with only one hidden layer (Universal
Approximation Theorem).

In this work, once the matrix Mi×j was determined, the
next step was the training of the ANN. First, the extracted
data received by the sensor and the expected positions of
the points on the discrete plane were separated into random
subsets, where 75% of the data were used for training, 10%
for validation, and the other 15% for testing. This division
was obtained empirically considering the best performance on
the test set. The regressor used was the Multi-layer Perceptron
with a number of neurons in the hidden layer that needs to be
adjusted accordingly to the case through experimentation.

The activation function used for the hidden layer was
ReLU (Rectified Linear Unit) since it can produce better
results than other activation functions like the logistic sigmoid
and the hyperbolic tangent functions. The learning algorithm
was L-BFGS (Limited Memory - Broyden Fletcher Goldfarb
Shanno), chosen because it can converge faster and perform
better than other algorithms like Adam and SGD (Stochastic
Gradient Descent) when working with small data sets. Several
tests were also done to decide the best learning algorithm to
use.

III. ALGORITHM SETUP

The technique proposed in this work is a discrete method.
The number of divisions in the environment is described as
a× b× c, where a, b and c are the numbers of discrete values
on the x-axis, y-axis, and z-axis, respectively. The tests were
done in an environment with dimensions 3m × 3m × 3m, a
number of divisions of 30×30×30, and a 10.34cm resolution
on each axis. This number of divisions was chosen to enable
the tests to be done with a low calculation time and for being
sufficient to allow for a good enough representation of the
environment.

The walls’ reflectance levels used were 0% and 70% to eval-
uate a scenario in which there is only LOS and one scenario

with some level of reflectance, showing the effectiveness of
the work even with NLOS components.

The tests were done with four luminaires. Their positions
on the x and y axis were (0.75, 0.75), (2.25, 0.75), (0.75,
2.25), and (2.25, 2.25) and their modulation frequencies were
10kHz, 21kHz, 32kHz, and 43kHz, respectively. The position
on the z-axis for all the luminaires was 3m.

As previously stated, the modulated signals produced by
the luminaires are square waves. Periodic waveforms that are
not sinusoidal hold energy at harmonics of the fundamental
frequency. Square waves, however, only contain odd harmon-
ics. Therefore, the modulating frequencies were chosen to
guarantee that the harmonics of the signals do not interfere
with the fundamental component of another signal.

IV. RESULTS

Once the algorithm was set up, the proposed method was
tested. The tests were done in Python, with libraries scikit-
learn used for the ANN, numpy for the FFT, and matplotlib
for results representation. After the ANN was trained and
validated, the positions of the points referring to the test subset
were estimated for error analysis.

Fig. 4 shows the results for a 3m× 3m× 3m environment
with 70% walls’ reflectance level. The actual position of the
points is shown in blue dots, and their estimated location is
in red crosses.

Fig. 4. Position estimation in a 3m×3m×3m environment with 70% walls’
reflectance level

Fig. 5 shows the position error histogram for the testing set.
The mean distance error found was 0.79cm, and the standard
deviation was 0.54cm, showing great accuracy obtained by the
system and that the results are clustered closely together. The
maximum distance error found was 3.38cm for an outlier, as
seen in the Figure. Analysis of the data showed that for 95%



of the points, the distance error is smaller than 1.70cm, almost
half the value of the maximum distance error found.

Fig. 5. Position error histogram for 70% walls’ reflectance level

Fig. 6 shows the position error histogram for a 0% walls’
reflectance level. The mean distance error found was 1.51cm,
and the standard deviation was 1.06cm, also showing great
accuracy obtained by the system and that the results are
clustered closely together. Just like the previous scenario, the
maximum distance error happens for an outlier, with a value
of 6.47cm, as seen in the Figure. Analysis of the data showed
that for 95% of the points, the distance error is smaller than
3.44cm, much smaller than the maximum distance error (53%
of the value).

Fig. 6. Position error histogram for 0% walls’ reflectance level

It can be noticed that the scenario with 0% walls’ reflectance
level presented worse results than the one with 70% walls’
reflectance level, i.e., the scenario with only LOS components
had worse results than the one with NLOS. That happens

because a higher variability in the illuminance throughout the
environment will make each point more distinguishable for
the ANN to identify them correctly. The uniformity ratio is
given by the average illuminance divided by the maximum
in an environment. The scenario with a 0% reflectance level
presented a uniformity ratio of 68%, and the one with a
70% reflectance level presented a 63% uniformity ratio. As
a result, the scenario with the lowest uniformity ratio, and
therefore the highest variability in the illuminance throughout
the environment, presented the best positioning performance.

Table I presents the characteristics of IPSs (Indoor Position-
ing Systems) based on LED luminaires for different papers.
The accuracy column refers to the mean distance error in the
simulated experiments. In this paper, the mean distance errors
obtained were 0.79cm and 1.51cm for the 3m × 3m × 3m
environment.

TABLE I
LED-BASED IPSS

Work Positioning
Algorithm

Environment
Size Cell Size

LED
lumi-
naires

Accuracy

This
paper RSS / ANN 3×3×3m3 10.34×

10.34cm2 4 0.79cm ∼
1.51cm

[5] RSS /
Fingerprinting 6×6×4m3 4× 4cm2 4 9.1 ∼

26.4cm

[6] RSS /
Fingerprinting 5×5×3m3 5× 5cm2 4 6cm

[7] RSS /
Fingerprinting 5×5×2m3 50× 50cm2 4 27cm

[8]
RSS /

Trilateration +
Fingerprinting

5×5×3m3 2.5× 2.5cm2 4 3,9cm

[9] RSS /
Proximity 50×50×3m3 × 625 27cm

[10] RSS /
Trilateration

10× 2× 3m3

and
8× 2× 3m3

× 9 10cm

[11] RSS /
Trilateration 15×15×3m3 × 3 0.9cm

[12]
AOA / Least

Squares
Estimator

4×6×Hm3

H not
informed

× 40 20cm

[13] AOA e OOAE 5×5×3m3 × 11 1,4cm
[14] RSS / AOA 6×6×4m3 × 4 0.5cm

Fingerprinting algorithms are the most similar to this paper
since they are discrete methods and have an offline stage. In
the offline stage, information about the environment needs to
be collected, such as RSS or AOA. This task takes time and
effort and depends on the chosen grid size. A smaller grid size
usually produces better results, but more information needs to
be obtained.

In comparison to the fingerprinting algorithms, this paper
presented smaller distance errors than the values obtained in
[5] (9.1 ∼ 26.4cm), [6] (6cm), [8] (3.9cm) and [7] (27cm). It
can be noted that the cell size in this paper is bigger than the
ones used in most of these works, but the paper still presented
better accuracy results. Besides, the offline phase in this work
takes less time and effort to be done once the environment’s
information is obtained using the .IES files of the luminaires.



Proximity methods rely on the distribution of the luminaires
on the ceiling, as previously mentioned since the receiver’s
position is determined as inside the nearest luminaire’s FOV.
As a result, the work presented in [9] required 625 luminaires
to present an accuracy of 27cm.

For other RSS and AOA-based methods, such as trilateration
and triangulation, the strength of the signals decreases as the
distance between transmitters and receiver increases. Besides,
these methods are based on LOS, meaning that obstacles
blocking the shortest light path between the luminaire and the
sensor greatly impact the accuracy. Rooms or obstacles with
a high reflectance level also influence the accuracy because of
the presence of NLOS components in the light.

The method proposed in this paper is based on the total illu-
minance at each point of the environment. As a result, unlike
trilateration and triangulation methods, this work considers the
light’s LOS and NLOS components. Also, higher variability in
the illuminance throughout the environment makes each point
more distinguishable for the ANN. That means the decrease
in signal strength as the distance between transmitters and
receiver increases is actually the desired effect.

Compared to other RSS-based methods, this paper presented
smaller distance errors than the value obtained in [10] (10cm).
One scenario in this work presented a smaller, and one
presented a bigger distance error than the value for [11]
(0.9cm).

Compared to AOA-based methods, the results obtained are
smaller than the distance error for [12] (20cm). One scenario
in this work presented a smaller, and one presented a bigger
distance error than the value for [13] (1.4cm). The hybrid
method combining RSS and AOA in [14] presented a smaller
distance error than the ones obtained in this work (0.5cm).

V. CONCLUSION

This work proposed a positioning technique for indoor
environments based on VLC technology. The system was
designed to estimate the position of an illuminance sensor
based on the light propagation in an environment, which
was performed using a file containing the luminous intensity
distribution of an actual luminaire.

The transmitters modulated their signals in different fre-
quencies to make it possible to identify each luminaire. The
received signal was extracted, and the data were used to locate
the sensor using an Artificial Neural Network. The scenarios
tested presented mean distance errors of 0.79cm and 1.51cm.
The results were clustered closely together, and most points
presented great accuracy with a few outliers.

Then, the results obtained were compared to other VLC-
based works. As can be seen, the proposed method is a great
alternative for indoor positioning since it offers good accuracy,
easy implementation, and fast results. It also considers the
reflections in the environment, is practical and does not require
experimental data for the training of the positioning algorithm,
as it uses available data to calculate the light distribution in
the environment.

ACKNOWLEDGMENT

The authors would like to thank CNPq (Project
408114/2018-5), FAPEMIG (TEC APQ Project 01435/18),
and UFJF for financial and structural support.

REFERENCES

[1] Musa Furkan Keskin, Ahmet Dundar Sezer, and Sinan Gezici. Localiza-
tion via visible light systems. Proceedings of the IEEE, 106(6):1063–
1088, 2018.

[2] Chunyue Wang, Lang Wang, Xuefen Chi, Shuangxing Liu, Wenxiao Shi,
and Jing Deng. The research of indoor positioning based on visible light
communication. China Communications, 12(8):85–92, 2015.

[3] Neha Chaudhary, Luis Nero Alves, and Zabih Ghassemblooy. Current
trends on visible light positioning techniques. In 2019 2nd West Asian
Colloquium on Optical Wireless Communications (WACOWC), pages
100–105, 2019.

[4] Oludare Isaac Abiodun, Aman Jantan, Abiodun Esther Omolara,
Kemi Victoria Dada, Abubakar Malah Umar, Okafor Uchenwa Linus,
Humaira Arshad, Abdullahi Aminu Kazaure, Usman Gana, and Muham-
mad Ubale Kiru. Comprehensive review of artificial neural network
applications to pattern recognition. IEEE Access, 7:158820–158846,
2019.

[5] U Nadeem, NU Hassan, MA Pasha, and C Yuen. Indoor positioning
system designs using visible led lights: performance comparison of tdm
and fdm protocols. Electronics Letters, 51(1):72–74, 2015.

[6] Zhijie Luo, WeiNan Zhang, and GuoFu Zhou. Improved spring model-
based collaborative indoor visible light positioning. Optical Review,
23(3):479–486, 2016.

[7] Guo Chen, Shao Jian-Hua, Ke Wei, and Zhang Chun-Yan. A visible
light indoor positioning algorithm based on fingerprint. In 2018 4th
Annual International Conference on Network and Information Systems
for Computers (ICNISC), pages 71–77, 2018.

[8] Chuhan Zhao, Hongming Zhang, and Jian Song. Fingerprint and visible
light communication based indoor positioning method. In 2017 9th
International Conference on Advanced Infocomm Technology (ICAIT),
pages 204–209, 2017.
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Abstract— Most of the studies on narrow-band near-

infrared detection reported so far are related to the 1.3 µm and 

1.55 µm spectral windows. There is insufficient research work 

done on radiation detection in the narrow band around 1 µm 

wavelength, which is just outside the Si (0.95 µm) and GaAs 

(0.85 µm) effective cut-off spectral sensitivity. This paper 

presents a p+n Ge-on-Si detector with a customized large active 

window, employing the PureGaB technology, to detect radiation 

in a very narrow band around 1 µm. The advantages of the 

proposed detector are: (1) CMOS-compatibility and micro-

spectroscopic capability; (2) low dark current and high 

photoresponsivity, compared to similar devices reported in the 

literature; (3) enhanced sensitivity to weak radiation by 

realizing an ultra-shallow and very thin depletion region. These 

detectors can be good candidates for measuring the YAG laser 

radiation and measuring stray radiation in photolithography. 

Keywords— Infrared detection, SiGe Junction, Ge-on-Si 

Photodiode, 1-µm Infrared; 

I. INTRODUCTION

Most narrow-band detectors in the near-infrared region 
have been developed for two commercially used optical 
windows:1.3 µm and 1.55 µm. Applications which demand 
these spectral windows are: fiber optics  and LIDAR 
technology [1][2]. At the same time, detecting and accurately 
measuring weak radiation in a narrow spectrum around 1 µm 
can be very helpful for specific applications such as 
photolithography and YAG lasers [3]. 

Knowledge of the radiation power of possible unwanted 
spectral components of a photolithography exposure beam 
plays an important role for the accurate transfer of a pattern 
from a mask to a photosensitive substrate. An ideal exposure 
beam should be free of out-of-band spectral components [4]. 
However, the existing technologies for producing high-power 
deep/extreme ultraviolet radiation produce also unwanted out-
of-band radiation, which should not be allowed to enter the 
illumination and projection optics. Unfortunately, the removal 
of these spectral components is not always 100% efficient. So, 
identifying and measuring these components, superimposed 
on powerful deep/extreme ultraviolet radiation, is important, 
but also very challenging. Some of the unwanted spectral 

components are in the near-infrared (NIR) spectrum [5]. A 
NIR spectrum below 950 nm is relatively easily absorbed in 
silicon. Therefore, silicon detectors with a well-designed 
depletion region and a UV/visible blocking filter can offer a 
relatively good solution for the infrared spectral range from 
750 nm to 950 nm. Above this spectrum the sensitivity of the 
silicon detectors drops very quickly, especially when their 
depletion region cannot be very wide. That is why for the NIR 
spectrum above 950 nm, photodetectors based on narrow 
bandgap semiconductors, such as germanium or InGaAs, are 
preferred.  

In this paper we present a CMOS-compatible SiGe NIR 
detector for the narrow spectral range from 950 nm to 1150 
nm, with sufficient responsivity and good noise equivalent 
power (NEP). The detector is produced using the so called 
PureGaB process, which provides a very shallow junction 
when gallium/boron passivation capping layer is deposited on 
n-doped germanium, using chemical vapor deposition (CVD)
[6]. We provide a comparison of the measured performance of
two detectors:  a silicon detector produced with the PureB
process and a SiGe detector produced with the PureGaB
process. The only difference between the two processes is the
presence of gallium in the capping layer when the substrate is
germanium [6].  Furthermore, the spectral responsivity of the
customized SiGe photodetector is simulated with an
integrated bandpass filter, providing: (1) maximized
sensitivity close to the 1 µm wavelength and (2) efficient
blocking of ultraviolet radiation. We then compare the
performance of the new detector with state-of-the-art devices
reported in the literature, demonstrating its competitiveness
(dark current density, photoresponsivity, noise equivalent
power).

Section II presents the design approach and the fabrication 
method of the SiGe photodetector. In Section III, we compare 
the properties of the SiGe detector with the Si photodetector 
and highlight the property variation trend when varying the 
Si1-xGex composition ratio. Finally, we compare the resolution 
of the proposed SiGe device with SiGe devices reported in the 
literature. Section IV summarizes the achieved results. 
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II. DESIGN APPROACH AND FABRICATION METHOD

Considering the lattice mismatch between Si and Ge 
crystals, growing germanium over a silicon substrate can 
influence the quality of the germanium epitaxial layer in terms 
of defects and discontinuity. To solve this issue, the double 
temperature growth technique and a gradual increase of the 
germanium content in the Si/Ge epitaxial layer were used. The 
PureGaB process provides a radiation-hard interface with 
germanium, in addition to the extremely shallow depletion 
region [7] [8]. 

A. Device fabrication

A simplified vertical stack of the processed devices is
shown in Figure 1. The substrate was an n-type silicon wafer 

with <100> orientation and resistivity of 1-5 Ω.cm. The device 
fabrication approach was to first create the passivation oxide 
layer, and next to open the windows in the oxide layer to grow 
the germanium epitaxial layers. In Figure 1, the following 
processing steps are presented: (a) a 10 µm epitaxial low-
doped n-Si layer (in yellow) was grown over an n+ buried layer 
(in brown) by an ASMI Epsilon 2000 CVD epitaxial growth 
machine; (b) a 2 µm oxide layer (in purple) was grown; (c) n+ 
dopant wells (in brown) were implanted on both the backside 
and the front side of the wafer, and p+ dopant wells (in blue) 
were planted on the frontside side; (d) the oxide was removed 
using a photoresist mask by first plasma dry etching followed 
by wet etching with a soft landing on Si. Next, HF deep 
etching and the Marangoni drying method were applied to 
create a clean opening on the Si surface without any dangling 
bonds, allowing the growth of high-quality epitaxial layers. 
Using the ASMI Epsilon 2000 CVD epitaxial growth reactor, 
a low-doped Si1-xGex composition (in light green) with a 
thickness of 2 µm was grown selectively on silicon. Next, 
without breaking the high vacuum, a 10-nm PureGaB capping 
passivation layer (in darker green) was epitaxially grown [9]; 
(e) surface metallization was done (in gray) with 1 µm Al/Si
(1%) thin films through RF sputtering at 350˚C and 400W RF
power; (f) finally, an open window was created for the active
area of the photodetector by etching the metal layer, followed
by deposition of an integrated optical filter stack over the
whole die surface, and then removed from the area outside the
active photodetector area.

B. Doping consideration

The following doping levels were used for the different
device layers: 

  Layer    Doping level (atoms/cm2) 

Substrate (Phosphorus) 9.2E+14 ~ 5.0E+15 <n-type> 

Epitaxial low-doped silicon (Arsenic) 1.97E+15 

Initial buried layer (Arsenic) 1.0E+17 

n+ doped layer (Phosphorus) 5.0E+15 

p+ doped layer (Boron) 1.0E+13 

Ge layer (Arsenide) ~ 2.0E+15 

In the capping GaB layer, Ga and B were 1 nm and 10 

nm thick, respectively. 

Fig. 1. Device vertical stack and fabrication process steps: (a) low-doped 

epitaxial silicon growth, (b) field oxide growth, (c) ion implantation to create 

guard rings and channel stops, (d) engineered epi-growth of Si/Ge layer (in 
light green) and a thin PureB/PureGaB passivation layer (in dark green), (e) 

metalization, and (f) optical thin-film stack deposition. 

C. Integrated optical window

A narrow spectral responsivity is achieved by using an
optical filter on top of the detector active surface. In the 
targeted application, the detector has to ignore radiation with 
a spectrum above 1150 nm.  In addition to the role of the filter, 
the reduction of the sensitivity to longer wavelengths is 
achieved by engineering the depth and width of the depletion 
region of the detector. Two options for an optical bandpass 
filter were considered for the absorption or reflection of the 
shorter out-of-band wavelengths (Figure 2). Option 1: a quad-
layer stack of Si/SiO2 with a total thickness of 1140 nm, and 
Option 2: a bilayer stack of GaAs/SiO2 with a total thickness 
of 495 nm. Both filters can be integrated on the detector 
surface. Figure 2 shows the simulated transmittance of 
photons through the two types of filters in a wider spectrum. 
It was observed that both filters can absorb or reflect all 
radiation wavelengths lower than 400 nm and reach a 
transmittance peak at 1030 nm. Although Option 2 shows a 
sharper peak at 1 µm, lower profile thickness, and lower 
transparency in the visible region, the challenges with the 
deposition and the integration of a GaAs layer using CMOS 
technology led to the selection of Option 1 as the preferred 
choice. 

Fig. 2. Optical response (transmittance) of two options proposed as 1 µm  

bandpass filters for high transmission of 950 nm to the 1150 nm narrow band. 



III. RESULTS AND DISCUSSION

The “OpenFilter" software of “Ecole Polytechnique de 
Montreal, Canada” was used to design the optical bandpass 
filters with an optimized stack and absorption profile. The 
presented Quantum efficiency of the device is the product of 
the optical filter’s transmittance profile and the Si/Ge 
absorption profile. The electrical measurements were 
performed by a cascade probe station and Keysight B1500A 
Semiconductor Device Analyzer in no light condition (Dark-
mode) with the help of IC-CAP 2020 software. 

Increasing the thickness of the epi-Ge layer on the silicon 

substrate raises the chance of an increased number of defects 

and dislocations in the crystallography of the device and a 

non-uniform thickness of the layer. To determine the 

minimum required Ge thickness in a Ge-on-Si photodetector 

for application in the near-infrared band around 1 µm 

wavelength, we studied the attenuation profile of a 1 µm 

photon beam in Ge and compared it with the attenuation 

profile in Si. Figure 3A illustrates the attenuation of the 1 µm 

photon beam into Ge and Si as a function of the absorbing 

layer thickness. It can be seen that the beam can be almost 

fully absorbed in the first ~2 µm of the Ge layer, while it does 

not show even minor absorption (< 3%) in the 10 µm silicon 

layer. Therefore, Ge thickness of 2 um was chosen for further 

investigation. The green highlighted area in Figure 3A 

presents the absorption in a SiGe alloy with an arbitrary ratio 

between the Si and Ge content: Si1-xGex, with 0<x<1. 

From Figure 3A, we see that using Ge improves the 1 µm 

wavelength photon absorption in a relatively small layer 

thickness, leading to a stronger photogeneration current and 

higher quantum efficiency and photoresponsivity. However, 

compared with Si, using Ge leads to an increased dark current 

due to the lower bandgap of Ge. Figure 3B illustrates the 

variation of the dark current (green highlighted area) from 

approximately 10-11 A (x=1: Si) to 10-7 A (x=1: Ge) in a 

Si1-xGex epi-layer for a detector occupying a 1.75 mm2 area 

(this particular area is related to a specific application), 

corresponding to 1.3 x 10-17 A/µm2 and 4.0 x 10-13 A/µm2 

current densities, respectively.  

It is important to point out that the photodetector resolution 

is inversely proportional to the square root of the dark current 

level (due to the associated shot noise) and is proportional to 

the responsivity:   
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Figure 3C presents the simulation results of the proposed 

photodetectors' quantum efficiency (QE) with an integrated 

Si/SiO2 quad-layer optical filter. From the results of the 

quantum efficiency, the spectral responsivity can be 

calculated using the expression:  
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where q is the electron charge, f is the photon frequency, h is 
Plank’s constant, and λ is the photon wavelength in nm [10]. 

Fig. 3. The trend of the Si1-xGex photodetector’s property changes by x% of 
Ge in the SiGe alloy. (A) Comparison of the 1 µm  wavelength absorption 

profiles of Si and Ge as a function of thickness. (B) Comparison of the dark 
current of the PureB/Si and PureGaB/Ge detectors. (C) Quantum efficiency 

of the PureB/Si and PureGaB/Ge detectors with the Si/SiO2 quad-layer 

optical filter. (D) Theoretical spectral responsivity of the PureB/Si and 
PureGaB/Ge detectors with the Si/SiO2 quad-layer optical filter and 2 µm 

depletion width. The dashed line is shown the theoretical spectral 

responsivity of the PureB/Si detector with 100 µm depletion layer width. 

 Figure 3D shows the spectral photoresponsivity achieved 
by the PureB/Si and PureGaB/Ge detectors with 2 µm 
depletion width when a Si/SiO2 quad-layer optical filter is 



integrated on their surface. At 1 µm wavelength the 
responsivity of the SiGe detector is 0.78 A/W, while for 
silicon with the same depletion layer width the responsivity is 
only 0.004 A/W. Of course, increasing the depletion width of 
the silicon detector will improve its responsivity. For 
comparison, the dashed line in Figure 3D shows the 
theoretical spectral responsivity of the PureB/Si detector with 
a 100 µm depletion layer. The responsivity of this detector at 

1 µm is increased up to about 0.2 A/W, which is only 4 times 
less than the Ge detector. However, realizing such a wide 
depletion region requires either the use of special wafers or 
building thick high-quality epitaxial layers. Although 
technologically it is possible to create a low-doped silicon epi 
layer with large thicknesses, this is not part of the standard 
CMOS processes.  

IV. COMPARATIVE STUDY OF SIGE NIR DETECTORS 

TABLE 1. COMPARATIVE TABLE OF RECENTLY REPORTED INFRARED SIGE PHOTODETECTORS 

N 
Type of Device SiGe Structure 

Dark Current 
Density (A/µm2) 

Measured 
Spectral 

Range (nm) 

Photo 
Responsivit

y (A/W) 

NEP* at 
1µm2 

(W/µm2) 
Application Ref. 

1 

21-GHz-Bandwidth 
Germanium-on-
Silicon Photodiode 

n+-Si sub / 0.18 µm Si0.58Ge0.42/ 0.28 µm 
Si0.42Ge0.58/ 1.7 µm Ge 

1.0 x 10-9 @-1V 
@ 1.3 μm 0.4 ~ 0.6 

1.6~3 E-9 
RF bandwidth–

efficiency 
optoelectronics 

2006 
[11] 

@ 1.55 μm 0.28 

2 

SiGe Buffer Layers 
in Reducing Dark 
Currents of Ge-on-
Si Photodetectors 

n+-Si sub / 0.4 µm Si0.5Ge0.5/ 0.7 µm 
Si0.40Ge0.60/ 2.6 µm Ge 

5x10-11 @-1V @ 1.3 μm 0.53 1 E -12 
High-speed 

optoelectronics 
2007 
[12] 

3 
Ge/SiGe Multiple 

Quantum Well 
vertical p-i-n 20 QW of Ge/ Si0.15Ge0.85 

sandwiched by Si0.1Ge0.9 
1.6 x 10-9 @-1V 

1400 to 1440 
nm 

0.03 ~ 0.05 
3.2~5.3E-

8 

30GHz 
bandwidth 

optoelectronics 

2011 
[13] 

4 

High Performance 
of an SOI-based 

Lateral PIN 
Photodiode 

SiGe/Si multilayer quantum well 
heterojunction 

~1.0 x 10-13 

@-1V 
400 to 1600 

nm 
~0.87 @-

3V 
~1.1E-13 

High-
performance 
photodiode 

2012 
[14] 

5 
SiGe Quantum Dots 

Over Si Pillars 
Si0.3Ge0.7 QDs over array of p+-Si 

nanopillars (Si pillar/ Si0.3Ge0.7 QD/ ITO) 
3.0 x 10-16  
@-0.5V 

600 to 1600 
nm 

�ℎ��������
�

.��� �����
�
400 @ 1 

µm 

NA 

Optical 
interconnects 

telecommunica
tions 

2013 
[15]  

6 
SiGe-based pin 
near-infrared 

photodetectors 

p+- Si/p+- Si0.7Ge0.3/ i- Si0.5 Ge0.5/ n+- 
Si0.4Ge0.6/ n+-aSi 

NA 
1450 to 1650 

nm 
0.35 NA 

CMOS-
compatible 

infrared 
detection 

2014 
[16] 

7 
Strain-balanced 
Si/SiGe type-II 

superlattices 

Epitaxial type-II 
heterostructure of 
alternating Si and 

SiGe alloys on
Si0.83Ge0.17 relaxed 

buffer layers 

Si0.46Ge0.54 2.8 x 10-13  
1100 to 1700 

nm 

Measured data 
of 1320 nm 

@ -4V  

1.55E-4 1.8E-9 

Near-infrared 
photodetection 

2014 
[17] 

Si0.39Ge0.61 3.4 x 10-13 2.52E-4 1.3E-9 

Si0.28Ge0.72 2.7 x 10-13 1.76E-4 1.5E-9 

Si0.23Ge0.77 8.0 x 10-13 1.72E-4 4.6E-9 

8 
Integrated SiGe 
Detectors for Si 

Photonic 
Ge-on-Si on 3-µm Oxide 4 x 10-12 @ 1.3 μm 0.2 2E-11 

Si photonic 
sensor 

platforms 

2017 
[18] 

9 
SiGe nanocrystals 

in SiO2 
Sputtered SiGe-

NCs:SiO2/SiO2/Si 

Si25Ge25:50%SiO2 
3.0 x 10-16 @-1V @ 1 μm 

~2.2 1.3E-16 
Hybrid devices 

2020 
[19] Si5Ge45:50%SiO2 ~1 3E-16 

10 
Si/Ge/Si 

photodiodes 
Si/Ge/Si 4.8 x 10-9 at -1V N/A 0.81 5.9 E -9 

High-speed 
integrated 
waveguide 

2020 
[20] 

11 
Ge PIN 

photodetectors 
Si Sub/Ge Buffer/p+-Ge/i-Ge/n+-Ge 5 x 10-11 @ 1.55 μm 0.12 4.1 E -10 

Detection of 
1.55 µm 

wavelength 

2020 
[21] 

12 

Ge-on-Si CMOS 
compatible for 1 µm 

wavelength 

Ultra-large area Ge-on-Si (PureGaB/ 2µm 
Epi-Ge/ Si) 

4 x 10-13 

@-1V 
@1 µm  

~ 0.7 to 0.8 
(Simulated) 

5~5.7 E-
13 

Weak 1µm 
infrared 
radiation 
detection This 

Paper 
Si-on-Si CMOS 

compatible for 1 µm 
wavelength 

Ultra-large area Si-on-Si (PureB/ 10µm Epi-
i-Si / Si) 

1.33 x 10-17 

@-1V 
@1 µm  

~ 4.0E-3 
(Simulated) 

~3.3 E-15 

Weak 1µm 
infrared 
radiation 
detection 

* Lower brings better SNR 

Table 1 presents recently reported (since 2006) near-
infrared SiGe photodetectors in scientific publications, with 
their Dark Current Density, Spectral Range, 
Photoresponsivity, and Noise Equivalent Power (NEP) for 
a 1µm2 area. Columns 2 to 8 present: the type of studied 
device: a simple structure of fabricated SiGe region: dark 
current density: reported spectral range in the study: 
photoresponsivity in the reported spectrum or specified 
wavelength: calculated noise equivalent power based on 
equation 2: potential application proposed in the references. 

The devices presented in Table 1 have a variety of 
different structures:  1) an epitaxially grown SiGe layer with 
three fixed Ge:Si ratios (N6); 2) an epitaxially grown SiGe 
layer by gradually increasing the Ge content (N1); 3) 
epitaxially grown pure Ge (N8); 4) a Si-Ge-Si layer (N10); 
5) a Si1-xGex quantum well sandwich (N3); 6) Si1-xGex 

nanocrystal growth through sputtering (N9); 7) a SiGe/Si
Multilayer Heterojunction (N4).

Most reported optical applications in Table 1 are in the 
1.3 µm and 1.55 um spectrum. Unfortunately, we could not 



find an IR detector optimized explicitly for the 1 µm 
spectrum. 

It can be inferred from Table 1 that the most advanced 

Ge-based photodetectors would have a dark current density 

in the order of 10-11~10-13 A/µm2, while good quality Si-

based photodiodes have a dark current density in the order 

of 10-17~10-18 A/µm2. Photodetectors based on a Si1-xGex 

alloy will have dark current densities between 10-11~10-13 

A/µm2 and 10-17~10-18 A/µm2.  

A good criterion for comparing the performance of 

different photodetectors is the Noise Equivalent Power 

(NEP) [22][23]: 
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NEP has an inverse relationship with the signal-to-noise 
ratio (SNR): 
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For a given radiation power, lower NEP provides a higher 
photodetector SNR, resulting in a better accuracy. The ideal 
photodetector for 1 µm radiation would be the one with the 
highest spectral responsivity and lowest dark current. The 
fabricated Ge/PureGaB photodetector has a 
photoresponsivity of 0.78 A/W at 1 µm and a dark current 
of 4.0E-13 A/µm2 (NEP ~5.13E-13 W/µm2). Compared to the 
photodetectors presented in Table 1, the proposed detector 
can be considered a very good option for the near-infrared 
spectrum, tuned explicitly for 1 µm radiation. 

V. CONCLUSION AND FUTURE WORK

A Ge-on-Si-based photodiode is proposed with an 

optical filter to detect weak 1 µm wavelength radiation. The 

photodiode is processed and its electrical characteristics 

measured, while at this point, the optical filter is only 

designed and its optical characteristics simulated. The 

photodetector demonstrates high sensitivity, very good 

ultraviolet blindness, and a relatively low dark current. The 

relatively thin depletion region requiring no or low reverse 

bias voltage makes this photodetector attractive for 

microspectrometric devices to distinguish the 1 µm beam 

component. In addition, the PureB/GaB technology 

provides an opportunity of creating a shallow depletion 

region (extending almost from the surface). The proposed 

optical filter increases the detector’s selectivity by blocking 

99.9% of wide-range ultraviolet radiation. The joint detector 

+ filter suppression of longer infrared radiation above 1.6

µm is 98.9%, while reaching 95% transparency at 1 µm

wavelength.

Comparing the NEP of the Ge/PureGaB photodetector 

and the Si/PureB detector with the same depletion width 

shows that the Ge/PureGaB photodetector has two orders 

higher NEP, which may be considered as a disadvantage. 

However, at the same time the Ge/PureGaB photodetector 

provides more than 200 times stronger output photocurrent 

and 2 times better SNR for the same radiation intensity, 

which in most applications is the preferred option.  

Potential applications of the proposed detector are: (1) 

measuring YAG laser radiation at 1 µm, (2) in portable/ 

micro-spectrometric devices to distinguish the 1 µm beam 

component in wide spectrum radiation, (3) CMOS-

compatible photodetector’s array implemented on chips, (4) 

measuring stray radiation in photolithography. 

The next step is to integrate the optical filter with the 

photodiode and to prove the optical characteristics of the 

selective IR detector experimentally.  
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Abstract— Solar energy is one of the most dependable 

renewable energy technologies, as it is feasible almost everywhere 

globally. However, improving the efficiency and identifying the 

defects in  solar PV systems remains a significant challenge. To 

enhance the robustness of the solar systems, this paper proposes a 

trained convolutional neural network (CNN) based fault detection 

scheme to divide the images of photovoltaic modules into faulty 

and normal classes. For binary classification, the algorithm 

classifies the input images of PV cells into two categories (i.e. faulty 

or normal). To further assess the network's capability, the 

defective PV cells are organized into shadowy, cracked, or dusty 

cells, and the model is utilized for multiple classifications. The 

success rate for the proposed CNN model is 91.1% for binary 

classification, and 88.6% for multi-classification. The proposed 

trained CNN model remarkably outperforms the CNN model 

presented in a previous study which used the same datasets. The 

proposed CNN-based fault detection model is straightforward, 

simple and effective and could be applied to the fault detection of 

solar panels. 

Keywords—CNN, Fault detection, Solar panel, Classification, 

Photovoltaic system 

I. INTRODUCTION

Traditional fossil fuel-based power generations are shifting 
towards renewable energy to achieve net-zero greenhouse gas 
emissions by 2050. Renewable energy may be cheaper as well 
as friendly to the environment. Examples of the most promising 
renewable energy sources are hydroelectric power, solar, and 
wind. Photovoltaic energy is one of the cleanest and most 
available renewable resources[1], [2], which has attracted much 
attention in recent decades [3]. Solar energy utilization is 
expected to increase globally in the coming years. It is a 
promising alternative to fossil fuels and has a low adverse 
environmental impact. The use of solar energy can be 
downscaled to individual homes by using solar panels. These 
panels absorb the energy from the sun and provide power for a 
particular use, which makes the power system independent of 
larger electrical grids. Solar panels are usually designed to 
generate electricity. However, they may face issues during their 

operation, which can reduce their efficiency or cause complete 
failure. Like any other electrical energy production system, 
photovoltaic power plants require monitoring and supervision 
to detect defects or abnormalities that may develop during 
operation and ensure their appropriate functioning and longevity 
while minimizing energy losses [4]. The faults seen in a PV 
system can be grouped into several categories, such as a line-to-
line defect[5]. The most  common solar panel defects are the 
generation of a hot spot that causes degradation of the cells, 
microcracks due to thin construction, broken glass, and dust 
accumulation under the glass. All these defects may severely 
diminish the performance of the solar modules. The monitoring 
can be done on-site (e.g.[6]) or remotely (e.g.[7]). The author 
applied two CNN strategies to recognize issues in PV 
frameworks with a normal exactness of 73.5%, which isn't 
palatable and needs more improvement. A PV imperfection 
forecast approach was proposed by combining the fuzzy 
hypothesis and ANN and using voltage and power proportions 
as input factors to distinguish different PV issues. The author 
connected neural network methods for fault localization and 
classification of PV frameworks and reached good results even 
with noisy data [8]. 

Despite a lot of research in the intelligent algorithm-based 
fault detection of PV panels, determination of the best 
performing classifiers remains a challenge since their 
performances depend on various parameters such as the type of 
the problem, quality of the input signals or images, the number 
of inputs, number of layers, and the adjusting parameters in the 
networks. The current study provides a feature extraction and 
classification method based on a deep two- dimensional (2-D) 
CNN. An overview of the CNN-based fault detection algorithm 
is illustrated in Fig. 1. Initially, the algorithm classifies the input 
images of PV cells into two simple categories, faulty or normal, 
called binary classification. Thereafter, the defective PV cells 
are further classified into shadowy, cracked, or dusty cells, 
referred to as multiple classifications. The approach used in this 
work is relatively simple while providing satisfactory outcomes. 
Moreover, the algorithm can be used to analyze several pictures 
of grid-connected solar PV panels and locate the faulty cells, 
which improves the durability and reliability of the PV systems.
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Fig.1. A general perspective of the CNN-based fault detection algorithm. 

Convolutional neural network is a type of deep learning 
technique commonly utilized in image recognition and 
classification in remote sensing. The CNN transforms input 
information into numbers using several layers through its 
different topologies. 

The general architecture of a CNN is demonstrated in 
Fig.2. A CNN generally consists of convolution layers, 
pooling layers, fully connected layers, batch normalization, 
SoftMax, and classification layers which are briefly 
discussed below. 

Fig.2. General architecture of the CNN. 

Convolution Layer - The convolution layer extracts the 
image features and convolves the input image using 
convolution kernels of various sizes to produce the image's 
properties. It is followed by an aggregate process that 
combines the extracted features from diverse image parts 
using the following relations [9]: 

���� = �� ∗ ����� (1) 

���� = �� ∗ ����� 
 ���� ��� − �� (2) 

Equations 1 and 2  indicate the complex function of t, x and 
w. The latter is the function of a two- dimensional network.

Pooling layer – This layer reduces the size of input
images and reduces the computation cost and duration. The 
layer connects the convolutional layer and the output of the 
model. 

Fully connected layer - This layer maps the representation 
of inputs and outputs. It often has numeric values.  

The remaining of this chapter is organized as follows. 
Section II explains the proposed methodology. Section III 
provides the findings from the proposed CNN-based fault 
detection technique, and Section IV provides a summary and 
conclusion of the study. 

II. PROPOSED CNN-BASED DEFECT DETECTION

METHOD 

The proposed CNN-based defect detection scheme is 
implemented using MATLAB software with the following 
system properties: CPU Intel ® Core™ i5-10400 CPU, 8 GB 
RAM with a 500 GB SSD hard disk, 64-bit operating system, 
and x64-based processor. This section explains the pre- 
treatment of the training dataset and the network's details for 
classification. The dataset consists of RBG images of solar 
panel arrays. The majority were collected from various 
internet search engines that offer photos of solar projects 
worldwide. Authors in [9] provided images of four classes 
(normal, cracked, dusty, and shadowed) of PV panels. The 
images are also publicly available on www.github.com. The 
pictures of the solar cell modules are of the normal type, 
modules of cracked cells, images of dusty cells, and the rest 
are those partially covered by shadow. A typical illustration of 
each class is demonstrated in Fig.3. The data is separated into 
training (70%) and test sections (30%). 

Fig.3.  Samples of images (cracked, dusty, shadowy and normal). 

A segmentation model is utilized to extract an individual 
segmentation mask for each PV module, removing 
unnecessary information in the images and allowing for 
entirely accurate localization of PV modules in the pictures 
[11]. Then, data has been rescaled and normalized to be 
prepared for data augmentation to prevent overfitting. The 
adapted CNN classification framework and topology 



presented in this study can be seen in Fig.4(a). In the proposed 
model, three layers of convolution are utilized followed by 
max-pooling to downscale the input data and extract the 
different features of the images at different levels. Besides, 
batch normalization layers are applied to robust the training 
procedure. In the fully connected layer, the extracted 
information from other neurons is combined and compared so 
that the network can predict the classes of each input image. 
The SoftMax layer is responsible for probability distribution 
over each possible class and classifying the datasets 
according to the most probable type. The network parameters 
and their assigned values are summarized in Fig.4(b). 
Afterward, the proposed CNN is applied for training the data. 
For binary classification, the data sets are split into two 
different categories. 70% of the data are randomly selected 
for training purposes, whereas the remaining images were 
selected for testing and validation. The output of this 
classification network indicates the normal and faulty PV 
cells.  

Fig. 4. (a) CNN classification framework and topology, (b) network 

parameters and their assigned values. 

III. EVALUATION OF THE PROPOSED CNN MODEL

The fault detection accuracy rate of the proposed CNN
model is compared with another CNN model published in the 
literature [9] for binary and multi-classifications of the same 
dataset. According to the authors, for semantic segmentation, 
they used four convolutional layers, each of which was 
followed by a set of ReLu units and max pooling layers. After 
the last convolution layer, authors used a fully connected layer 
with SoftMax activation function. The filter size they used 
was 3×3 pixels. For the multiclass architecture of the CNN, 
they used five convolutional layers which featured 5×5 filters. 
Each convolutional layer was followed by a batch 
normalization layer, a ReLu unit, and a max pooling layer 
[12]. 

The overall results of the comparison are shown in Table  I. 
It can be seen that the proposed CNN offers remarkably better 
accuracy (91.2%) than the other CNN model explored in ref 
[10], which was found to be 75.2%. The plots of accuracy and 
loss function with the epoch number for binary classification 
are demonstrated in Fig. 5. The simulation was terminated 
after 30 epochs. However, it appears from the plots that even 
higher accuracies could be achieved if the simulation were 
allowed to run for more epochs. 

TABLE I. COMPARISON OF THE ACCURACIES AMONG VARIOUS CNN 

MODELS FOR BINARY CLASSIFICATION 

Model Overall accuracy 

spinosa et al[9] 75.2 % 

Proposed CNN model 91.2 % 

Fig. 5. Comparative plots of accuracy and loss function with the epoch 
number for binary classification. 

Fig. 6. Comparative plots of accuracy and loss function with the epoch 

number for multi-classification. 



The CNN model was also evaluated by applying it to 
multiclass images. A comparison between the prediction 
accuracies of the CNN model with that proposed in ref. [9] is 
summarized in Table II. For the case of multi-classification, 
the model used in the current study outperforms the model in 
the literature by offering an accuracy of 88.6% compared to 
70%. Similar to the binary case, the plots of accuracy and loss 
function shown in Fig. 6 suggest that further improvements in 
the results could be achieved if the simulation ran for more 
epochs. 

TABLE II. COMPARISON OF THE ACCURACIES AMONG VARIOUS CNN 

MODELS FOR MULTI-CLASSIFICATION 

Model Overall accuracy (%) 

Espinosa et al. [9] 70 

Proposed CNN model 88.6 

The effectiveness of the proposed CNN model is again 
evaluated by reducing the number of layers. The model is 
comprised of a convolutional removal step which is removed 
from the architecture previously shown in Fig. 4(a), and the 
new architecture is demonstrated in Fig. 7(a). It can be seen in 
Fig. 7(b) and Fig. 7(c) that reducing the number of layers 
degrades the prediction accuracy. For the binary class, the 
model achieved an accuracy of nearly 80%, while for the 
multiclass, its accuracy is around 55%, both of which are less 
than the accuracies of the three-layer CNN model. Transfer 
learning is a machine learning technique [13] that uses a pre-
trained model or another task [3]. The capability of some 
frequently used pre-trained networks, including Squeeze Net, 
Dark Net, and Alex Net, in classifying the PV images is 
examined. For this purpose, The same dataset is used to re-
train the pre-defined network available in the deep learning 
toolbox of MATLAB. A summary of the results is listed in 
Table III. 

Fig. 7. (a) CNN classification framework and topology with a reduced 
convolutional layer compared to the previous case. (b) Accuracy and loss f 
function with epoch for binary class. (c) Accuracy and loss function with 
epoch for multiclass. 

TABLE III. ACCURACIES OF THE PREDICTION FOR THREE COMMON 

CNN MODELS 

Squeeze Net Dark Net Alex Net 

Binary classification 28% 78% 75% 

Multi classification 25% 25% 28% 

It can be observed that the pre-trained models did not have 
good performance as compared to the simple CNN model 
because the nature of the data is different than the datasets 
that these pre-trained models have been trained. Though, 
these pre-trained models may have much higher accuracies 
for current assessments with decreasing initial learning and 
changing optimizers and freezing their layers (using non-
trainable layers). 

IV. CONCLUSION

A convolutional neural network-based defect detection of 
solar PV panel images has been presented in this study. The 
proposed technique may be utilized to improve the durability 
and smooth operation of the PV systems. To rectify the 
challenges faced with the PV systems, this research study 
offers a deep learning-based solution through a simple fault 
detection system with a far less degree of complexity than 
other alternatives, which is beneficial for quick 
troubleshooting of PV panel issues. This helps, to maintain 
the overall efficiency of the PV system during operation. The 
network was used to classify the images of PV panels divided 
into four classes of normal, cracked, dusty, and shadowed. It 
was found that the proposed CNN technique effectively 
classifies data sets with an accuracy of 91.2% for two classes 
(normal and faulty) and 88.6% for four categories (normal, 
cracked, dusty and shadowed), respectively, based on the 
experimental data. The performance of the proposed model 
was also compared with a model in the literature that used the 
same dataset. It was found that our CNN model outperformed 
the model in the literature by 16% for the binary and 18.6% 
for multi-class. Transfer learning was used to investigate if 
some pre-trained models could perform better. The results 
suggested that those models were unsuitable for this specific 
dataset and did not provide acceptable accuracies. The 
presented model can be easily applied to other similar 
engineering applications, such as the inspection of wind 
turbines in which a manual check is not safe. Furthermore, the 
proposed algorithm is very flexible for implementation. Thus, 
the proposed fault detection scheme could be applied to a real-
life solar farm to increase the reliability of the solar system 
and decrease the maintenance cost of PV panels. 
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